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Abstract

In this thesis, electric and magnetic properties of exotic strongly correlated

electron systems are explored via studies of La2Ti2−xVxO7, CaMn7O12 and

PrRu4P12.

In order to form a proper multiferroic, single phase La2Ti2−xVxO7 (x = 0,

0.0625, 0.125) was synthesised successfully by a vacuum annealing plus wa-

ter quenching method. The magnetic properties of the doped samples were

studied and compared with that of undoped La2Ti2O7. The results reveal

a primary paramagnetic-like behaviour and a weak magnetic order rather

than the ferromagnetic order for the doped samples, which is explained

by a vanadium monomer phase formed at the high synthesis temperature.

To obtain a single phase with ferromagnetic order, other novel synthesis

method with a lower synthesis temperature has to be used.

The multiferroic CaMn7O12 was synthesised successfully by a flux method

and isotope substitution effect on magnetic properties was studied. The
18O concentration was estimated to be 61 at.% by Raman Spectroscopy

and 64 at.% from the mass difference. Smaller magnetization was observed

for 50 < T < 120 K wherein two characteristic magnetic transitions occur

and ferroelectric polarization develops. This can be considered as direct ev-

idence that oxygen affects the magnetic properties and the ferroelectric po-

larization. However different divergence temperatures were also observed.

Two additional experiments are suggested that would further clarify these

changes in magnetization with oxygen mass.

To investigate the order parameter of Pr below TMI = 62.3 K in PrRu4P12

temperature dependent resonant soft x-ray diffraction in combination with

x-ray absorption spectroscopy were performed at the Pr M4,5 edges. A

resonance enhancement of the (100) superlattice reflection signalling the

order parameter of the Pr 4f shells was observed below TMI , with a steady

increase with decreasing temperature. The experimental spectra and sub-

sequent analysis rule out the existence of magnetic and/or orbital order

as well as any Pr lattice displacement. The order parameter below TMI



is likely due to charge disproportionation. Our results also indicate that

a synergistic coupling of Pr 4f - Ru states plays an important role in the

metal-insulator transition associated with charge density wave state forma-

tion.
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Chapter 1

Introduction

In recent years, strongly correlated electron systems have attracted much

research interest in condensed matter physics. In these systems, electrons

strongly interact with each other, which is completely different from the

classic free electron picture. Different electronic orders, including charge

order, orbital order, magnetic order, charge density wave, etc, may com-

pete or even coexist in the systems because of such strong interactions.

This leads to a variety of novel physical phenomena which may find poten-

tial applications yet challenge our understanding of condensed matter, for

example high temperature superconductivity, colossal magnetoresistance,

multiferroicity and metal-insulator (MI) transitions. The latter two phe-

nomena are the subject of this thesis. Many specific anomalous strongly

correlated electron systems exhibit novel multiferroicity or subtle MI tran-

sitions, which are the issues to be addressed in this thesis.

1.1 Multiferroicity

Functional materials with one of the ferroic properties ferromagnetism, fer-

roelectricity and ferroelasticity are essential for modern technologies. In

the so-called multiferroic materials, more than one of the above three prop-

erties exist simultaneously [1]. Among them, those with ferromagnetism

and ferroelectricity attract more attention and are the most studied thus

far since they can find potential applications in spintronics technology in an

ever-expanding information industry. This type of mulitiferroic is the one

1



Figure 1.1: Schematic diagram of a) coupling ferroelectricity, ferromagnetism
and ferroelasticity to form a multiferroic (redrawn after [2]) and b) a conceptual
four-state multiferroic memory device.

of interests in this thesis. The coexistence of both charge and spin compo-

nents can be exploited and one property can be used to drive the other, i.e.,

magnetic field can change the polarization state or vice versa. They can

form the basis for four-state memory and for example using a multiferroic

material in a one Megabyte memory stick could have its capacity increased

to one Terabyte(see Fig 1.1).

Research into multiferroic materials dates back to as early as 1894 when

Curie tried to predict the possibility of an intrinsic magnetoelectric (ME)

effect (i.e., the coupling of electric and magnetic fields) in some crystals [3]

and to the 1960’s when this effect was first successfully observed in Cr2O3

[4]. The ME effect can be explained by Landau theory. In Landau theory,

the free energy of the ME effect can be expanded as [5] ,

F (E,H) =F0 − P s
i Ei −M s

iHi −
1

2
ε0εijEiEj −

1

2
µ0µijHiHj

− αijEiHj −
1

2
βijkEiHjHk −

1

2
γijkHiEjEk − · · · ,

(1.1)

where subscripts i, j and k denote the components of a variable in a spa-

tial coordinate; F0 is the free energy; E means the electric field and H the

magnetic field; P and M with a subscript s refers to a spontaneous elec-

tric polarization and magnetization respectively; ε0 and µ0 stand for the

dielectric and magnetic susceptibilities of vacuum, εij and µij being the

second-order tensors of dielectric and magnetic susceptibilities, βijk and

γijk the third-order tensor coefficients; and αij are the components of ten-

sor α describing the linear magnetoelectric effect and corresponds to the

2



induction of polarization by a magnetic field or a magnetization by an elec-

tric field; and the apostrophe consists of the linear magnetoelectric effects

denoted by tensors β and γ. Hence the electric polarization can be written

as,

Pi(E,H) = − ∂F
∂Ei

= P s
i + ε0εijEj + αijHj +

1

2
βijkHjHk + γijkHiEj + · · · ,

(1.2)

and the magnetization is,

Mi(E,H) = − ∂F
∂Hi

= M s
i + µ0µijHj + αijEj + βijkHjEi +

1

2
γijkEjEk + · · · ,

(1.3)

Since the first observation, hundreds of material systems with the ME effect

have been discovered. Based on these observations, to enhance the mag-

netoelectric response, a more novel and effective coupling, the one between

ferromagnetism and ferroelectricity was proposed to exist in one material

in the absence of external magnetic and electric fields. These materials

were named multiferroics by Schmid [1] in 1994 and to date due to their

multifunctionality yet rarity, considerable efforts have been devoted to syn-

thesizing and investigating them.

1.1.1 Incompatibility between ferroelectricity and mag-

netism

The rarity of a multiferroic lies in the fact that ferroelectricity and mag-

netism are repulsive in nature in a material system. Considering symmetry,

ferroelectricity requires the broken spatial inverse symmetry, i.e., as a polar

vector, the electric field E and polarization P change sign when space r is

inversed to -r; however it remains invariant in a time inversion operation.

This is contrary to the situation in spin order for which the magnetic field

H and magnetization M as axial vectors change sign under time inversion

but are invariant under a space inversion operation.

3



1.1.2 Routes to multiferroicity: proper multiferroics

Magnetism of a material is generally generated from the exchange interac-

tions between spins of electrons which can be usually found in partially filled

d or f shells of transition-metal or rare earth ions. However ferroelectricity

can have a variety of origins. Depending on the origin of ferroelectricity,

a multiferroic material can fall in one of these two categories: proper or

improper multiferroics. In the first category, the magnetism and ferroelec-

tricity have different origins and are almost independent of each other even

though they have a certain degree of interplay. In the second category,

ferroelectricity is a result of magnetism and a strong coupling between the

two usually exists.

In a proper multiferroic, ferroelectricity has nothing to do with magnetism

in most cases and the coupling between these two orders is also weak.

Various microscopic mechanisms for the ferroelectric moment have been

proposed and made use of to synthesize this category of multiferroics.

Doping the magnetic perovskite oxides with ferroelectric d0 ions is one sce-

nario. In this case ferroelectric ions (shown in green points Fig 1.2 a)) can

displace from the centre to form strong covalent bonds with the neighbour-

ing oxygens and thus generate ferroelectric (FE) polarization which can

coexist with magnetism originating from dn ions (shown as red spins in Fig

1.2 a)).

Lone pairs (usually found as two outer 6s electrons of Bi and Pb) that do

not form any bonds can be ordered in one direction thus give rise to FE

polarization (see Fig 1.2 b)).

The charge ordering scenario is presented in Fig 1.2 c). In a chain with

-X-O-X- structure wherein X stands for a positively charged metal ion and

O is oxygen, after charge ordering, the bond X-O (shown as a bar) and

O-X (shown as the gap between bars) are inequivalent in dimension and

can lead to ferroelectricity.

Geometric ferroelectricity as its name indicates is realized by geometric

factors, such as a distortion or tilting in structure, usually to achieve a

closer packing and an energetically more stable state. This mechanism is

seen in YMnO3 [7] (see Fig 1.2 d)).
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Figure 1.2: Schematic showing different microscopic mechanisms of ferroelec-
tricity in proper multiferroics [6] (see text).

La2Ti2O7 is a novel geometric ferroic whose ferroelectric polarization arises

spontaneously from the so called antiferrodistortive distortions and persists

to a temperature as high as 1770 K. Exploration of routes to multiferroicity

based on this material system is of scientific interest as well as of significance

to applications. A study of magnetic vanadium ion doped La2Ti2O7 is given

in Chapter 3.

1.1.3 Routes to multiferroicity: improper multifer-

roics

Compared with proper multiferroics, improper multiferroics are more com-

plex and rare because of the existence of strong coupling between spin and

charge orders. Despite that various efforts have been spent on the study

of improper multiferroics, at the moment, the theory is still a controversial
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Figure 1.3: Schematic show of mechanisms for improper multiferroics. Top:
the KNB model [8]; bottom: the inverse DM model [9]. Pel and Pion refers
to FE polarization induced by electronic and ionic displacement contribution
respectively.

issue. Many physical pictures have been proposed among which, the sce-

nario of inherent electronic structure and ionic displacement are the most

typical two ones.

The inherent electronic structure scenario was early reported as a spin cur-

rent model, developed by Katsura, Nagaosa and Balatsky and known as

KNB model [8]. For a three-atom model (see Fig 1.3) in which two tran-

sition metal ions Mn and Mn+1 are bonded through an oxygen atom O,

from the calculation of the electronic Hamiltonian taking into account the

spin-orbital interaction, ferroelectric (FE) polarization P is found to be cor-

related with spin supercurrent js generated in noncollinear spin structures

(such as the spiral state) as below,

P ∝ enn+1 × js ∝ enn+1 × (Sn × Sn+1), (1.4)

where enn+1 is the unit vector connecting Mn and Mn+1; Sn and Sn+1 refers

to the spin of Mn and Mn+1. The above equation makes the estimation of

not only the direction but also the order of magnitude of FE polarization
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possible in a spiral magnet. According to the authors’ estimation, the order

of magnitude estimated for a cubic system with the lattice constant a = 5

Å is comparable to that of (Ga,Fe)O3 at H = 10 T. The FE polarization

generated by spin current in this model depends on the detailed electronic

level structure as well as the band structure for a particular material sys-

tem. Current theoretical studies also indicate a contribution from valence

electrons to FE polarization [10, 11] and a purely electronic contribution

was experimentally observed in the absence of lattice distortion in YMn2O5

by soft x-ray resonant scattering [12].

In the scenario of ionic displacement, however the lattice distortion, usually

driven by magnetic phase transitions for a lower of energy, is essential to

the generation of FE polarization [6, 13–15]. It is well known that to

optimize the energy of the system, the conventional Dzyaloshinskii-Moriya

(DM) interaction on the non-centrosymmetric bond leads to a canting of the

interacting spins and a weak ferromagnetism [16]; then one would assume

an inverse DM effect, that is, the canting of the existing spins (e.g., the

spiral magnetic structure) for some reasons might cause displacement of

the ion (usually O) bonding the spin sites in order to generate a new DM

vector. The local FE polarization can therefore be resulted with a direction

opposite to the ionic displacement. Sergieko et al [9] proposed this inverse

DM model to explain the coexistence and strong coupling between the

FE polarization and incommensurate magnetism and found that in the

cubic perovskite manganites the portion of Hamiltonian depending on the

displacement of O,

δH =
∑

Dx(δrn) · [Sn × Sn+1] +Hel (1.5)

can be minimized by a nonzero oxygen displacement δzn along z axis,

δzn =
γ

κ
Sx0S

z
0sinθsin(αx − αz) (1.6)

while δxn in x axis and δyn in y axis are both zero, where δrn = (δxn,

δyn, δzn) denotes the displacement related to incommensurate structure;

Dx(δr)n is the DM vector depending on δrn; Sn and Sn+1 is the spin of two

neighbouring Mn atoms; Hel is the elastic energy; κ is stiffness; Sx0 = Sy0 ≈
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Sz0 =1.4, θ = 0.28π. The value of γ estimated from equation (1.6) agrees

well with the previously reported experimental estimations, indicating that

this model seems valid for perovskite manganites.

To clarify this, in Chapter 4 a novel oxygen 18 substitution experiment

is performed on the interesting improper multiferroic CaMn7O12 and the

effect of oxygen 18 substitution on magnetism is studied.

1.2 Metal-insulator transitions and electronic

orderings

The metal-insulator (MI) transition, a transition from a conductive metal

to an insulator, has been theoretically and experimentally investigated for

over 80 years. Generally speaking, there are five typical types of transitions

that can be described in terms of underlying physics which is closely related

to strong couplings among charge, lattice, orbital, and/or spin degrees of

freedom (see Fig 1.4), according to [17, 18]. In a real material system,

however these transitions are not mutually exclusive and the observed MI

transition is not necessarily dominated by one interaction alone but rather

by a combination effect. Even though a single interaction in some case

may drive the transition, its nature can be (and most often is) strongly

influenced by the others.

The Wilson transition originates from interaction between electrons and

the periodic potential of the ions giving rise to an energy gap between the

lowest conduction band and the highest valence band. For some divalent

Figure 1.4: Schematic showing A) charge, B) orbital and C) spin degree of
freedom [19].
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semimetals, the energy gap is quite small which may be opened by external

field to transform to a Wilson insulator. An example is Bi [17, 20]; it

shows such a MI transition under pressure. The pressure can increase the

mixing of the 4f and 5d shells and eventually result in the opening of a

hybridization gap.

The Peierls transition arises from the interaction between electrons and

the lattice. For metals with a partially occupied band, doubling of lattice

constant due to crystal structural change can result in splitting of the band.

If Brillouin zone boundary shifts to the Fermi surface, then the band may

split into a filled one and an empty one and Peierls transition therefore

takes place. The insulating phase is termed a Peierls insulator, wherein

a (commensurate) charge-density wave (CDW) of the electrons, a kind of

charge ordering is yielded finally. This transition is seen in low-dimensional

electronic crystals, for example, NbSe3 [21].

The Verwey transition is another MI transition which is associated uniquely

with long range charge ordering. At low temperatures, because of strong

interaction, the electrons are able to localize and form an charge ordered

state. Due to its localized nature this phase is insulating. While at high

temperatures the localized and ordered state is lost, the electrons become

itinerant and therefore show a conducting state. It is usually observed in

narrow band solids such as transition metal oxides or organic conductors

in which the number of electrons is smaller than the number of equivalent

lattice sites. The typical material is the famous magnetite (Fe3O4). It

was found to show a first order resistivity transition at 120K which is

accompanied by a charge ordering [22, 23].

The Anderson transition is due to the interaction of free, independent elec-

trons with randomly distributed lattice defects (i.e., disorder). The disorder

may generate particle localization, thus electrons in a disordered solid sys-

tem possess localized and extended states, wherein extended electrons are

known to contribute to conductivity while localized electrons contribute to

insulating state. Since net conductivity of a material is mainly from the

contribution of electrons in vicinity to the Fermi surface, location of the

Fermi surface in extended state region or localized state region may lead

to a metal or insulator behaviour. Therefore any factors that can move

the Fermi surface from an extended state region to a localized state region
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may cause the MI transition. It has been proved that, variation of electron

concentration, a change of strength of the impurity (disorder) potential,

and tuning the effective bandwidth with the aid of external magnetic field

[17] offers routes to Anderson insulator.

The Mott transition is the result of the electron–electron interaction. There

are several types of this transition, namely Mott-Hubbard transition and

Mott-Heisenberg transition [17]. In a picture proposed by Mott [24], when

atoms are brought close to form a crystal system, the energy levels expands

to energy bands which consist of upper Hubbard bands with bandwidth

W1 and lower Hubbard bands with bandwidth W2. The bandwidth can be

narrow and an energy gap is formed if the distance of the atoms is large

wherein overlap in the neighbouring atomic wave functions is small and

W1 +W2

2
≈ W � U, (1.7)

where U, the intra-atomic energy, is called Hubbard energy equaling to

ionization energy minus electron affinity. In this case if the lower Hubbard

band is filled while the upper Hubbard band is empty, then the system is

an insulator. Upon reducing the distance between atoms, the overlap in the

neighbouring atomic wave functions increases and the combined bandwidth

W1 +W2 increases accordingly and two bands eventually overlap without a

gap in between. If W � U then the system is a metal. When W ≈ U a MI

transition is expected and the insulating phase is called a Mott-Hubbard

insulator. Obviously, in a Mott-Hubbard insulator, the ordering of mag-

netic moments is not considered and the local magnetic moments do not

display long-range order (i.e., it is a paramagnetic insulator). However the

possibility of an ordering of magnetic moments exists and this is the case

for a Mott-Heisenberg insulator. An antiferromagnetic coupling J ∼ t2ij/U

(where tij is tunning element describing the inter-orbital hybridization) ex-

ists between the spin-1/2 electrons on neighbouring lattice. For U � W

and half band-filling, the system is in the Mott-Hubbard insulating state

until the temperature reaches near or below that of the exchange coupling

where the spin energy scale is not negligible. The local moments are then

long range ordered and the system turns into a Mott-Heisenberg insulator.

For U � W , the Hubbard gap is gone however pre-formed magnetic mo-

ments arise due to the correlations for all U > 0. The moments may then
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ordered at the Néel temperature, and a thermodynamic phase transition

from a paramagnetic (correlated) metallic state into an antiferromagnetic

insulating state is seen [17].

Yet there are many anomalous material systems for which the MI transi-

tions are of orbital ordering origin and cannot be explained in terms of any

one or any combinations of transitions listed above. To name but a few,

in V2O3 long-range order of vanadium 3d orbitals which was detected by

resonant x-ray scattering appears at a critical temperature where the MI

transition as well as magnetic transition takes place [25]; the MI transi-

tion of La1−xCaxMnO3 (x ∼ 0.2) is found to be driven by d-type orbital

ordering [26]; La0.88Sr0.12MnO3 shows a phase transition at 145 K from a

ferromagnetic metal to a novel ferromagnetic insulator. The order parame-

ter of the transition was directly identified as the orbital degree of freedom

by resonant x-ray scattering [27].

Clearly the nature of the ordering of electrons, i.e., charge, orbital, and/or

spin ordering, plays a role in a MI transition and holds the key to revealing

the origin of the transition. It is therefore of great significance to know

the concrete nature of the electronic order. An individual electronic order

is easily probed by a traditional technique. For instance, magnetic order

can be revealed by specific heat or bulk magnetic measurement; and charge

order which forms a superlattice can be observed via an XRD experiment.

While all of these three electronic orders can be conveniently checked and

clearly identified by resonant x-ray scattering. This novel technique is em-

ployed in Chapter 5 to study the nature of order of 4f electrons driving the

MI transitions in the third material system of interest the filled skutterudite

PrRu4P12.
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Chapter 2

Experimental principles1

In this thesis, a variety of experimental techniques, such as traditional

X-ray diffraction, X-ray absorption spectroscopy, resonant X-ray diffrac-

tion, scanning electron microscope and magnetization measurements are

employed to study the three material systems La2Ti2−xVxO7, CaMn7O12

and PrRu4P12. The principles of these techniques are given in this chapter.

2.1 X-ray diffraction

X-rays, neutrons and electrons are the main beam sources used in a diffrac-

tion experiment to determine the crystal structure of materials. Among

them, X-rays are particularly prevalent and the light sources are readily

available in both laboratories and synchrotrons. X-rays are well suited for

the crystal structure determination in that they are able to ”react” with

the electrons of atoms in the materials of interest. More concretely, in a

so-called elastic scattering or diffraction, secondary X-rays with the same

energy and phase are radiated when the electrons of atoms are accelerated

by the electric field of incident X-rays [28], and flux intensity of the sec-

ondary X-rays is related with the position of the atoms and the number of

electrons of a atom, i.e., the atomic number, as a result the spatial locations

of the atoms are resolved.

1The specific experimental conditions in an experiment are concretely described in
every experiment section later.
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2.1.1 Diffraction geometry

The principle of X-ray diffraction (XRD) was simply explained by W. L.

Bragg [29]. In a typical XRD experiment (see Fig 2.1), a monochromatic

X-ray beam with wavelength λ, is incident on planes with a certain Miller

index (hkl) in the real lattice of the crystalline sample. The reflected beams

with strengthened intensity are observed by the detector when constructive

interference occurs for the plane set, i.e., when the famous Bragg’s Law is

satisfied,

nλ = 2dhklsinθ (2.1)

where n is the order of diffraction; dhkl is the interplanar spacing for planes

(hkl); and 2θ is the angle between incident and reflected beams.

If a, b and c are primitive vectors of the real lattice, then the axis vectors

A, B and C of the so called reciprocal lattice are defined as

A = 2π
b× c

a · b× c
; B = 2π

c× a

a · b× c
; C = 2π

a× b

a · b× c
(2.2)

The diffraction geometry is also conveniently expressed in reciprocal lattice

as

∆k = Ghkl (2.3)

where ∆k = k′ − k, Ghkl is a vector in reciprocal lattice and represents a

plane set (hkl) in the real lattice. This expression is easily demonstrated

using Ewald construction (see Fig 2.1, bottom panel).

2.1.2 Diffraction cross section

The traditional XRD experiment described above is in essence Thomson

scattering arising from the charged electrons. The diffraction intensity

consists of contribution from all the charges of electrons of atoms in the

lattice. Every kind of atom has a specific scattering strength f, which is

termed as atomic form factor fj for the j th atom,

fj =

∫
dV nj(r− rj)e

−iG·(r−rj) (2.4)
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Figure 2.1: Geometry of X-ray diffraction in real lattices (top) and in reciprocal
lattices (bottom). Figure taken from [28] and [30] respectively.

where rj is the vector to the centre of atom j ; nj(r − rj) gives the con-

tribution of the j atom to the electron density at r; and G is a vector in

reciprocal lattice, as defined in the last subsection. The atomic form factor

is therefore an atomic property which depends on the number of electrons,

i.e., the atomic number Z the atom has. Moreover, the atomic form factor

is anisotropic. This arises in that the size of the atom is comparable to

the wavelength of the X-rays and beams are scattered slightly out of phase

by different parts of the atomic charge cloud. The angular dependence of

the atomic form factor for different elements are constructed and given in
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reference books. Taking into account the contributions from all kinds of

atoms in a cell, yields the so called structure factor,

FG =
∑
j

fje
−iG·(r−rj) (2.5)

For the reflection labelled by h, k, l, it reads,

FG(hkl) =
∑
j

fje
−i2π(huj+kvj+lwj) (2.6)

where u, v and w are the coordinates of the atoms in units of the cell

vectors. The scattering intensity for a crystal is then given as

I = FG(hkl) · FG(hkl)∗ (2.7)

2.2 X-ray absorption spectroscopy

When a beam of X-rays are incident on matter, their oscillating electric field

may ”react” with the electrons of the atoms. The photons may either be

scattered as a process of X-ray diffraction, or be absorbed by the electrons

and excite the electrons from a core shell to an empty state above the

Fermi level, provided that the photon energy is equal or higher than the

binding energy of the core level. The latter process forms the basis of X-

ray absorption spectroscopy (XAS) (see Fig 2.3), which is an important

technique capable of providing information on the electronic, structural

and magnetic properties of materials.

2.2.1 Theory

The Hamiltonian associated with the interaction of X-rays with electrons

can be given approximately in perturbation theory which describes the

action of an electric field E of X-rays on the electron moments is given as

Hint =
∑
l

e

mc
pl ·A(rl, t) +

e2

2mc2
A(rl, t) ·A(rl, t), (2.8)
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where the subscript l means the lth electron of the atom; e is the electron

charge; m is the mass; c is the speed of light; p is momentum operator

of an electron; and A is the vector field of X-rays which is collinear with

the electric field E. The quantized electromagnetic field coupling to the

electrons is given as

A(r, t) =

√
2π~c
V

∑
i,k

1√
k
ei(ak,i(t)e

ik·r + a+k,i(t)e
−ik·r), (2.9)

where operator ak,i and a+
k,i annihilates and creates a photon with polar-

ization ei and wave vector k respectively. ak,i(t) = ak,i(0)exp(-iωkt) and

a+
k,i(t) = a+

k,i(0)exp(-iωkt). Therefore in the equation (2.8), the first term

changes the number of photons by ±1 while the second term by 0 or ±2.

In the absorption process, a photon is annihilated therefore to describe the

absorption process theoretically only the first term of equation (2.9) needs

to be inserted into the first term of equation (2.8).

Similarly, the vector field A can also be written in the form of a plane wave

of electromagnetic radiation as [31],

A = êqA0cos(kx− wt), (2.10)

where êq is the unit vector for a polarization q; A0 is the amplitude; k is

the wavevetor; x is displacement; ω is the frequency and t is the time. By

using Euler’s formula and keeping only the absorbing term e−iwt the above

equation reads

A =
1

2
êqA0e

i(kx−wt). (2.11)

The transition rate of the above interaction can be quantified by Fermi’s

golden rule

Wfi =
2π

~
|〈Φf |T |Φi〉|2δEf−Ei−~ω, (2.12)

where Wfi is the probability of transition per unit time from an initial state

i to a final state f ; Φi and Φf is the wavefunction of the initial and final state

of the reaction respectively which is built from an electron component and

a photon component; Ei and Ef is the energy for the initial and final state

respectively; and T is the transition operator. The condition indispensable

for an transition to occur is given in the delta function in which Ef must
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be equal to the sum of Ei and the energy of the incident X-rays, which

reflects the energy conservation. The transition rate is given in the squared

matrix.

All the possible transitions are given in T and written as T =
∑

Ti. The

XAS process involving one-photon transitions is then given by the first

order transition operator T1, which equals the first term of the interaction

Hamiltonian Hint. Inserting exponential form of A (i.e., equation (2.11))

into this term yields

T1 ∝
∑
q

(êq · p)eik·r, (2.13)

In dipole approximation, the transition operator T1 is written as

T1 ∝
∑
q

(êq · p) (2.14)

This equation is further simplified by omitting the summation over k and

using the commutation law between the position vector r and the atomic

Hamiltonian and reads

T1 =
∑
q

(êq · r). (2.15)

Fermi’s golden rule can then be transcribed as

Wfi ∝
∑
q

|〈Φf |êq · r|Φi〉|2δEf−Ei−~ω, (2.16)

Assuming only one electron is excited upon absorbing the photon energy

and all other electrons remain unaffected, then Φi may be written as a

core wave function c and Φi as a free electron wave function ε, then the

transition rate is

Wfi ∝
∑
q

|〈ε|êq · r|c〉|2δEf−Ei−~ω, (2.17)

The squared matrix element is found to be affected very little by energy but

the delta function certainly is. Fermi’s golden rule can then be rewritten

as intensity observed in XAS as follow,

IXAS ∝ a2ρ (2.18)
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where ρ is the density of empty states above the Fermi level and a is the

dipole transition matrix. a is nontrivial when the transition satisfies the

selection rules in which the spin remains the same for the final state and

the initial state while the orbital quantum number is different by 1, for

instance, s→ p. This final expression suggests that XAS probes in essence

the density of empty states, which is the theoretical basis of the XAS.

2.2.2 Techniques

In a practical XAS experiment, the X-ray absorption cross-section as a

function of the photon energy will show an abrupt increase which corre-

sponds to a characteristic core–electron binding energy and is called an

absorption edge. The edges are named in terms of the principal quantum

number of the electron that is excited: e.g., K for n = 1, L for n = 2 and

M for n = 3 (see Table 2.1). The absorption edges are characteristic of an

element, therefore XAS is an element specific technique.

Table 2.1: Absorption edges and the corresponding core levels.

Absorption edge Core state
M5 3d5/2

M4 3d3/2

M3 3p3/2

M2 3p1/2

M1 3s
L3 2p3/2

L2 2p1/2

L1 2s
K 1s

Two main regions can generally be found in a typical absorption spectrum:

X-ray absorption near-edge structure (XANES) and X-ray absorption fine

structure (EXAFS). The former is the technique of interest in this thesis.

It is usually characterized by a jump in the vicinity of the absorption edge.

This arises from transitions of core electrons to unoccupied states above the

Fermi level with close energy and can provide information on the electronic

properties of the absorbing atom. Since the XANES is capable of directly

probing the valence state, it is well-established to determine the valence

of elements in materials [32]. An element with different charge states has
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Figure 2.2: Total electron yield mode for soft X-ray absorption spectroscopy.

different ionization potentials, therefore the absorption edge is different.

More concretely, the edge is shifted to lower (higher) photon energy if the

element is present as anion (cation).

Usually either of two modes are used to detect the absorption. In trans-

mission mode, the absorption is observed by comparing the intensity of

the X-rays before and after transmission through the sample. The intensity

of X-ray beam is attenuated in an exponential fashion,

I(ω) = I0(ω)e−µ(ω)L, (2.19)

and absorption cross-section µ is then given by

µ(ω) =
1

L
ln
I0
I
, (2.20)

where I0 is the intensity of the incident X-rays; I is intensity of transmitted

beam; and ω denotes the energy of the photons; L is the attenuation length.

Transmission mode suits hard X-rays which are of high energies and have

a large typical attenuation length. For soft X-rays of typical energies less

than 1 keV, the total electron yield (TEY) is usually used (see Fig 2.2).

The electric current induced by the electrons that escape from the sample

surface are detected when the energy of the photons is absorbed, similarly

by using

Ie(ω) = I0(ω)e−µ(ω)L, (2.21)
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the absorption cross-section µ is obtained. The attenuation length is typi-

cally only 3 ∼ 10 nm.

2.3 Resonant X-ray diffraction

Resonant X-ray diffraction (RXD) has proved to be a powerful tool in mod-

ern solid state physics to investigate magnetic, orbital and charge ordering

phenomena associated with electronic degrees of freedom [33]. It is a combi-

nation of XRD and XAS in one single experiment and thereby possesses the

advantages of both techniques. The XRD component resolves the spatial

modulations and the XAS component provides sensitivity to the electronic

states.

2.3.1 Theory

RXD is in essence a two-photon transition process (see Fig 2.3): firstly,

as for standard XAS, when absorbing the energy of the incident photon a

core electron in the initial state |G〉 is virtually excited into the unoccupied

states close to the Fermi level creating a core hole and an intermediate state

|I〉; then the excited electron is recombined with the core hole and a photon

with the same energy as the incident one is re-emitted and can be detected

like a conventional XRD. In this way, the initial state |G〉 is recovered.

This resonant scattering may be seen as a process of first annihilating and

then creating a photon and can be described as

|G,k, e〉 → |G,k′, e′〉 (2.22)

where e and e′ denote respectively the polarization of X-rays before and

after scattering. Defining the first order matrix element as,

a1 = 〈G,k′, e′|Hint|G,k, e〉 (2.23)

and the second order matrix element as,

a2 = 〈G,k′, e′|HintHint|G,k, e〉 (2.24)
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Figure 2.3: Schematic illustration of the resonant X-ray diffraction (after [34]).
Note that the first two processes corresponding to absorption are in essence the
basic principles of X-ray absorption spectroscopy.

where Hint is given in equation (2.8). It is easily seen that only the second

term of equation (2.8), i.e., A·A contributes to a1 since it does not change

number of photons. Nevertheless the first term pl·A gives non-zero contri-

bution to the a2 in a way of two successive pl·A interactions. Considering

both of the orders a1 and a2, the probability of a photon to be scattered

into the solid angle dΩ, i.e., the differential cross-section is

dσ

dΩ
=

e2

mc2

∣∣∣∣e · e′〈G|ρ(Q)|G〉

−m
∑
I

〈G|e′ · J(k′)|I〉〈I|e · J(−k)|G〉
EI − EG − ~ω − i∆I/2

∣∣∣∣2, (2.25)

where ρ(Q) is the Fourier amplitude of the charge density; ∆I is the life

time of the intermediate state |I〉; J(k) = 1/m
∑

lplexp(ik·rl) denotes the

current operator which describes the transitions between the state |G〉 and

the |I〉; and the other parameters are defined as before. This expression

actually corresponds to form factor and is of the form

|f(ω, e, e′)|2 = f 0(Q, e, e′) +∆f(~ω, e, e′,k,k′), (2.26)
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where f 0 is the Thomson scattering and ∆f represents the anomalous dis-

persion correction which has the complex form of

∆f = f ′ − if ′′, (2.27)

where f ′ and f ′′ are all real numbers. ∆f serves as a modulation of the

atomic form factor and it is large at the absorption edge. These are tabu-

lated well as Henke-Gullikson factors wherein f1 = Z+f ′ and f2 = f ′′.

The reason why RXD is powerful for investigating magnetic, orbital and

charge ordering phenomena is seen from the structure factor expressed ac-

cording to Loversey et al [33]

F (E) ∝
∑
K,Q

∑
q

(−1)QHK
−QD

K
Qq

∑
d

〈
T kq
〉
d
eid·τ , (2.28)

where d is the position of the resonant ions in the unit cell; τ is the re-

ciprocal lattice vector in question; DK
Qq expresses an axis transformation

of the operators from the local site system to the experiment setup; HK
−Q

describes the polarization and direction of the X-ray; and
〈
T kq
〉

stands for

the expectation value for an atomic multipole moment with rank k and

projection q in the local axis system of the resonant ion and

〈
T kq
〉
∝
∑
n

〈G|O|I〉 〈I|O∗|G〉
EI − EG − ~ω + i∆/2

(2.29)

shows that the expectation value for an atomic multipole moment becomes

larger when the energy of the incident X-ray matches the absorption edge.

The resulting tensor
〈
T kq
〉

gives the atomic multipole of the relevant valence

shell with k = 0 for charge order (monopole), k = 1 for magnetic order

(dipole) and k = 2 for orbital order (quadrupole).

2.3.2 Diffraction geometry and cross section

The geometry of a typical RXD experiment is shown in Fig 2.4 within a

Cartesian system. X-rays with a chosen linear polarization, σ or π, are

incident on a single crystal specimen and are scattered elastically with

linear polarization(s) σ′ and/or π′. The σ (π) polarization is defined as

electric field vector perpendicular (parallel) to the scattering plane xy.
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Figure 2.4: The scattering geometry of resonant X-ray diffraction.

Conventionally, there are three scan types. A θ − 2θ scan is defined as

scanning along the scattering vector q = k′ − k. In practice, the specimen

and the detector are rotated in steps of ∆θ and 2∆θ respectively. An

energy scan is a measurement of photon energy dependence of a given

reflection at a fixed q. While in an azimuth scan, the resonant reflection

signal is measured as the specimen is rotated about q. Information on the

polarization dependence of the resonant scattering is obtained via this scan.

The resonant scattering structure factor for a free atom with a magnetic

moment ŝ can be expressed more concretely in the dipole approximation

as [35],

∆f = (ε̂′ · ε̂)F (0) − i(ε̂′ × ε̂) · ŝF (1) + (ε̂′ · ŝ)(ε̂ · ŝ)F (2), (2.30)

where ε̂ and ε̂′ are the incident and scattered polarization electric field

vectors respectively and F (j) (j = 0, 1, 2) are photon energy dependent

resonance factors.

The first term has no dependence on the magnetic moment and corre-

sponds to Thomson charge scattering; the second term contributes to first-

harmonic magnetic satellites and the third term gives second-harmonic

magnetic satellites.

The first dipole operator in equation (2.30) results in a σ − σ′ or π − π′

scattering with no change of polarization. It can be written as a 2 × 2

matrix diagonal with elements ε̂′⊥ · ε̂⊥ = 1 and ε̂′‖ · ε̂‖ = cos 2θ = k̂′ · k̂ (θ
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is the Bragg angle), and

ε̂′ · ε̂ =

(
1 0

0 k̂′ · k̂

)
. (2.31)

In contrast, σ − σ′ scattering is forbidden by the second dipole operator

but σ − π′ and π − σ′ are allowed. That is, ε̂′‖ × ε̂⊥ = −k̂′, ε̂′⊥ × ε̂‖ = k̂,

and ε̂′‖ × ε̂‖ = k̂′ × k̂ can enter the matrix as

ε̂′ × ε̂ =

(
0 k̂

k̂′ k̂′ × k̂

)
. (2.32)

The resonant scattering structure factor can then be written as

∆f =F (0)

(
1 0

0 cos 2θ

)

− iF (1)

(
0 sy cos θ + sx sin θ

sx sin θ + sy cos θ −sz sin 2θ

)

+ F (2)

(
s2z −sz(sy sin θ + sx cos θ)

sz(sy sin θ + sx cos θ) − cos2 θ(s2y tan2 θ + s2x)

)
.

(2.33)

2.4 Scanning Electron Microscopy

Scanning Electron Microscopy (SEM) uses high-energy electron beams to

probe the surface morphology and chemical composition of the sample.

When a focused beam of high-energy electrons is incident on the sample

surface, a variety of signals are generated from the interactions of the inci-

dent electrons with the atoms at or close to the sample surface. Secondary

electrons are signals that arise from the ionisation of the inner-shell elec-

trons when their energy exceeds the ionization potential upon absorbing

the energy of the incident electrons. The number of secondary electrons

generated depends on the angle between the surface and the beam. This

signal can thus be detected and employed to image the surface and to re-

veal the morphology and topology of the sample. The characteristic X-ray

with a specific wavelength is another useful signal which is resulted from

decaying of the high-level electrons to the core-holes that are left behind
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Figure 2.5: Dependence of inverse susceptibility on temperature for three typical
types of magnetic materials [36].

during emission of secondary electrons. The characteristic X-ray is sensi-

tive to elements and is a fingerprint of a certain element. Moreover the

relative intensity of the characteristic X-ray reflects the abundance of that

element in a sample. This signal can therefore be exploited to determine

the chemical composition of the sample, which is usually performed on an

energy-dispersive X-ray spectroscopy (EDS) integrated in a SEM system.

2.5 Magnetization measurements

Magnetic properties of a matter are characterised by magnetization and

magnetic susceptibility. Magnetization is defined as the magnetic dipole

moments which are induced by a magnetic field or inherent to a magnetic

material, in a unit volume,

M = Nµ (2.34)

where N is the number of magnetic dipole moments per unit volume; µ is

the magnetic moment. Magnetic susceptibility is defined as

χ =
M

H
(2.35)

where H is the external magnetic field. Different type of magnetic materials

have distinct responses to an applied magnetic field, therefore the behaviour

of magnetization and susceptibility is distinct (see Fig 2.5).
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Magnetic susceptibility of paramagnetism shows a reciprocal tempera-

ture dependence that was found by Curie in 1895 and termed as Curie’s

law as,

χ =
C

T
(2.36)

where C is the Curie constant. The law is theoretically explained by

Langevin as

M = N〈µ〉 = NµL(α) (2.37)

where L(α) = cothα − 1/α is the Langevin function; α = µB0/kBT ; N is

the number of atoms per unit volume; µ is the atomic magnetic moment;

and B0 is the magnetic field.

For that of ferromagnetism, Curie’s law is modified to give the Curie-

Weiss law,

χ =
C

T − TC
(2.38)

where TC is Curie temperature. It is a critical point above which the

exchange coupling of the neighbouring atomic moments is ruined by the

thermal energy and the spontaneous magnetization is lost. The material

therefore becomes paramagnetic and obey the the Curie-Weiss law.

While for that of antiferromagnetism,

χ =
C

T − θp
(2.39)

where θp is the antiferromagnetic Curie temperature which is a negative

value. This formula is valid above TN , the Néel temperature. Below TN ,

the system becomes ordered and the magnetic moments in two sublattices

are aligned more antiparallel to each other as temperature decreases, with

eventually a zero net magnetization at T = 0 K. The susceptibility there-

fore increases as the temperature increases. Above TN because of the ther-

mal fluctuation the antiferromagnetic order is lost and the system becomes

paramagnetic. The susceptibility decreases with increasing temperature.

Therefore TN is usually observed as a peak in a χ− T curve. In a 1/χ− T
curve the antiferromagnetic feature is usually seen as a negative intercept

on the temperature axis and a linear relationship between 1/χ and T above

TN .
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Diamagnetism is a negative contribution to the total susceptibility and

is present in all forms of matter due to a small negative induced moment

in an applied magnetic field. It is characterised by a negative constant

susceptibility or a staight line passing through zero with a negative slope

in a M-H curve. Diamagnetism dominates in case where the material has

closed electron shells and no magnetic moment.
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Chapter 3

Synthesis and characterisation

of vanadium doped La2Ti2O7

3.1 Introduction

The layered perovskite oxide La2Ti2O7 (LTO) of the type AnBnO3n+2 (n

= 4) is reported to be ferroelectric (FE) with a spontaneous polarization

of magnitude 5 µC/cm2 at room temperature and a TC of 1770 K [37].

The ferroelectricity was recently found to originate from dipoles induced

by antiferrodistortive oxygen octahedral rotations which do not cancel out

in a naturally layered structure, rather than the conventional physical pic-

tures [38]. Because of the essential role of its unique layered structure, the

material is named a topological ferroelectric.

Recently density function calculations suggest a novel route to multiferroic-

ity by doping a certain amount of magnetic ion vanadium into ferroelectric

LTO to substitute for Ti [40, 41] . At a suitable temperature, vanadium

with nominally a valence of 4+ and an outer orbital of 3d1 in LTO was

found to be able to cluster in long, homogeneous dimer-like chains -V-V-

Ti-Ti- along a direction and generate robust ferromagnetic order which is

more desired in techniques, and preserve the FE polarization as well as a

small gap. However, so far no experimental evidence exists to prove the

validity of this theoretical calculation.
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Figure 3.1: Crystal structure of the layered perovskite oxide La2Ti2O7 with
space group P21 in different views created by VESTA program [39]. Ti atoms
(represented by blue balls) are in an octahedral environment of oxygen (red dots).

In this study, we have synthesized La2Ti2−xVxO7 experimentally and in-

vestigated its crystal structure, magnetic properties, for the purpose of ex-

perimentally assessing whether the above theoretical calculations are valid.

3.2 Synthesis and characterization

3.2.1 Challenges of doping vanadium into La2Ti2O7

There are several challenges in preparing La2Ti2−xVxO7 samples which are

outlined below.

Firstly, the La2V2O7 pyrochlore compound is not a stable phase. This is

due to the disproportionation reaction of light rare-earth vanadium oxides

[42]. For La2V2O7 the disproportionation reaction is:

La2V2O7 = LaVO3 + LaVO4,

wherein V4+ disproportionates into V3+ and V5+. The Gibbs energy change

for the above equation is negative thus the reaction is prone to proceed.

Based on this, we may expect that, although the doping might be successful,

there is an upper limit to the doping concentration.
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Figure 3.2: XRD pattern of La2Ti2−xVxO7 (x = 0.0625, 0.125 and 0.25) prepared
by annealing in air. The peaks marked by asterisks are identified as the LaVO4

phase.

Secondly, preparation of the LTO phase itself is also a challenge. This lies

in the fact that La2O3 must be used as a starting material if a solid state

reaction method is adopted for the synthesis. La2O3 is reported to be very

hygroscopic [43] and consist of carbonate and dioxycarbonate which are still

stable at temperatures as high as 500 ◦C [44]. This suggests that the as-

received raw material of this chemical contains many impurities. Therefore

to yield the right stoichiometry in the final products, prior to use, proper

heat treatment should be carried out in order to remove the impurities and

water.

3.2.2 Synthesis

LTO and the doped samples were synthesized by solid state reaction. La2O3

(99.9% pure, Aldrich), TiO2 (99.9% pure, Aldrich) and VO2 (99.99% pure,

Aldrich) were chosen as starting materials which were treated differently

prior to use. The VO2 was used as received. The TiO2 was heated in

a box furnace at 200 ◦C overnight and stored in an oven set at 95 ◦C.
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Figure 3.3: XRD pattern of La2Ti2−xVxO7 (x = 0.125) prepared by a) air an-
nealing and b) water quenching. The peaks marked by asterisks are identified
as a LaVO4 phase. The insets show the magnified patterns with 2θ of 20 ∼ 27o.

However La2O3 was heated in a box furnace at 900 ◦C overnight to remove

completely water, possible carbonate and dioxycarbonate and weighed out

as soon as it was cooled down to room temperature to avoid its further

absorption of the water from the environment and other possible reactions

in air. The mixture of the treated chemicals with the proper stoichiometry

was then ground manually for approximately 30 min in an agate mortar

and pressed into a pellet of a diameter 0.5 cm with a steel die. Afterwards

two different annealing procedures were adopted, namely air annealing, and

vacuum annealing plus water quenching (referred to as the water quenching

method in the coming text). In the former method, the pellet sample

was placed in a high-alumina crucible, heated at 850 ◦C for 10 h in a

box furnace followed by a 1100 ◦C annealing session for another 10 h and

finally cooled to room temperature. The heating and cooling ramp rate

was set to 6 and 15◦C/min respectively. While in the latter method, which

is similar to that reported in [45], first, the pellet was placed on a high-

alumina pad, and carefully inserted into a quartz tube, in order to prevent

from possible reactions with the quartz tube during the subsequent heating
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Figure 3.4: XRD pattern of La2Ti2−xVxO7 (x = 0.0625, 0.125 and 0.25) prepared
by water quenching. A trace amount of LaVO3 and LaVO4 impurities are found
for x = 0.25 sample, marked by a plus mark and an asterisk mark respectively.
The x = 0 sample is prepared by air annealing.

sessions. Then the quartz tube with the sample inside was pumped to high

vacuum, heated at 200 ◦C for about 30 min to remove possible water that

was introduced during the grinding session, and sealed. The sample in a

sealed quartz tube was subsequently heated to a temperature with a ramp

rate approximately 6 ◦C/min, held for 2 days, and finally quickly water

quenched to room temperature. Several temperatures, 800, 900 and 1,000
◦C were tried and 1000 ◦C was finally chosen since the sample was only

found to crystallize well after heating at this temperature for 2 days.

3.2.3 Crystal structure

The crystal structure of the sample was measured by a Miniflex X-ray

Diffractometer with Cu Kα radiation. After a careful air annealing, the un-

doped sample was found to be the LTO pyrochlore single phase. However a

certain amount of LaVO4 impurity phase is visible for all the doped samples

(with x = 0.0625, 0.125 and 0.25) and the impurity phase increases with

doping concentrations (see Fig 3.2). Interestingly, this impurity phase is
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Figure 3.5: The refinement of XRD data of La2Ti2−xVxO7 (x = 0, 0.0625 and
0.125). The red circles are the observed data while the black solid line is the
square-least fitted line; the green ticks shown below are the Bragg positions; the
blue line at the bottom is the difference between the observed and calculated
data.

not seen in the doped samples prepared by a water quenching method (with

x = 0.0625 and 0.125) (see Fig 3.3 and 3.4), suggesting that the growth of

the impurity phase was effectively suppressed by the vacuum annealing and

quick water quenching, for a doping concentration smaller than x = 0.125.
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Figure 3.6: The lattice parameters of La2Ti2−xVxO7 (x = 0, 0.0625 and 0.125)
obtained from the refinement. The error bars are created from the estimated
standard deviations of the refined parameters; for a, b and V they are smaller
than the size of the plotting symbols.

While for x = 0.25 sample, a trace amount of LaVO3 and LaVO4 impurities

are found, resulting from the above mentioned disproportionation reaction.

The LaVO3 phase is not found for the doped samples prepared by air

annealing, which is probably due to the fact that this phase is oxidized to

LaVO4 in the air.

In order to extract the lattice parameters, a PANalytical Empyrean X-ray

diffractometer with Cu Kα radiation was employed to collect the diffracted

signals with higher counts on the air annealed LTO and water quenched

La2Ti2−xVxO7 (x = 0.0625 and 0.125). Counts as high as 14,000 ∼ 20,000

were achieved for 2θ of 10∼100◦ in a typical measurement during about

1 h. The full profile Rietveld refinement of the XRD data was carried

out on the FullProf program set [46], based on the space group P21. For

the doped samples, vanadium atom was not included in the refinement.

The refinement pattern are presented in Fig 3.5. The reliability factors

of refinement are summarized in Table 3.1. These factors, together with

refinement pattern show that all the refinements are well performed and the

lattice models constructed are reasonable. The resulted lattice parameters
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are shown in Fig 3.6. For the undoped sample, a = 7.81709(4) Å, b =

13.01438(14) Å, c = 5.54795(3) Å, and γ = 98.633(3)◦ 1, which agrees well

with lattice parameters reported in the literature [47] (a = 7.800(3) Å, b =

13.011(4) Å, c = 5.546(2) Å, and γ = 98.60(2)◦), and in turn confirms that

the phase we obtained from the air annealing is the desired one. As can be

seen, the doped sample has a smaller unit cell volume. This is a clue that

vanadium atoms enter the lattice and substitute successfully for titanium

atoms, since in coordination 6 radius of V4+ is 0.58 Å, smaller than that of

Ti4+, i.e., 0.605 Å[48]. Surprisingly the volume does not decrease steadily

with the doping concentration of vanadium; instead, it undergoes first a

decrease for x = 0.0625 sample and then an increase for the sample with

x = 0.125 although the volume found is still smaller than that of the pure

undoped sample. The increase of volume is primarily due to a steady yet

abnormal increase of the lattice parameter a. According to the theoretical

calculation [40, 41], the doped vanadium preferably clusters a chain in a

direction which induces ferromagnetic coupling between magnetic moments

of the neighbouring atoms. The expansion of lattice in direction a indicates

that some abnormity such as collapse of the chain might take place in this

direction during the formation of the crystallite phase. This may in turn

affect the magnetic properties of the samples.

Table 3.1: Reliability factors of refinement of La2Ti2−xVxO7 (x = 0, 0.0625 and
0.125).

La2Ti2−xVxO7 Rp Rwp Rexp χ2 Bragg R-factor RF-factor
x = 0 12.6 11.6 7.22 2.57 3.891 2.642

x = 0.0625 13.3 12.1 7.60 2.52 4.593 2.661
x = 0.125 14.9 13.8 7.97 3.00 6.969 3.280

Notes: definition of these factors are given in Appendix A.

3.2.4 Magnetic properties

The magnetic properties of the air annealed LTO and water quenched

La2Ti2−xVxO7 (x = 0.0625 and 0.125) were measured as a function of mag-

netic field up to 10000 Oe and temperature (5∼300 K) with a SQUID

1Numbers in parenthesis indicate estimated standard deviations of the refined pa-
rameters.
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Figure 3.7: M-H curves for La2Ti2−xVxO7 (x = 0, 0.0625 and 0.125, from bottom
to top).

magnetometer.

The field dependence of the magnetization for all the samples is recorded
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Figure 3.8: Magnetic susceptibility χ measured at 500 Oe as a function of tem-
perature for La2Ti2−xVxO7 (x = 0, 0.0625 and 0.125). The inset shows the
temperature evolution of 1/χ for the doped samples and the Curie-weiss fitting.
The temperature dependence of 1/χ for the pure sample is not included here,
which consists of a large diamagnetic component.

at three different temperatures and shown in Fig 3.7. At room tempera-

ture and 50 K, it appears that there is a large diamagnetic contribution

to the magnetization of the pure LTO sample and as temperature is de-

creased to 5 K, a paramagnetic behaviour with a weak contribution from a

ferromagnetic-like order is observed. This weak ferromagnetic component

is probably induced by the oxygen vacancies formed on the surface of the

powder [49]. Surprisingly, all the doped samples are dominated by a typical

paramagnetic behaviour and no any ferromagnetic contribution is visible.

The temperature dependence of the magnetic susceptibility is shown in

Fig 3.8. As can be seen, the magnetic susceptibility increases with doping

concentration; the inverse susceptibility for the doped samples shows a non-

linear dependence of temperature and a turning point at 120 K, suggesting

that a magnetic order rather than the simple Curie paramagnetism exists

in the doped samples. This weak magnetic order is likely an antiferromag-

netism or only partial or short range ferromagnetism, as suggested from

the Curie-weiss fitting of the high temperature reverse susceptibility data.
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We note that according to [41] wherein the multiferroicity in La2Ti2−xVxO7

system is predicted, only when the V clusters in dimers or chains in direc-

tion a can long range ferromagnetic order be formed; and V chains and

dimers are only stable below an intermediate temperature T for low dop-

ing: for x = 0.0625, T ∼ 900 K, and for x = 0.125, T < 1273 K. Our

doped samples with the above doping concentrations were heated at 1273

K and quenched to room temperature, so the high temperature phase was

stuck and this phase is a vanadium monomer phase (isolated phase) which

is actually not expected to exhibit a strong long range ferromagnetic order

[41]. Collapse of the chain in direction a into monomer phase is evidenced

by the abnormal increase of lattice parameter a as seen from Fig 3.6.

3.3 Conclusion

La2Ti2−xVxO7 (x = 0, 0.0625, 0.125 and 0.25) was synthesized by a con-

ventional solid state reaction and a vacuum annealing plus water quenching

method respectively. XRD pattern show that only the doped sample with

x up to 0.125 synthesized by a vacuum annealing plus water quenching

method is of a single phase same to the undoped La2Ti2O7, indicating that

vanadium is successfully doped into La2Ti2O7 by the latter method. The

magnetic properties of the single phase doped samples were studied by a

SQUID magnetometer and compared with that of undoped La2Ti2O7. The

results reveal however a primary paramagnetic-like behaviour and a weak

magnetic order rather than the expected ferromagnetic order for the doped

samples, which is explained by a vanadium monomer phase formed at the

high synthesis temperature. It is thereby demonstrated that the prediction

of the phase diagram of vanadium phase in La2Ti2−xVxO7 [41] is valid at

high temperatures.
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Chapter 4

Oxygen isotope substitution

effect on magnetism in

multiferroic CaMn7O12

4.1 Introduction

CaMn7O12 has been under investigation for almost 40 years [50]. Recently,

a giant improper FE polarization of magnitude 2870 µCm−2 induced by

an incommensurate helical magnetic structure was reported in this ma-

terial below 90 K [51] and this value sets a record for magnetism driven

ferroelectricity to date.

As one of the phases in Ca-Mn-O system, CaMn7O12 is reported to be a

mixed valence perovskite manganite of the type AC3B4O12. Its chemical

formula can be written as (Ca2+Mn3+
3 )(Mn3.25+

4 )O2−
12 at room temperature

[52] and as (Ca2+Mn3+
3 )(Mn3+

3 Mn4+)O2−
12 below 250 K due to an isostruc-

tural charge-ordering transition [53]. The structure is cubic (lattice con-

stant a ≈ 7.35 Å) with space group Im3̄ above 440 K and distorts into a

rhombohedral structure (lattice constant a ≈ 10.44 Å and c ≈ 6.34 Å) with

space group R3̄ below 440 K [52, 53] (see Fig 4.1). Two magnetic phase

transitions are found at TN1 = 90 K and TN2 = 48 K [54, 55] respectively

and TN1 corresponds to the onset of a giant FE polarization indicating the

FE polarization is of magnetic origin [56]. Both low temperature phases
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Figure 4.1: The crystal structure of CaMn7O12 (Top: Im3̄; bottom: R3̄) created
using the VESTA program [39]. Mn1 denotes Mn3+ of C in an AC3B4O12 formula
surrounded by four oxygen atoms forming a plane; Mn2 (Mn3) denotes Mn3+

(Mn4+ ) of B which is in an octahedral environment of oxygen.

have incommensurate helical magnetic structures; for TN2 < T < TN1, it is

described by the propagation vector k1 = (0,1,0.0963) and for T < TN2 k2

= k1 - (0,0, δ) and k3 = k1 + (0,0, δ), where δ is a temperature dependent

value [51].

Surprisingly, the FE polarization is found to be perpendicular to the spin

rotation planes, quite different from that expected by a KNB model or the

inverse DM model where FE polarization lies in the spin rotation plane,

which implies that both of these two traditional models seem not applicable

to this material. However it could be argued that this does not necessarily
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mean that the role of ionic displacement or electronic structure in inducing

FE polarization can then be ruled out since these factors might work in

combination with others to yield a satisfactory material-specific explana-

tion. Based on their theoretical calculation, Lu et al. recently suggested

that this large FE polarization can be induced by a combination effect

of DM interaction and exchange striction, wherein the magnitude of the

polarization is governed by the exchange striction however the direction

of the polarization by the chirality of the helical magnetic structure [57],

compared to the ferroaxial coupling mechanism proposed in [51] in which

both the magnitude and direction are determined by the chirality of the

helical magnetic structure. Therefore the underlying physics of CaMn7O12

is still not yet understood and it is essential to develop a method which

may shed light on probing those factors inducing the multiferroicity and

sorting out a reasonable model.

To understand the microscopic mechanism of the coexistence and coupling

of magnetism and ferroelectricity in CaMn7O12, an idea explored here is to

investigate the effect of isotopic substitution of oxygen 16O by 18O on the

magnetic properties and hence the electric polarization. Isotopically pure

oxygen substitution is a widely used technique for the investigation of mag-

netoresistive systems and high temperature superconductors. To name but

a few, giant oxygen-isotope effect on the bulk magnetic properties was ob-

served in the magnetoresistive perovskite La1−xCaxMnO3+y and it provides

evidence that lattice distortions are responsible for the magnetoresistive

properties [58]; Large oxygen-isotope effect on the bulk magnetic proper-

ties was found in Sr0.4K0.6BiO3 which demonstrates superconductivity is

phonon-mediated for this material system [59]. Many improper multifer-

riocs are found to be oxides which are readily available with 16O since the

natural abundance of 16O is 99.63% and it is possible to replace the 16O

with isotopic pure 18O in the samples and then compare the two. However,

to the best of our knowledge, so far no publications are available on the

effect of isotopic substitution on magnetism in multiferroic materials. It is

expected that nature of multiferroic coupling may be clarified from an 18O

substitution experiment.

In this study, CaMn7O12 was synthesized successfully by a flux method and

an 18O substitution experiment was subsequently performed on the sample.
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The effect of the 18O substitution on the crystal structure and magnetism

were studied by XRD and a SQUID magnetometer, respectively.

4.2 Synthesis of CaMn7O12

4.2.1 Synthesis

Different methods, including the flux method, solid state reactions and the

sol-gel method, were trialled to prepare single phase CaMn7O12. The best

sample was obtained using the flux method. To assess the sample quality,

the morphology, composition, crystal structure and magnetic properties

were studied using scanning electron microscope (SEM), energy dispersive

X-ray spectroscopy (EDX), x-ray diffraction (XRD), respectively.

The synthesis process of the flux method followed here was similar to that

reported in [51]. A 10 g mixture of CaCl2 (99.99% pure, Aldrich) and MnO2

(99.99% pure, Aldrich) with a weight ratio of 1:3 was ground manually for 1

hour in an agate mortar and then heated in a high-alumina crucible (99.8%

pure, Coorstek) in air at 850 ◦C in a box furnace for 24 h followed by

cooling to room temperature at a rate of 6 ◦C/h. The reaction product was

washed thoroughly with distilled water, to remove the possible remaining

overdose CaCl2 flux, and then with ethanol and finally dried at 70 ◦C in

an oven.

The resulting shiny sample was found to consist of primarily cubic crystals

and a small amount of needle-like structure phase under a preliminary op-

tical microscope investigation, indicating the formation of a second phase

during the heat treatment. To remove the needle-like structure, a purifi-

cation process was carried out. Firstly, the sample was dipped in 36 wt%

hydrochloric acid for 10 min, washed and dried as above; then, the big

crystals were sorted out by a 90-µm sieve.

4.2.2 Morphology and composition

The morphology and composition of the sample was characterised by SEM

(Hitachi TM3000) and an EDX system (Bruker Quantax 70) equipped on
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Figure 4.2: SEM image of the sample before (panels a) and b)) and after (panels
c) and d)) purification.

the SEM, respectively. To verify the crystal structure, some of the pu-

rified crystals were ground into intermediate powder and investigated via

XRD measured with Cu Kα radiation on a Bragg-Brentano type powder

diffractometer (Sietronics). XRD data of the purified sample was refined

by Rietveld method using the Fullprof software package.

Table 4.1: Chemical compostion of CaMn7O12 measured by EDX.

As prepared (in at%) After purification (in at%)
No. Ca Mn O Ca Mn O
1 6.52 25.28 60.86 5.26 30.68 64.06
2 5.36 25.60 56.30 5.47 29.74 64.79
3 5.42 27.81 58.82 4.68 27.60 67.72
4 5.92 32.03 57.57 5.06 32.57 62.37
5 5.40 28.58 60.06 5.24 30.21 64.54
6 4.78 22.76 67.38 5.40 32.06 62.54
7 5.29 27.81 60.49 4.96 27.84 67.19
8 10.27 44.28 32.84 5.18 32.15 62.67

Average of Mn:Ca 4.85 ± 0.54 5.89 ± 0.32
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As can be seen from Fig 4.2 a) and b), the sample before purification

contains two crystalline phases: cubic shaped crystals with edge size of

about 100 ∼ 150 µm as the main phase and needle-like crystals with a

diameter of about 0.2 ∼ 2 µm as the minor phase. The cubic crystals

are characterised by smooth surfaces, sometimes with layered structures

on the top. The needle-like crystals are also found lying or embedded in

the surface of cubic crystals, except for the independent ones, revealing a

possible simultaneous growth for both of these two phases locally. After

the purification, the needle-like crystals are not observed anymore (see Fig

4.2 c) and d)) and the surface of cubic crystals becomes rough, showing

that the needle-like crystals (as well as some portion of the external surface

of the cubic crystals) have been removed successfully, at least from the

perspective of SEM observation.

EDX measurements were performed on eight different selected cubic crys-

tals and one needle-like crystals rich area for the sample before purifica-

tion and eight different cubic crystals for the purified sample. The eight

atomic compositions were averaged to give the Mn:Ca ratio for the respec-

tive sample. It was found that before purification, the cubic crystals and

the needle-like crystals have a Mn:Ca ratio of 4.85 ± 0.54 and 2.06 respec-

tively. The composition of the main phase deviates from the expected ratio

of 7, which may be explained from the existence of the Ca-rich needle-like

crystals on the surface and even possibly within the body of cubic crystals.

The EDX result indicates that the needle-like phase is probably CaMn2O4.

After purification, Mn:Ca ratio of the cubic crystals increases to 5.89 ±
0.32 due to the removal of Ca-rich needles. However it is still less than the

nominated ratio, possibly due to the remanence of impurity phase within

the cubic body that cannot be removed by the current purification process.

4.2.3 Crystal structure

The Rietveld analysis on the XRD data of the purified sample is presented

in Fig 4.3. The structural model of CaMn7O12 was created in space group

of R3̄ and the atomic positions were referred to that reported in [60]. The

crystallographic parameters obtained and agreement factors are summa-

rized in Table 4.2. It can be seen that calculated pattern fits well with
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Figure 4.3: Results of the Rietveld refinement of the XRD pattern of CaMn7O12

measure at room temperature. The red points denote measured data; the black
line is the calculated pattern. The top tickmarks represent the Bragg peaks for
CaMn7O12 while the below ones for the impurity phase CaMn2O4. The difference
curve is shown as a blue line at the bottom. The inset shows the fit of CaMn2O4

peaks.

Table 4.2: Summary of refined crystallographic information for CaMn7O12.

Composition CaMn7O12

Space group R3̄
a = b (Å) 10.45252(14)

c(Å) 6.34237(8)
V(Å3) 600.101(13)

Calculated density (g/cm−3) 5.119
χ2, Rp, Rwp 2.58, 20.5%, 17.6%

the main observed peaks, and the refined lattice constants are quite close

to the data reported previously [52, 53], indicating that the main phase

is CaMn7O12. A small amount (1.4 wt%) of CaMn2O4 impurities were

also allowed in the Rietveld analysis as can be seen from the inset. A

broad peak at ∼ 37o cannot be fitted well although there are reflections

from CaMn2O4. This could potential arise from the existence of preferred

orientation of grains within this phase or from another Ca-Mn-O phase.
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Figure 4.4: The experimental set-up for oxygen 18 substitution.

4.3 Oxygen substitution effect on magnetism

4.3.1 Oxygen substitution experiment

A furnace with a controlled gas environment was set-up within UNSW

Canberra to perform exchange of naturally occurring 16O with isotopic 18O

in samples (see Fig 4.4). The gas pressure within this apparatus is indicated

by a mercury column. CaMn7O12 single crystals were crushed and ground

into fine powders in an agate mortar for 30 minutes. A powder sample of

0.4451 g was then placed in a high-alumina boat and the aggregate weight

was recorded before loading into a quartz tube. After joining the quartz

tube, the exchange apparatus was pumped to high vacuum of ∼ 76 cm on

the Hg column. Valve 1 (see Fig 4.4) was closed in order to separate the

exchange apparatus from the pump. The quartz tube with the sample was

subsequently slowly heated to 500 ◦C at a ramp rate of 8 ◦C/min, held for

15 minutes during which time 18O gas was slowly loaded into the tube until

the Hg column dropped to 34 cm. Valve 2 was then shut down and the

furnace was increased to 850 ◦C at a rate of 6 ◦C/min and finally held for

7 days to allow for oxygen exchanging. After this, the furnace was cooled

down to room temperature at a rate of 5 ◦C/min. The boat with the sample

was taken out and carefully weighed for the purpose of further analysis.
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Figure 4.5: XRD pattern of CaMn7O12 before and after oxygen isotope substi-
tution.

4.3.2 Crystal structure

Crystal structure of the specimen after oxygen isotope exchange (hereafter

labeled as CaMn7
18O12) was measured using a PANalytical Empyrean X-

ray diffractometer with Cu Kα radiation and compared with that of its

counterpart CaMn7
16O12 in Fig 4.5. No obvious change in crystal structure

was observed after oxygen isotope exchange, suggesting that the phase is

stable when oxygen exchange takes place at 850 ◦C. A slight increase of

the impurity phase CaMn2O4 is observed and the amount is estimated to

be not more than 5%.
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Figure 4.6: Raman spectra of CaMn7O12 before and after oxygen isotope sub-
stitution. Two dashed vertical lines at the centre of each peak are also drawn as
a guide to eyes. The step seen to the left of the main peak of CaMn7

16O12 are
also assigned to oxygen modes but they are not well resolved (see text).

4.3.3 Determination of 18O content

To estimate the 18O content of the CaMn7
18O12 sample, Raman spectra

were recorded for CaMn7
18O12 and CaMn7

16O12 on the Micro-raman Sys-

tem at Australian National University. Both samples were pressed into

pellets and each measurement was carried out for 30 min in a reflection
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mode using a 532 nm laser excitation at room temperature. The Micro-

raman System was calibrated before each measurement using the F1g line

of Si at 520.2 cm−1 as a reference. The signal-to-noise ratio was found to

be low for both spectra, reflecting low power and short time used for the

measurements. However a characteristic peak at ∼ 600 cm−1 was clearly

visible for both spectra (see Fig 4.6) and can be used to estimate the 18O

content. This peak is assigned to the Eg mode of oxygen atom. After oxy-

gen isotope exchange, the peak width decreases and the peak shifts to the

left by a wavenumber of ∼ 24 cm−1. This shift is a sign that heavier 18O is

present in the sample [61]. Since for vibration modes of pure 16O and 18O,

the Raman shift v16 and v18 have the relation [61],

v18
v16

=

√
m16

m18
, (4.1)

where m16 and m18 are the atomic weight of 16O and 18O respectively.

Assuming the atomic concentration of 18O is x,

v

v16
=

√
m16

m
=

√
m16

m16 + (m18 −m16)x
, (4.2)

where v and m are the Raman shift and average oxygen mass of CaMn7
18O12

respectively. The concentration was found to be 61%, agreeing well with

that estimated from the mass difference before and after oxygen isotope

substitution, i.e., ∼ 64%, and is comparable to the 77% concentration we

observed for o-DyMn18O3 which was also prepared in one heating cycle

[62]. Comparing with the higher temperature (1200 ◦C) and longer time

(14 days) used for o-DyMnO3 to achieve this level of 18O concentration,

the heating process we used for CaMn7O12 is milder. This suggests per-

haps that the oxygen isotope exchange proceeds more readily for CaMn7O12

than for o-DyMnO3.

4.3.4 Magnetic properties

Magnetization was recorded for both samples within the temperature in-

terval of 5 ∼ 300 K in field-cooled (FC) and zero field-cooled (ZFC) mode

respectively in a magnetic field of 1000 Oe using a SQUID magnetometer

and plotted in Fig 4.7. For both samples, the two characteristic magnetic
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Figure 4.7: Temperature evolution of magnetization of CaMn7
16O12 and

CaMn7
18O12. The insets show the magnetic transition points.

transition points, one at TN1 ∼ 90 K and other at TN2 ∼ 47 K , as well as

the low temperature spin glass like phase of CaMn7O12 can be observed.

This is consistent with the earlier crystal structure measurements and also

supports the premise that both samples have the same phase.
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Figure 4.8: Compare the temperature evolution of magnetization of CaMn7
16O12

and CaMn7
18O12 taken in field cooled mode.

Nevertheless, two samples have different responses to the magnetic field.

We first discuss the magnitude of the magnetic moments. Interestingly, as

can be seen from Fig 4.8, the CaMn7
18O12 has smaller magnetization for 50

< T < 120 K and T < 20 K. More importantly, two magnetic transitions

fall in the temperature interval 50 < T < 120 K wherein FE polarization

develops. This appears to be a direct evidence that oxygen is related to

the magnetic properties and hence the FE polarization of this material sys-

tem. According to the inverse DM theory, the canting of the existing spins

may cause displacement of the ion (usually O) bonding the spin sites in

order to generate a new DM vector. The local FE polarization can there-

fore be resulted with a direction opposite to the ionic displacement. The

heavier oxygen isotope might reduce the extent of canting of the spins by

displacing a smaller distance compared with its lighter counterpart, subse-

quently leading to a smaller net magnetic moment as observed here. There

is however another factor that we can not ignore, that is, two samples have

different divergence temperatures. For CaMn7
16O12, FC and ZFC curves

diverge at ∼ 120 K, while for CaMn7
18O12, the divergence temperature is ∼

50 K, the latter being consistent with that of the powder and single crystal

CaMn7
16O12 reported in the literature [51]. This difference is obviously not
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Figure 4.9: Hysteresis loops of CaMn7
16O12 and CaMn7

18O12.

an effect of the presence of 18O; it is not likely to arise from impurities either

since the impurity amount of CaMn7
18O12 is seen in the XRD pattern to

be even larger than that of CaMn7
16O12. It is noted that the low tempera-

ture (T < 50 K) behaviour of CaMn7
16O12 is very similar to that of single

crystal CaMn7O12 [51]. Since the CaMn7
16O12 powder used in the magne-

tization measurement was crushed from single crystals, the divergence seen

at 120 K is perhaps the result of a wider size distribution of the powder.

For CaMn7
18O12 which underwent a long heat treatment, the crystal size

became more homogeneous therefore the sample shows divergence at 50 K.

It is not clear whether the change of magnetization observed for 50 < T <

120 K is originated from these different divergence temperatures and more

experiments are necessary to clarify this point.

Hysteresis loops were also recorded for two samples under magnetic field

up to 6000 kA/m for three temperatures: 300, 70 and 5 K. The three se-

lected temperatures represent the three characteristic magnetic phases of

CaMn7O12, i.e., high temperature paramagnetic phase, intermediate tem-

perature antiferromagnetic phase I and low temperature antiferromagnetic

phase II. For both samples, the M-H curves show similar shape at every

temperature, changing from the room temperature paramagnetic to the
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low temperature ferromagnetic-like behaviour. A slight drop in the mag-

netization is seen for CaMn7
18O12 compared with that of CaMn7

16O12. As

temperature decreases, the drop amplitude increases, which is consistent

with the temperature dependent magnetization measurements.

4.4 Conclusion

The multiferroic CaMn7O12 was synthesized successfully by a flux method.

The 18O isotope exchange was subsequently performed on the sample. The
18O concentration was found to be ∼ 61 at.% by Raman Spectroscopy and

∼ 64 at.% from the mass difference before and after oxygen isotope sub-

stitution. The crystal structure of the sample remains the same after 18O

substitution however smaller magnetization was observed for 50 < T < 120

K wherein two characteristic magnetic transitions of CaMn7O12 occur and

FE polarization develops. This can be considered as a direct evidence that

oxygen is related to the magnetic properties as well as the FE polariza-

tion of this material. However different divergence temperatures were also

observed which may contribute to this change of magnetization.
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Chapter 5

Investigation of the order

parameter of Pr in the filled

skutterudite PrRu4P12 by

resonant soft x-ray diffraction

5.1 Introduction

Filled skutterudites show a large diversity of electronic phenomena includ-

ing frustrated magnetic ordering, superconductivity and metal-insulator

(MI) transitions. For example, EuFe4As12 shows a canted ferromagnetic or

ferrimagnetic phase transition [63]; LaFe4P12, LaRu4P12 and LaOs4P12 are

superconductors [64–66]; and PrFe4P12 and PrRu4P12 undergo MI transi-

tions at TMI = 6.7 K and TMI = 62.3 K respectively [67, 68]. Among all

the filled skutterudites showing a MI transition, PrRu4P12 perhaps attracts

the most attention since the origin of the MI transition is not understood

well. A structural phase transition accompanying the MI transition was

detected by electron diffraction and synchrotron x-ray diffraction [69, 70].

Weak superlattice peaks at (h k l) (h + k + l = odd) appear below the

transition temperature and the crystal symmetry reduces from Im3̄ to Pm3̄,

leading to two distinct site symmetries for the Pr ions. The fact that no MI

transition is observed in LaRu4P12 [71] implies that the Pr 4f electrons have

an integral role in the observed changes. The MI transition is believed to
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be caused by a charge density wave (CDW) of the conduction electrons due

to hybridization with the Pr 4f shells [72]. In spite of this the precise order

parameter of the Pr 4f shells remains somewhat elusive. A clear anomaly is

observed with specific heat while no sign of magnetic order of Pr ions is ob-

served [73, 74]. Further, X-ray Absorption Near Edge Structure (XANES)

at Pr L2,3 edges showed that the electronic state is Pr3+ and charge order

at the Pr sites is not observed [75]. An antiferro type quadrupolar order

or hexadecapole order of Pr 4f was reported theoretically for PrRu4P12 in

previous studies [76, 77]. RXD at the Pr L2,3 edges through an E1 dipole

transition (2p→ 5d) confirmed spatially ordered Pr ions with two different

electronic states however no resonant signals were detected in an E2 tran-

sition (2p → 4f ) process as expected for the higher multipole order than

quadrupole order of 4f shells [78]. Yet recent theoretical work suggested

another orbital order, i.e., an ‘antiferro-orbital’ ordered state below TMI

for Pr 4f electrons which comes from a ‘ferro-orbital’ ordered state above

TMI [79].

RXD has proved to be a powerful tool in modern solid state physics to

investigate magnetic, orbital and charge ordering phenomena associated

with electronic degrees of freedom [33]. The previous work of our group

on the rare-earth borocarbides has demonstrated that orbital order up to

rank 6 can be observed with resonant soft x-ray diffraction (RSXD) [80,

81]. RSXD at the rare-earth M4,5 edges directly accesses the lanthanide

order via the dipolar transition (3d → 4f). Strong resonant diffraction

intensities with distinct energy dependencies have been observed due to

orbital order in Dy-, Ho-, and TbB2C2 [80–83]. This technique is extremely

sensitive to the site order of the 4f shell and allows one to distinguish

between various order parameters such as charge, magnetic and orbital

order via the study of polarization and azimuthal angle (rotation about the

wave vector) dependence.

In the present study, we performed SRXD in combination with x-ray ab-

sorption spectroscopy (XAS) at the Pr M4,5 edges in PrRu4P12 to probe

directly the order parameter of Pr 4f shells. We observed a resonance

enhancement of the (100) superlattice reflection at the Pr M4,5 edges be-

low TMI . Recording and analysing the energy, temperature, polarization

and azimuthal angle dependence allows us to determine and characterise
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Figure 5.1: (a) The crystal structure of PrRu4P12 in the Im3̄ phase at room
temperature created by VESTA program [39], based on the atomic positional
parameters reported in [84] . A Pr atom (denoted as a black ball) is in an icosa-
hedron environment of P atoms (omitted for clarity) and a cubic environment of
Ru atoms (denoted as purple balls); Note that below TMI , the structure changes
to Pm3̄ in which the Ru cube in the centre expands while the Ru cubes surround-
ing shrink, or vice versa, forming a CDW state and leaving two distinct Pr sites.
(b) Lower panel: PrRu4P12 single crystal sample mounted on the stage by silver
paste; Upper panel: the scattering geometry.

the possible order parameter associated with the Pr ions below TMI in

PrRu4P12.

5.2 Experimental

PrRu4P12 crystallizes in the cubic structure (space group Im3̄) as shown

in Fig 5.1 (a). PrRu4P12 single crystals were grown by a tin-flux method

[78]. Subsequently, one crystal with an approximate dimension 500 × 500

× 500 µm was aligned and polished with the a-axis perpendicular to the

surface. The (100) reflection was recorded at the Pr M4,5 edges at the

RESOXS end-station of the SIM beam-line at the Swiss Light Source, with

the scattering geometry set up as Fig 5.1 (b). The superlattice peak was

fitted with single Lorentzian

f(θ) =
2A

π

W

4(θ − θ0)2 +W 2
+ a (5.1)
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where A is integrated intensity; W is Full Width Half Maximum (FWHM);

θ0 the peak position and a a constant representing the background. A and

W were extracted for analysis. The Pr M4,5 XANES were characterized

with total electron yield (TEY) at the BL17SU beamline at SPring-8 across

a temperature range of 34 K < T < 79 K. The energy of XANES was

calibrated with the Au 4f peak in the photoemission spectroscopic spectra

measured by a hemispherical electron analyzer, Scienta SES-2002. The

energies of SRXD were subsequently corrected by overlapping the maximum

of the energy dependent FWHM in σ polarization to the Pr M5 edge of the

calibrated XANES. The integrated intensity was corrected for absorption

by multiplying it by the XANES spectrum measured at 48.4 K.

5.3 Results

The (100) reflection is forbidden by the high temperature crystal structure

Im3̄ of PrRu4P12 however allowed by the low temperature crystal structure

Pm3̄. This superlattice reflection is observed across an energy range of 900

∼ 970 eV and a temperature range of 10 ∼ 85 K. The typical superlattice

reflections observed at 10 K for σ polarization and selected energies, and

their fittings are shown in Fig 5.2. The experimentally measured integrated

intensity of the (100) superlattice reflections as a function of photon en-

ergy across the Pr 3d (M4,5) thresholds is shown in Fig 5.3. A resonant

enhancement of the (100) superlattice reflection was observed at the Pr

M4,5 edges below TMI . The enhancement magnitude, defined as the ratio

of the integrated intensity at absorption edges to that at off-edge energies,

is approximately 36 for the M5 edge and 2 for the M4 edge, respectively.

The enhancement at the M5 edge is 18 times stronger than that at the M4

and Pr L2,3 edges [78]. The energy dependence of the (100) reflections of

PrRu4P12 at 10 K was investigated for both incident linear σ and π polar-

izations, as shown in Fig 5.3. The energy dependence is similar for both σ

and π incoming radiation, except for the large difference in intensity. The

satellite structure in the vicinity of the main structure for both of the edges

(M5: 927 eV; M4: 947 eV) is similar to that observed in DyB2C2 at M4,5

edges [80, 81] and NpO2 at the M4 edge [85]. This structure is ascribed
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Figure 5.2: The (100) reflection (purple dots) recorded at 10 K for σ polarization
and selected energies a) 907 eV, b) 924 eV, c) 927 eV, d) 944 eV, e) 947 eV and
f) 967 eV, and their Lorentzian fittings (red lines).

to the splitting of the 3d core states which leads to multiple interfering

resonators and subsequently adds structure to the energy profile [80, 81].

The temperature dependence of the square root of the integrated intensity

of the (100) reflection for unfocused beams and focused beams of different

energies and different incident polarizations is shown in Fig 5.4. Unfocused

beams of a near-edge energy (927 eV) and an off-edge energy (917 eV) were

chosen to record the superlattice reflection signals in a temperature range

10 ∼ 85 K, across TMI ; while focused beams of three near-edge energies
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Figure 5.3: The integrated intensity of (100) diffraction after absorption correc-
tion as a function of energy. The inset is a magnified figure showing the detailed
structure around the M4 edge, near 947 eV. The arrows denote the energies
selected for observations with focused beams.

(924, 927 and 944 eV) and two off-edge energies (907, 967 eV) were se-

lected for observations below TMI . The reflections at off-edge energies can

be explained by lattice distortion, i.e., Ru displacement (P has negligible

net contribution to the (100) reflection) [72], as confirmed by the same

temperature dependence of the off-edge reflections in this experiment and

Ru-ion displacement determined by the nonresonant X-ray diffraction mea-

surements [86, 87]. While the reflections at near-edge energies are expected

to have a significant contribution from an order parameter associated with

the Pr 4f shells. It is found that the order parameter associated with the Pr

4f shells undergoes a second-order-like transition at ∼ 62 K. The transition

temperature agrees well with the TMI and the lattice distortion temper-

ature [68–70]. The transition behaviour is consistent with the previous

specific heat measurements where a λ-like second-order-type anomaly was

seen at TMI [73, 88]. Interestingly, we find that below TMI the (100) re-

flection shows a steady increase as temperature decreases, independent of

energies and incident polarizations. The identical temperature dependence

at the near-edge energies and the off-edge energies reveals a single order
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Figure 5.4: The square root of integrated intensity of (100) diffraction normal-
ized at 10 K as a function of temperature. The Ru displacements taken from
[86, 87] and interpolated to the measured temperature points are also plotted
for a comparison. Two energies marked with asterisks are for unfocused beams
while the others are for focused beams.

parameter for Pr, in contrast to DyB2C2 which shows different tempera-

ture dependences of the integrated intensity for different energies reflecting

more than one order parameter [80]. It is also evident that the temperature

evolution of the resonant signals at the near-edge energies follows that of

the Ru-ion displacement [86, 87]. Note that the Ru-ion displacement cor-

responds to a CDW state with a modulation vector (100) [72], it therefore

suggests that the order parameter of Pr and the CDW state of Ru couple

closely and evolve in the same manner.

To investigate this order parameter, the (100) superlattice reflection was

recorded against different azimuthal angles at 10.4 K with a focused beam

for both incident σ and π polarization. The integrated intensity of the

reflections for both polarizations were extracted and their ratio Iσ/Iπ was

analyzed and plotted as a function of azimuthal angle (see Figure 5.5).

As can be seen, the ratio shows only a small amount of scatter around a

constant value with an average of 6.4 over a wide azimuthal angle range (0
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Figure 5.5: Iσ/Iπ measured with a focused beam at different azimuthal angles.
The theoretically calculated Iσ/Iπ based on the charge order is shown in red line
for a comparison.

< Ψ < 360o) and appears independent of azimuthal angle. A theoretical

calculation of Iσ/Iπ based on charge order was carried out using

F =

(
Fσ′σ Fσ′π

Fπ′σ Fπ′π

)
=

(
1 0

0 cos 2θ

)
(5.2)

and
Iσ
Iπ

=
Fσ′σF ∗σ′σ + Fπ′σF ∗π′σ

Fσ′πF ∗σ′π + Fπ′πF ∗π′π

, (5.3)

where σ′ and π′ are the polarization of the scattered X-ray; F is the form

factor and its subscript denotes the channel σ-σ′, π-σ′, π-π′ and σ-π′ re-

spectively; and θ is the Bragg angle of the superlattice reflection. The

calculation yields a constant value of approximately 6.3 which is almost

the same to the observed experimental average of 6.4, suggesting the pos-

sibility of charge order at Pr sites.

In order to probe the charge state of the sample below TMI , an XAS mea-

surement was performed. The XAS spectra after energy calibration are

displayed in Fig 5.6. These were recorded at six temperatures (two above
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and four below TMI). The shape of the peaks for M4 and M5 edge shows no

noticeable change when temperature decreases (see Fig 5.6 b)), constantly

indicating features typical of a trivalent state [89]. The small intensity

differences in Fig 5.6 a) are likely due to variation of exact spot locations

upon cooling, as the incident beam spot size is ∼ 10 µm × 30 µm. Overall,

these data are indicative of stable average Pr valence across the transition

temperature, in agreement with a previous Pr L2 edge XANES study on

PrRu4P12 [75].

5.4 Discussion

We first discuss the relation between the order parameter associated with

Pr 4f electronic states and that of the CDW state of Ru. The temperature

evolution of the resonance enhanced signals of (100) at the near-edge en-

ergies is found to be similar to that of the CDW state with a wave vector

of (100) (see Fig 5.4). This indicates that the order parameter for the Pr

4f electronic states follows that of the CDW state of Ru. The tempera-

ture dependence of the order parameter of Pr 4f shells is not hindered by

changes in thermal occupancy of the electronic states derived from splitting

of the multiplet states due to crystal electric field of the CDW states as

observed in [90]. Our results plus previous findings on Ru [87, 91] imply

an electronic coupling of the Pr 4f and Ru states which play an important

synergistic role in the MI transition.

Next we quantify the possible order parameters associated with the Pr 4f

shells below TMI in PrRu4P12. The essentially constant RSXD intensities as

a function of azimuthal angle in PrRu4P12 preclude magnetic order and/or

orbital order which would show an obvious periodic oscillation. Moreover,

the intensities observed with the σ polarization are much larger than those

using the π polarization (see Fig 5.3), which is opposite to that expected

from magnetic order. The lack of indication of magnetic order is consistent

with our previous low temperature nuclear orientation study [74]. Therefore

the possibility of lattice distortion and charge order is considered.

To model the intensity of the superlattice reflection with lattice distortion

of Pr, it is assumed that the Ru displaces as that reported in [75] while
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Figure 5.6: The Pr M4,5 edge absorption spectra of PrRu4P12 measured at dif-
ferent temperatures and plotted with a) the spectrum vertically shifted to each
other by an almost fixed value and b) Pr M5 edge and M4 edge separately nor-
malized to 1 after subtracting a linear background from the respective spectrum
in a).

Pr (000) and (1
2
1
2
1
2
) displace slightly away from their high-temperature cell

coordinate a distance of d and -d respectively along a-axis where the neg-

ative sign means two atoms displace in opposite directions. The intensity
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Figure 5.7: The integrated intensity of (100) diffraction as a function of energy
for σ polarization plotted together with the calculated curves assuming different
displacement of Pr.

of (100) superlattice reflection is then given by

|F (E)|2 = |fRu[cos(2πxRu)− i sin(2πxRu)]− 2fPri sin(2πd)|2, (5.4)

where fRu and fPr are the atomic form factors of Ru and Pr respectively and

xRu is the position of Ru in the Pm3̄ unit cell. The coupled equations for

near-edge energies and off-edge energies however gave complex solutions for

d which are of no physical meaning. Adding any small displacement value

within the range of 0.00001 to 0.05 of the unit cell into the expression for

the reflection intensity also failed to reproduce the experimental intensities

(see Fig 5.7 ). This is consistent with the previous crystal structure and Pr-

L3-edge extended x-ray absorption fine structure (EXAFS) studies in which

the displacement of Pr below TMI was not observed but the MI transition

was proposed to be related to a detectable Ru displacement [69, 70, 91].

The valence of Pr has typical feature of 3+ and appears to remain un-

changed across TMI , suggesting that at low temperature presence of an

average valence v (3 < v < 4) is not possible. Therefore the charge order

of 3+ and 4+ for the two Pr sites is not likely the case. However possibility
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Figure 5.8: The theoretical Cromer-Liberman anomalous scattering factors of
Pr.

of small charge disproportionation is still allowed. Assuming two Pr atoms

have charge of 3 + ε and 3 - ε respectively, the average charge of Pr is

still 3+; Moreover this is physically possible since there might exist charge

transfers between the Pr atom and the surrounding Ru ions. Concretely,

the Pr atom within an environment of compressed and expanded cube of Ru

(see Fig 5.1) might obtain and lose charge respectively. Correspondingly,

they have charge of 3 + ε and 3 - ε respectively. Indeed, two configura-

tions were observed in a previous Pr L2 edge XANES study on PrRu4P12

[75] which might correspond to two charge states, although they were not

assigned as two charges by the authors. The structure factor can then be

written as

|F (E)|2 = |fRue−i2π(hx+ky+lz) + [fPr1 − fPr2]|2, (5.5)

where fPr1 and fPr2 represent the structure factors for Pr1 and Pr2 due

to two different charges. To simplify the problem, we assume that the two

different charges correspond respectively to an energy shift of +δ and −δ
for the scattering factor of Pr3+, similar to that adopted in [92] . It was

found that the model reproduces well the intensities at off-edge energies
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and the M5 edge when using δ = 0.04 eV and the theoretical Cromer-

Liberman anomalous scattering factors of Pr as shown in Fig 5.8. Pr4+ is

∼ 1.5 eV higher in energy than Pr3+ [93]. Assuming the charge variation is

proportional to the chemical shift, then a 0.04 eV chemical shift corresponds

to a change of charge ∼ 0.027 electrons, i.e., below TMI the following charge

disproportionation occurs,

2Pr3+ → Pr2.973+ + Pr3.027+.

This chemical shift has the same order of magnitude as the resolution of

the XANES, therefore the small charge disproportionation is not resolved

in absorption spectra however it can be observed via RSXD which is sen-

sitive to electronic orders. The theoretical Cromer-Liberman anomalous

scattering factors of Pr fail to account for the rich structures in energy pro-

file which arise from the solid state effect, since they are computed based on

bare free atoms, however indeed they are able to account for the intensities

of the main structure. The straightforward use of Cromer-Liberman results

here is justified by the fact that near the M5 edge the white line (i.e., the

“step” of the edge) which corresponds to the transition to the continuum

is negligibly small. As pointed out by Cross et al. [94], Cromer-Liberman

calculations are invalid in cases where the white line is large; deduction

of anomalous scattering factors from absorption spectra is then necessary.

The discrepancy between the calculated and measured intensities at M4

edge is then a sign of improper use of the Cromer-Liberman results, since

compared with its M5 edge counterpart, it has an obviously larger white

line and Cromer-Liberman results are therefore likely to be invalid. It has

to be pointed out that efforts have been made to theoretically calculate

the RSXD intensities based on the anomalous scattering factors that were

extracted from the absorption spectra recorded at the lowest temperature

by using the DIFFKK program [94], however the charge disproportionation

was found to be as large as 1 electron. This seems impossible, as no sign

of such a large charge disproportionation are observed in the absorption

spectra, unless the mobile electrons jump between ionic states with times

faster than the interaction time for the photoabsorption process. This large

charge disproportionation found implies that probably the anomalous scat-

tering factors obtained from the DIFFKK calculation are not good enough

or DIFFKK program is not suitable for calculations at low energy scales.
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Figure 5.9: The integrated intensity of (100) diffraction as a function of energy
for σ polarization plotted together with the calculated curve based on charge
disproportionation of Pr3+.

As far as we know, there are no publications reporting use of DIFFKK

program below 1000 eV.

5.5 Conclusion

In conclusion, soft resonant x-ray diffraction in combination with x-ray ab-

sorption spectroscopy were performed at the Pr M4,5 edges to investigate

the order parameter of Pr below TMI = 62.3 K in PrRu4P12. The intensi-

ties of the (100) superlattice peak were measured as a function of energy,

temperature, polarization and azimuthal angle. A resonance enhancement

of the (100) superlattice reflection at the Pr M4,5 edges was observed be-

low TMI which underwent a steady increase with decreasing temperature.

The possibility of magnetic and/or orbital order at Pr sites was ruled out

by the azimuthal angular profile and x-ray absorption spectra respectively.

Displacement of Pr was also ruled out in the subsequent effort to model the

energy dependence of intensity of (100). The order parameter of the Pr 4f
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shells is likely due to charge disproportionation and must couple closely to

Ru and play integral roles in the MI transition synergistically in PrRu4P12.
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Chapter 6

Summary and outlook

In this thesis, electric and magnetic properties of exotic strongly correlated

electron systems are explored via studies of La2Ti2−xVxO7, CaMn7O12 and

PrRu4P12.

In order to introduce a ferromagnetic order into the ferroelectric La2Ti2O7

to form a proper multiferroic and test the validity of a reported theoretical

calculation, La2Ti2−xVxO7 (x = 0, 0.0625, 0.125 and 0.25) was synthesized

by a conventional solid state reaction and a vacuum annealing plus water

quenching method respectively. XRD pattern show that only the doped

sample with x up to 0.125 synthesized by a vacuum annealing plus wa-

ter quenching method is of a single phase same to the undoped La2Ti2O7,

indicating that vanadium is successfully doped into La2Ti2O7 by the lat-

ter method. The magnetic properties of the single phase doped samples

were studied by a SQUID magnetometer and compared with that of un-

doped La2Ti2O7. The results reveal however a primary paramagnetic-like

behaviour and a weak magnetic order rather than the ferromagnetic order

for the doped samples, which is explained by a vanadium monomer phase

formed at the high synthesis temperature. In this sense we have demon-

strated that the prediction of the phase diagram of vanadium phase in

La2Ti2−xVxO7 [41] is valid at high temperatures. To obtain a single phase

with ferromagnetic order, other novel synthesis method with a lower sys-

nthesis temperature has to be used. We note that single phase La2Ti2O7

was successfully synthesized at T ∼ 700 ◦C by a polymerized complex

method [95]. Since soluble chemicals were used as starting materials in this
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method and better mixing of the elements was achieved then the synthe-

sis temperature was lowered. We propose that this method may be used

in combination with a water quenching method employed in this thesis.

The polymerized complex method can be adopted to produce the precur-

sor which may then be treated by the water quenching method. It is also

noted that the methods that were proposed in [41], i.e., molecular beam

epitaxy and pulsed laser deposition may also be useful.

FE polarization is driven by magnetism in improper multiferroic. In our

study, we extend the isotopic substitution technique to a multiferroic with

the aim of revealing the coupling mechanism between ferroelectricity and

magnetism by studying the isotope substitution effect on magnetic prop-

erties. The multiferroic CaMn7O12 was synthesized successfully by a flux

method. The 18O isotope exchange was performed on the sample. The 18O

concentration was found to be ∼ 61 at.% by Raman Spectroscopy and ∼ 64

at.% from the mass difference before and after oxygen isotope substitution.

The crystal structure of the sample remains the same after 18O substitution

however smaller magnetization was observed for 50 < T < 120 K wherein

two characteristic magnetic transitions of CaMn7O12 occur and FE polar-

ization develops. This can be considered as a direct evidence that oxygen

is related to the magnetic properties as well as the FE polarization of this

material. However different divergence temperatures were also observed. It

is not clear whether the change of magnetization has a contribution from

the different divergence temperatures. To clarify this point, two experi-

ments can be alternatively considered. Firstly a 16O recovery experiment

may be done to exchange the 18O in the sample with 16O. Secondly the

CaMn7
16O12 could be heat treated in the same way as for 18O substitution

experiment but under the atmosphere of 16O2. If either resultant sample

reproduces the magnetic behaviour observed for CaMn7
16O12, i.e., showing

a divergence temperature of 120 K, then the change of magnetization is

not likely to be induced by the different divergence temperatures but is

probably associated with oxygen.

To investigate the order parameter of Pr below TMI = 62.3 K in PrRu4P12

temperature dependent resonant soft x-ray diffraction in combination with

x-ray absorption spectroscopy were performed at the Pr M4,5 edges. A

resonance enhancement of the (100) superlattice reflection signalling the
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order parameter of the Pr 4f shells was observed below TMI , with a steady

increase with decreasing temperature. The experimental spectra and sub-

sequent analysis rule out the existence of magnetic and/or orbital order

as well as any Pr lattice displacement. A model based on a small charge

disproportionation ± 0.027 electrons from Pr3+ reproduces well the RSXD

intensities at off-edge energies and the M5 edge. The order parameter below

TMI is therefore likely due to charge disproportionation. Our results also

indicate that a synergistic coupling of Pr 4f - Ru states plays an impor-

tant role in the metal-insulator transition associated with charge density

wave state formation. Extraction of the anomalous scattering factors from

the absorption spectra is required in order to account for all the structures

observed in the energy profile and further confirm the charge dispropor-

tionation model.

The common theme in the study of La2Ti2−xVxO7 and PrRu4P12 in this

thesis is the desire to understand phase transitions in strongly correlated

electron systems. The MI transition in the latter system is a classical phase

transition driven by thermal fluctuations through temperature variation,

while in the former system the emergence of antiferromagnetic or weak fer-

romagnetic order is believed to be a result of a quantum phase transition,

driven by quantum fluctuations which are tuned by chemical impurities of

the system. The investigation of these phase transitions in turn enables an

understanding of the novel properties of these anomalous strongly corre-

lated electron systems. Both of these two systems clearly warrant further

study. The investigation of the isotope substitution effect on magnetism of

CaMn7O12 in this thesis contributes to the effort to understand the origin of

ferroelectric phenomenon in magnetic strongly correlated electron systems.

Isotope substitution is a powerful technique to reveal the subtle physics

behind strongly correlated electron systems, which has been demonstrated

in magnetoresistive systems and high temperature superconductors. Our

study is preliminary and although no decisive conclusion can be made, it

is believed that further experiments including additional characterisation

techniques, such as inelastic neutron scattering, would shed light on the

origin of ferroelectric phenomenon in magnetic strongly correlated electron

systems.
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Appendix A

Reliability factors of Rietveld

refinement

Table A.1

Factor name Computation formula

Profile reliability factor Rp =

∑
i |yi,obs − yi,cal|∑

i yi,obs
× 100

Weighted profile reliability factor Rwp =

[∑
iwi(yi,obs − yi,cal)2∑

iwiy
2
i,obs

]1/2
× 100

Expected profile reliability factor Rexp =

[
N − P + C∑

iwiy
2
i,obs

]1/2
× 100

Bragg R-factor RBragg =

∑
hkl |Ihkl,obs − Ihkl,cal|∑

|Ihkl,obs|
× 100

RF-factor RF =

∑
hkl |Fhkl,obs − Fhkl,cal|∑

hkl |Fhkl,obs|
× 100

Goodness of fit χ2 =

(
Rwp

Rexp

)2
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ior in the Complex CaMn7O12 perovskite,” Journal of Magnetism and

Magnetic Materials, vol. 321, no. 11, p. 1739, selected papers from

the Symposium F “Multiferroics and Magnetoelectrics Materials” of

the E-MRS Conference, 2009.

[56] G. Zhang, S. Dong, Z. Yan, Y. Guo, Q. Zhang, S. Yunoki, E. Dagotto

and J.-M. Liu, “Multiferroic Properties of CaMn7O12,” Physical Re-

view B, vol. 84, p. 174413, 2011.

[57] X. Z. Lu, M.-H. Whangbo, S. Dong, X. G. Gong and H. J. Xiang,

“Giant Ferroelectric Polarization of CaMn7O12 Induced by a Combined

Effect of Dzyaloshinskii-Moriya Interaction and Exchange Striction,”

Physical Review Letters, vol. 108, p. 187204, 2012.

[58] G.-m. Zhao, K. Conder, H. Keller and K. A. Muller, “Giant Oxygen

Isotope Shift in the Magnetoresistive Perovskite La1−xCaxMnO3+y,”

Nature, vol. 381, no. 6584, p. 676, 1996.

[59] G.-m. Zhao, K. Conder, M. Angst, S. M. Kazakov, J. Karpinski,

M. Maciejewski, C. Bougerol, J. S. Pshirkov and E. V. Antipov, “Large

oxygen-isotope effect in Sr0.4K0.6BiO3: Evidence for phonon-mediated

superconductivity,” Physical Review B, vol. 62, p. R11977, 2000.
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J. Blasco, A. J. Barón-González, G. Subias, R. Abrudan, F. Radu,

E. Dudzik and R. Feyerherm, “Valence change of praseodymium in

Pr0.5Ca0.5CoO3 investigated by x-ray absorption spectroscopy,” Phys-

ical Review B, vol. 84, p. 115131, 2011.

[94] J. O. Cross, M. Newville, J. J. Rehr, L. B. Sorensen, C. E. Bouldin,

G. Watson, T. Gouder, G. H. Lander and M. I. Bell, “Inclusion of local

82



structure effects in theoretical x-ray resonant scattering amplitudes

using ab initio x-ray-absorption spectra calculations,” Physical Review

B, vol. 58, p. 11215, 1998.

[95] H. Kim, S. Ji, J. Jang, S. Bae and J. Lee, “Formation of La2Ti2O7

crystals from amorphous La2O3-TiO2 powders synthesized by the poly-

merized complex method,” Korean Journal of Chemical Engineering,

vol. 21, no. 5, p. 970, 2004.

83


	Title Page - MULTIFERROICITY AND METAL-INSULATOR TRANSITIONS IN STRONGLY CORRELATED ELECTRON SYSTEMS
	Contents
	List of Figures
	List of Tables
	Acknowledgements
	Abstract

	Chapter 1 - Introduction
	Chapter 2 - Experimental principles
	Chapter 3 - Synthesis and characterisation of vanadium doped La2Ti2O7
	Chapter 4 - Oxygen isotope substitution effect on magnetism in multiferroic CaMn7O12
	Chapter 5 - Investigation of the order parameter of Pr in the filled skutterudite PrRu4P12 by resonant soft x-ray diffraction
	Chapter 6 - Summary and outlook
	Appendix A - Reliability factors of Rietveld refinement
	Bibliography

