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Abstract 
In the last decade, heart disease has been the leading cause of death all over the world. 

However, it is among the most preventable and controllable diseases. The World Health 

Organization reported that early detection of heart disease reduces progression to severe 

and costly illness and complications. Early detection of heart disease patients helps in 

recovering the patients’ health and decreasing the mortality rate from heart disease. 

Although heart disease can be detected by several tests, such as 

electrocardiogram, stress tests, and cardiac angiogram, these tests are expensive and 

cannot be used as community-level screening tests. The Framingham Heart Disease 

Risk Evaluation Tool and the Australian Absolute Cardiovascular Risk Calculator are 

two common heart disease risk evaluation screening tests. However, both tests need 

prior blood sample investigations, an invasive and relatively costly process, which 

reduces their usability in other than medical settings.  

Motivated by the increasing mortality rates of heart disease patients, 

researchers have been applying different data mining techniques in the diagnosis of 

heart disease. Research finds that the same data mining technique shows different 

results across different heart disease datasets indicating that there can be significant 

attributes for heart disease diagnosis. Furthermore, researchers suggest that hybrid data 

mining techniques show better performance in the diagnosis of heart disease patients.  

This research seeks to help healthcare professionals in the early detection and 

risk evaluation of heart disease patients using data mining analysis. To achieve this 

objective, the significant attributes in the diagnosis of heart disease patients are 

identified using a benchmark dataset and a new larger dataset, the reliability of non-

invasive attributes in the diagnosis of heart disease is investigated, the enhancement of 

applying hybrid data mining model to the non-invasive attributes is tested, and a heart 

disease expert system risk evaluation tool (HD - ESRET) using hybrid data mining 

model on non-invasive data attributes is constructed.   

Although this research builds a low-cost heart disease expert system risk 

evaluation tool using a novel non-invasive data attributes combination, its usability 

testing among healthcare providers still needs further investigation. 
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Chapter 1 

Introduction 

1.1. Background 

Heart disease has been the leading cause of death in the world over the past decade on 

different continents and countries regardless of their income (World Health 

Organization 2011b). The World Health Organization (WHO) reported that heart 

disease is the leading cause of death worldwide, causing 7.25 million death cases 

representing 12.8% of all deaths (World Health Organization 2013c). Different health 

organizations reported that heart and respiratory diseases are the main cause of death in 

different continents (Statistics South Africa 2008, ESCAP 2010, Australian Bureau of 

Statistics 2013, European Public Health Alliance 2013). Different countries have also 

reported that heart disease is a leading cause of death showing high mortality rates 

(World Bank Disease Control Priorities Project 2013, World Health Organization 

2013b, Center for Disease Control and Prevention 2014). 

Although heart diseases are among the most common chronic diseases causing 

a high rate of death all over the world, they have also been identified as among the most 

preventable and controllable diseases (Centers for Disease Control and Prevention 

2013). Early detection and healthy behaviour are two critical issues in controlling heart 

disease. Early detection of heart disease patients can help in recovering patients’ health 

and decreasing the mortality rate from heart disease (Centers for Disease Control and 

Prevention 2013). WHO reported that early detection and treatment reduce progression 

to severe and costly illness and complications of heart disease (World Health 

Organization 2010). Furthermore, the relative success of chronic disease treatments are 

dependent on the earliness of detection of those diseases (Paladugu and Shyu 2010). 

There is a vital need for accurate systematic tools that identify patients at high risk and 

provide information for early detection of heart disease (Paladugu and Shyu 2010).  

Modern computer systems are gathering huge amounts of data every day 

through automatic recording systems in various sectors. Data mining technology 

appeared as a result of the evolution of database technology, information technology 

and storage devices (Obenshain 2004). Although data mining has been around for more 
1 
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than two decades, its potential is only being realized recently. Data mining researchers 

have long been concerned with the application of tools to facilitate and improve data 

analysis on large and complex data sets. The current challenge is to make data mining 

and knowledge discovery systems applicable to a wider range of domains (Shillabeer 

and Roddick 2006). Data mining applications in healthcare is an emerging field of high 

importance for providing prognosis and a deeper understanding of medical data. 

Researchers are using data mining techniques in the medical diagnosis of several 

diseases such as diabetes (Porter and Green 2009), stroke (Panzarasa, Quaglini et al. 

2010), cancer (Li L 2004), and heart disease (Das, Turkoglu et al. 2009). Motivated by 

the increasing mortality rates of heart disease, researchers have been using data mining 

techniques to help healthcare professionals in the diagnosis of heart disease patients 

(Parthiban and Subramanian 2007, Polat , Sahan et al. 2007, Tu, Shin et al. 2009, 

Rajkumar and Reena 2010, Lakshmi, Krishna et al. 2013). 

1.2. Problem Description 

Although heart disease is the leading cause of death all over the world (World Health 

Organization 2011b), early detection of heart disease patients can help in recovering 

patients’ health and decreasing the mortality rate from heart disease (Centers for 

Disease Control and Prevention 2013). So there is a vital need for accurate and 

systematic tools that provide information for early detection of heart disease to identify 

those patients at high risk (Paladugu and Shyu 2010).  

Community-level screening tests play an especially important role in the early 

detection of heart disease (Kotnik 2010). These community-level screening tests can be 

applied in pharmacies or public health clinics where non-medical healthcare 

professionals can screen the community at large for potential heart disease sufferers and 

refer those potential sufferers to more thorough screening tests. It can also be applied 

where there is limited availability of resources such as electrocardiogram, stress tests, 

and cardiac angiogram machines needed for the diagnosis of heart disease. Recent 

research focuses on discovering new specific, sensitive and cheap community-level 

screening tests (Kotnik 2010). 

There are two famous heart disease risk evaluation screening tests commonly 

used in heart disease diagnosis: the Framingham Heart Disease Risk Evaluation Tool 
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(Framingham Heart Study 2013) and the Australian Absolute Cardiovascular Risk 

Calculator (National Heart Foundation of Australia 2009). Both of these two heart 

disease risk evaluation tests use a set of attributes such as age, sex, systolic blood 

pressure, total cholesterol, diabetes and smoking status to identify if a patient is at high, 

moderate or low risk of heart disease (National Heart Foundation of Australia 2009, 

Framingham Study. 2013). Although these two tests help in identifying patients at risk 

of heart disease, they need prior blood based investigation to identify the cholesterol 

and diabetes levels. Such tests are both invasive, requiring physical samples to be taken, 

and relatively expensive. The tests also pre-suppose medical facilities in which they can 

be undertaken. Early detection in a community setting needs lower cost tests that can be 

used by non-specialist healthcare advisers that is still reliable. 

Hence, there is a need to simplify the heart disease risk evaluation tool 

attributes so that affordable detection strategies can be implemented (Bitton and 

Gaziano 2010).  There is a need to find less costly tests and accurate systematic tools 

that can be used for community-level screening to identify patients at high risk of heart 

disease and provide information to enable early intervention (Paladugu and Shyu 2010).  

Researchers have been using several data mining techniques to help healthcare 

professionals in the diagnosis of heart disease patients. Researchers have been 

comparing different data mining techniques’ performance across different datasets to 

identify which data mining technique will provide better results in heart disease 

diagnosis (Palaniappan and Awang 2007, Tu, Shin et al. 2009, Rajkumar and Reena 

2010, Abdullah and Rajalaxmi 2012). However, the results obtained on different 

datasets cannot easily be compared as different datasets have different data attributes. 

Also, the same data mining technique shows different results across different heart 

disease datasets. This shows that there are some data attributes that affect data mining 

techniques’ performance in the diagnosis of heart disease patients. Although it is widely 

accepted that non-invasive attributes such as age, sex, blood pressure, smoking, and 

diabetes are major risk factors for developing heart disease, there are no previous 

investigations into the significance of applying data mining techniques in the diagnosis 

of heart disease patients using those non-invasive heart disease data attributes. 

Recently researchers are suggesting that integrating more than one data mining 

technique in a hybrid model can enhance data mining techniques performance in the 
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diagnosis of heart disease patients (Parthiban and Subramanian 2007, Das, Turkoglu et 

al. 2009, Ozsen and Gunes 2009 , Soni, Ansari et al. 2011). However, the significance 

of the hybrid models on different data attribute combinations and their influence in the 

diagnosis of heart disease patients needs further investigation. 

Although applying different data mining techniques to identify the significant 

one in the diagnosis of heart disease is critical, the ability to use the significant data 

mining technique in a community-level screening is of great benefit to the early 

detection of heart disease patients. Finding the most accurate data mining technique in 

the diagnosis of heart disease patients is helpful if the results can be used in a 

community-level screening test. So there is a need for data mining techniques analysis 

to build a data mining tool that can help healthcare professionals in the community-level 

screening of heart disease patients. 

 1.3. Motivation and Objectives 

Motivated by the increasing mortality rates of heart disease all over the world and the 

fact that early detection helps in recovering patients’ health and decreasing the mortality 

rate from heart disease, the main objective of this thesis is helping healthcare 

professionals in the early detection and risk evaluation of heart disease patients. To 

achieve this objective, this research poses the question: 

Can data mining assist healthcare professionals in the early detection of heart 

disease in a community setting? 

Although researchers have been applying different data mining techniques to 

help healthcare professionals in the diagnosis of heart disease patients, there is not a 

clear view of different data mining techniques’ performance across different data 

attribute combinations in the diagnosis of heart disease patients. The main objective of 

this research in answering the above question is: 

To provide healthcare professionals with a community-level screening tool for the 

early detection and risk evaluation of heart disease patients 

To achieve this, the research is focussed on the following key questions: 

1. Can significant attributes in the diagnosis of heart disease patients be identified? 
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2. Can applying data mining techniques on non-invasive attributes be usefully 

applied to the diagnosis of heart disease patients? 

3. Can hybrid data mining techniques be usefully applied to enhance performance 

on non-invasive data attributes in the diagnosis of heart disease patients? 

4. Can a reliable heart disease expert system risk evaluation tool, using non-

invasive heart disease data attributes, be constructed? 

1.4. Contribution to the Scientific Knowledge 

The main contribution of this thesis is helping healthcare professionals in the risk 

evaluation of heart disease patients using data mining analysis, through: 

Building a low-cost heart disease expert system risk evaluation tool using a novel 

non-invasive data attributes combination 

This main contribution involves a set of sub-contributions including: 

• Identifying the significant attributes in the diagnosis of heart disease 

patients: The significant attributes in the diagnosis of heart disease patients 

are identified by applying different data mining techniques over two different 

heart disease datasets (the benchmark Cleveland dataset and a larger Canberra 

dataset). The performance of different data mining techniques is tested over 

different attribute combinations to identify which attribute combination will 

provide reliable performance in the diagnosis of heart disease patients. It will 

also identify which data mining technique will provide stable performance 

across different attributes combinations.  

• Identifying the significance of non-invasive data attributes in the 

diagnosis of heart disease patients: The significance of different single, 

combined and calculated non-invasive attribute combinations is tested across 

the Cleveland and Canberra heart disease datasets. The non-invasive 

attributes main importance is that they are low cost attributes; i.e. it costs very 

little or nothing to determine a value for that attribute when diagnosing a 

patient. The performance of applying Decision Tree data mining technique to 

identify which non-invasive attribute combination will show the best 

accuracy in the diagnosis of heart disease patients is investigated.  
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• Investigating applying hybrid data mining model in the diagnosis of 

heart disease patients:  The significance of integrating K-Means clustering 

with different initial centroid selection methods with the Decision Tree data 

mining technique in the diagnosis of heart disease patients is investigated. 

The hybrid model is applied to both investigated datasets using all attributes 

and only non-invasive attribute combinations to identify which data mining 

technique combination will provide better performance in the diagnosis of 

heart disease patients. 

• Building a heart disease expert system risk evaluation tool using 

hybrid data mining model on non-invasive data attributes: A heart 

disease expert system risk evaluation tool is built that uses the rules from a 

two cluster Outlier K-Means clustering Decision Tree applied to non-invasive 

data attributes to help healthcare professionals in the screening of heart 

disease patients. The expert system can act as a community-level screening 

test to identify if a patient is at high or low risk of heart disease. 

1.5 . Thesis Organization 

The thesis is divided into seven chapters. This introductory chapter presents the 

background, problem description, motivation and objectives of this research, the 

contribution to the scientific knowledge, organization of this thesis as well as the 

publications resulting from this thesis. The remaining chapters are:  

• Chapter 2: Technical Background and Literature Review 

• Chapter 3: Applying Data Mining Techniques in Heart Disease Diagnosis 

• Chapter 4: Non-Invasive Attributes Significance in Heart Disease Risk 

Evaluation 

• Chapter 5: Integrating Clustering With Decision Tree in Heart Disease 

Diagnosis 

• Chapter 6: Heart Disease Expert System Risk Evaluation Tool 

• Chapter 7: Conclusions and Future Work 

• Chapter 2 introduces the basic concepts of the topics related to this research. It 

starts with an overview of heart disease mortality rates followed by heart disease 

detection and prevention as well as the heart disease risk evaluation tools. Data 

mining as a step in knowledge discovery is discussed followed by an 
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explanation of data mining techniques and data mining technique performance 

evaluation. Afterwards, data mining applications in healthcare are discussed. 

Finally, applying data mining techniques in the diagnosis of heart disease 

patients and especially using the Cleveland benchmark dataset is reviewed.  

• Chapter 3 presents an investigation to identify the significant attributes needed 

by data mining techniques in the diagnosis of heart disease patients. The 

investigation applies different data mining techniques over two different heart 

disease datasets i.e. Cleveland and Canberra to test if they provide reliable 

results over the two datasets. Then the investigation applies different data 

mining techniques over the different data attributes combinations of the two 

heart disease datasets to identify their significance in the diagnosis of heart 

disease patients. 

• Chapter 4 presents an investigation to identify the significance of non-invasive 

attributes in the diagnosis of heart disease patients. The investigation applies the 

Decision Tree data mining technique to identify which non-invasive attributes 

combination will show the best performance in the diagnosis of heart disease 

patients. The investigation considers the effect of using single, combined and 

calculated non-invasive data attributes on both the Cleveland and Canberra 

datasets in the diagnosis of heart disease patients. 

• Chapter 5 presents an investigation that applies hybrid data mining techniques to 

identify if the hybrid model will show better performance in the diagnosis of 

heart disease patients. It applies K-Means clustering as one of the most popular 

and well-known clustering techniques with different initial centroid selection 

methods and Decision Tree over the Cleveland and Canberra datasets using all 

attributes and non-invasive attribute combinations in the diagnosis of heart 

disease patients.  

• Chapter 6 describes the building of a heart disease expert system risk evaluation 

tool using the results from two cluster Outlier K-Means clustering Decision Tree 

data mining analysis to help healthcare professionals in the diagnosis of heart 

disease patients. The heart disease expert system risk evaluation tool identifies 

the degree of risk of heart disease using non-invasive data attributes. This expert 

system risk evaluation tool can act as a community-level screening test that can 

identify the risk of heart disease as being high or low.  
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• Chapter 7 concludes the main findings of this thesis. It presents the research 

objectives, summarizes the research conclusions followed by discussion of the 

research limitations and future directions. Finally, the main contributions of this 

thesis are presented. 

1.6. Publications Resulting from this Thesis 

This section lists the publications resulting from this thesis. Several of the published 

papers have been cited since their publication. 

•  Refereed journal papers: 

1. Mai Shouman, Tim Turner, Rob Stocker, “Applying k-Nearest Neighbour in 

Diagnosing Heart Disease Patients”,  at the International Journal of Information 

and Education Technology, Vol. 2, No. 3, June 2012.  

2. Mai Shouman, Tim Turner, Rob Stocker,” Integrating Clustering with Different 

Data Mining Techniques in the Diagnosis of Heart Disease”, at the Journal of 

Computer Science and Engineering, Volume 20, Issue 1, August 2013. 

•  Refereed conference papers: 

3. Mai Shouman, Tim Turner, Rob Stocker, “Integrating Naïve Bayes and K-

Means Clustering with Different Initial Centroid Selection Methods in the 

Diagnosis of Heart Disease Patients”, at the International Conference of Data 

Mining & Knowledge Management Process (CKDP) Dubai, United Arab 

Emirates, December 2012. 

4. Mai Shouman, Tim Turner, Rob Stocker, “Integrating Decision Tree and K-

Means Clustering with Different Initial Centroid Selection Methods in the 

Diagnosis of Heart Disease Patients”, at the International Conference on Data 

Mining (DMIN'12), LasVegas, USA, July 2012. 

5. Mai Shouman, Tim Turner, Rob Stocker, “Using Data Mining Techniques In 

Heart Disease Diagnosis And Treatment” at the IEEE Japan-Egypt Conference 

on Electronics, Communications and Computers, Alexandria, Egypt, March 

2012. 

6. Mai Shouman, Tim Turner, Rob Stocker, “Using Decision Tree for Diagnosing 

Heart Disease Patients”, at the Ninth Australasian Data Mining Conference 

(AusDM'11), Ballarat, Australia, December 2011. 
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•  Refereed posters: 

7. Mai Shouman, Tim Turner, Rob Stocker, “Applying data mining techniques in 

diagnosing heart disease patients” poster presentation at the Canberra Health 

Annual Research Meeting, Canberra, Australia, August 2012. 

•  In-preparation journal papers: 

8. Mai Shouman, Tim Turner, Rob Stocker, “Investigating Non-Invasive Attributes 

Significance in the Risk Evaluation of Heart Disease Using Data Mining 

Techniques”, To be submitted to Artificial Intelligence in Medicine in May 

2014. 

9. Mai Shouman, Tim Turner, Rob Stocker, “Building an Expert System for Heart 

Disease Risk Evaluation using Novel Non-Invasive attributes”, To be submitted 

to Expert Systems With Applications in June 2014. 

The following lists materials (or part) of the publications presented in the thesis: 

• Chapter 2: publication [5] 

• Chapter 3: publications [1,6,7] 

• Chapter 4: publication [8] 

• Chapter 5: publications [2,3,4] 

• Chapter 6: publication [9] 
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Chapter 2 

Technical Background and Literature Review 

2.1.  Introduction 

Over the last decade heart disease has been the leading cause of death in the world. 

Heart disease is a critical death cause in all low, middle, and high-income countries. The 

heart disease mortality cases are distributed almost equally for men and women (World 

Health Organization 2011a). The trends of heart disease mortality rates over ten years 

across twenty one different countries show that heart disease remains the main cause of 

death through the period (Tunstall-Pedoe, Kuulasmaa et al. 1999). It is obvious that this 

health challenge has significant impact in terms infrastructure and finance. A clear 

imperative is for early identification of potential victims to develop better health 

outcomes for people and governments.  

Modern computer systems gather huge amounts of data every day through 

automatic recording systems in the health sector from which data mining can extract 

useful knowledge. This chapter provides an overview of heart disease, data mining, and 

current application of data mining techniques for heart disease diagnosis. This chapter 

provides an overview of heart disease, including its mortality rates, its prevention and 

detection, and its risk evaluation. Afterwards it describes data mining as a step in 

knowledge discovery, supervised and unsupervised data mining tasks, data mining 

techniques, and data mining techniques performance evaluation. Data mining 

applications in healthcare are discussed with a review of the application of data mining 

in heart disease diagnosis, and the use of single and hybrid data mining techniques in 

the Cleveland heart disease diagnosis dataset. Finally the chapter summary and 

conclusion is presented  

2.2.  Heart Disease Overview 

Section 2.2 overviews heart disease mortality rates, understanding heart disease, heart 

disease prevention and detection, and heart disease risk evaluation tools. 
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2.2.1. Heart Disease Mortality Rates 

As the leading cause of death in the world (World Health Organization 2011a), the 

World Health Organization (WHO) reported that heart disease mortality cases are 

distributed almost equally for men (3.8 million) and women (3.4 million) (World Health 

Organization 2011b). Heart disease caused 7.25 million deaths representing 12.8% of 

all the deaths (World Health Organization 2013c). Figure 2.1 (adapted from WHO) 

shows the heart disease mortality rates per 1000 around the world.  

Different health organizations reported that heart and respiratory diseases are 

the main cause of death in different continents. The European Public Health Alliance 

reported that heart attacks, strokes and other circulatory diseases account for 41% of all 

deaths (European Public Health Alliance 2013). The Economic and Social Commission 

of Asia and the Pacific reported that in one fifth of Asian countries, most lives are lost 

to non-communicable diseases such as cardiovascular diseases, cancers, diabetes and 

chronic respiratory diseases (ESCAP 2010). The Australian Bureau of Statistics 

reported that heart and circulatory system diseases are the leading cause of death in 

Australia, causing 33.7% of all deaths (Australian Bureau of Statistics 2013). Statistics 

of South Africa reported that heart and circulatory system diseases are the third leading 

cause of death in Africa (Statistics South Africa 2008). The Disease Control Priorities 

Project reported that non-communicable diseases such as cardiovascular heart disease, 

diabetes, cancer, and mental health disorders are causing significant illness, disability, 

and death in the Southern Cone of South America (World Bank Disease Control 

Priorities Project 2013). 

Different countries have also reported that heart disease is a leading cause of 

death showing high mortality rates. For instance, in North America the Center for 

Disease Control and Prevention reported that heart disease is the leading cause of death 

and a major cause of disability in the United States of America causing almost 25% of 

all deaths (Center for Disease Control and Prevention 2014). Another example, in South 

America the Disease Control Priorities Project reported that in Argentina, 

cardiovascular heart disease is the biggest killer causing 18% of total deaths (World 

Bank Disease Control Priorities Project 2013). Similarly in Europe, WHO reported that 

heart disease is the leading cause of death in Spain (33% of all deaths) followed by 

cancer and other chronic diseases (World Health Organization 2013a). Also, in Africa, 
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WHO reported that heart disease is the leading cause of death in Egypt causing 42% of 

all deaths (World Health Organization 2013b). The percentage of people dying from 

heart disease is dependent on the culture lifestyle.  (World Health Organization 2013c). 

 

Figure 2.1: Mortality Rates around the World (adapted from WHO 2011) 

From these health organizations’ statistics, heart disease is confirmed as a 

leading cause of death in the world in different continents and countries regardless of 

their income. 

2.2.2. Understanding Heart Disease 

Section 2.2.1 describes heart disease as the leading cause of death. The mortality rates 

described require an understanding of heart disease. Symptoms differ from one heart 

disease to another, but generally include chest discomfort for a few minutes, pain in the 

jaw, neck, or back, weakness in the stomach, pain in the arms or shoulder, and shortness 

of breath (National Center for Chronic Disease Prevention and Health Promotion 2013). 

Several heart problems make up heart disease including coronary artery disease, heart 

failure and stroke (U.S. Department of Health and Human Services 2005). Section 2.2.2 

discusses several heart diseases. 

Coronary artery disease is a prevalent form of heart disease. It happens when 

the coronary arteries, which supply blood to the heart muscle, become hardened and 

narrowed due to the build-up of plaque on the heart arteries’ inner walls (U.S. 

Department of Health and Human Services 2005). This building-up reduces the blood 
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flow to the heart over time (National Center for Chronic Disease Prevention and Health 

Promotion 2013). Plaque is an accumulation of cholesterol, fat, and other substances 

(U.S. Department of Health and Human Services 2005) and the resultant narrowing in 

the arteries usually causes heart attack (National Center for Chronic Disease Prevention 

and Health Promotion 2013). 

Heart failure is a critical heart condition where the heart cannot pump enough 

blood to the body (National Center for Chronic Disease Prevention and Health 

Promotion 2013). It does not mean that the heart has stopped working, but that the 

body's need for blood and oxygen isn't being met (American Heart Association 2011). It 

occurs when excess fluid collects in the body as a result of heart weakness that leads to 

a build-up of fluid in the lungs, causing swelling of the feet, tiredness, weakness, and 

breathing difficulties (U.S. Department of Health and Human Services 2005). Too much 

alcohol, diabetes, high blood pressure, and previous heart attack can damage the heart 

muscle, leading to heart failure (U.S. Department of Health and Human Services 2005). 

Stroke is another type of heart disease. It occurs because of a blood-clot 

leaving the heart and lodging in the arteries of the brain (American Heart Association 

2013), thus causing a loss of blood supply to a part of the brain that then dies (U.S. 

Department of Health and Human Services 2005). Stroke can result in death or 

disability in walking or talking (U.S. Department of Health and Human Services 2005, 

American Heart Association 2013). One of the main risk factors for stroke is high blood 

pressure or hypertension. If stroke is detected and treated within an hour, this can help 

in preventing death or disability (American Heart Association 2013). 

The World Health Organization reported that at least 80% of heart disease 

could be prevented (World Health Organization 2013c). The U.S Department of Health 

and Human Services reported that if different heart disease conditions are detected at 

the right time, sudden death can be prevented and patients can maintain a good healthy 

life (U.S. Department of Health and Human Services 2005). This clearly identifies the 

need for early detection in different heart disease conditions. 

2.2.3. Heart Disease Prevention and Detection  

Although heart disease is among the most common chronic diseases causing high rate of 

deaths all over the world, it has also been identified as among the most preventable and 

controllable diseases (Centers for Disease Control and Prevention 2013). At least 80% 
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of heart disease could be prevented by healthy diet, regular physical activity, and 

avoidance of tobacco products. These people dying from heart disease have one or more 

major risk factors that are influenced by lifestyle.  (World Health Organization 2013c). 

The main aim of disease detection and prevention is to avoid the disease and to 

interrupt the development of the disease. Prevention activities are performed at three 

levels: primary, secondary and tertiary prevention. Primary prevention is concerned 

with healthy people and how to reduce the risk factors that could result in a diseases’s 

occurrence. Secondary prevention is concerned with the risk factors and early disease 

detection to increase the probability of successful medical treatments. Tertiary 

prevention is concerned with medical treatment of the disease and controlling the risk 

factors. 

Healthy behaviour (primary prevention) and early detection (secondary 

prevention) are two critical elements in controlling heart disease. Healthy behaviour 

plays an important role in controlling the effects of heart diseases (American Heart 

Association 2011, Department of Health & Aging 2012, Centers for Disease Control 

and Prevention 2013). Early detection of heart disease patients can help in recovering 

patients’ health and decreasing the mortality rate from heart disease (Centers for 

Disease Control and Prevention 2013). If proper preventative actions are not taken, then 

it is expected that the number of people dying due to heart disease will increase to reach 

23.3 million by 2030 (Mathers CD 2006, World Health Organization 2011b). 

The World Health Organization (2010) reported that early detection and 

treatment are aimed to reduce progression to severe and costly illness and complications 

of heart disease. The relative success of chronic disease treatments are dependent on the 

early detection of those diseases (Paladugu and Shyu 2010). There is a vital need for 

accurate and systematic tools that provide information for early detection of heart 

disease to identify those patients at high risk (Paladugu and Shyu 2010). 

Regular medical checks (secondary prevention) are important in securing early 

detection and prevention of complications of heart disease (Department of Health & 

Aging 2012). It can be detected by several tests such as chest X-rays, coronary 

angiograms, electrocardiograms, and exercise stress tests (National Center for Chronic 

Disease Prevention and Health Promotion 2013). However, those tests are very costly 
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and require sophisticated equipment and a visit to a medical facility for heart disease 

detection.  

Death rates from heart disease have decreased in North America and many 

western European countries. This decline has been due to early detection of heart 

disease and improved prevention regimes. In particular, reduced cigarette smoking 

among adults and lower average levels of blood pressure and blood cholesterol are 

critical factors for the prevention of heart disease. Unfortunately, it is expected that 82% 

of the future increase in heart disease mortality will occur in developing countries 

(World Health Organization 2013c). The economic circumstances of developing 

countries tend to limit the availability of the sophisticated equipment and medical 

facilities needed to meet the demand for heart disease detection. Approaches that allow 

early detection with less sophisticated equipment at a broader, community level may 

provide assistance in meeting that demand at lower cost. Community screening tests are 

one of the main opportunities of secondary prevention of heart disease (Kotnik 2010). 

2.2.4. Heart Disease Risk Evaluation  

There is a strong need worldwide for health maintenance services such as lifestyle 

education and screening tests in pharmacies to help enhancing patients’ healthcare 

(Tang 2008). Community screening tests can help in early detection of heart disease and 

hence enhancing monitoring and managing patient’s health. Recent researches has 

focused on discovering new specific, sensitive and cheap screening tests (Kotnik 2010). 

There is obviously a need for accurate, systematic tools that identify those patients at 

high risk and provide information for early intervention (Paladugu and Shyu 2010). 

Heart disease can be detected by several tests as electrocardiogram, stress tests, and 

cardiac angiograms. However these tests are expensive, require specialist equipment 

and therefore cannot be used as community screening tests. This clearly identifies a 

need to find less expensive tests that can be conducted as community screening.  

It is widely accepted that age, gender, high blood pressure, smoking, 

cholesterol, and diabetes are the major risk factors for developing cardiovascular disease 

(Cupples and D’Agostino 1987). Heart disease risk factors also include obesity, left 

ventricular hypertrophy, and family history of heart disease (The Expert Panel 1994). 

The age and gender attributes are the most significant factors in the risk evaluation of 

heart disease (Cupples and D’Agostino 1987, The Expert Panel 1994). Moreover 
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obesity is a significant independent predictor of heart disease for different age groups 

(Hubert, Feinleib et al. 1983). 

 The Framingham Heart Disease Risk Evaluation (idiomatically, the 

Framingham test) uses those factors to identify the degree of risk for the patient. The 

researchers used extensive physical examinations and lifestyle interviews that they later 

analyzed for common patterns related to heart disease development (Framingham Heart 

Study 2013). The estimated heart disease event rates are used to quantify risk and to 

guide preventive care (D'Agostino, Vasan et al. 2008). 

The Australian Absolute Cardiovascular Risk Calculator (idiomatically, the 

absolute risk calculator) has been developed for use by general practitioners, health 

workers, physicians, and health care professionals to help them in assessing the risk of 

cardiovascular disease in adults (National Heart Foundation of Australia 2009). It is 

developed from data extracted from large cohort studies and derived from the 

Framingham test study. The calculator evaluates the numerical probability of a 

cardiovascular event occurring within a five-year period. It reflects a person's overall 

risk of developing cardiovascular heart disease replacing the traditional method that 

considers various risk factors, such as high cholesterol or high blood pressure, in 

isolation. It is recommended for use in Australian primary care. The absolute risk 

calculator uses age, gender, systolic blood pressure, total cholesterol, diabetes and 

smoking status to identify if a patient is at high, moderate or low risk of heart disease 

(National Heart Foundation of Australia 2009). 

Although the test and the absolute risk calculator help in identifying patients at 

risk of heart disease, there is not clearly known performance accuracy for them. Brindle, 

Emberson et al. established the predictive accuracy of the Framingham test for heart 

disease for twenty four towns in British population showing that 2.8% (95% confidence 

interval 2.4% to 3.2%) died from coronary heart disease compared with 4.1% predicted 

(Brindle, Emberson et al. 2003). In other research, Brindle, McConnachie et al. 

investigated the accuracy of the Framingham test for different socio-economic groups 

showing that the ratio of predicted to observed cardiovascular mortality rate was 0.56 

(95% confidence interval [CI] = 0.52 to 0.60), a relative underestimation of 44% 

(Brindle, McConnachie et al. 2005). 
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The Framingham test and the absolute risk calculator use various scores that 

need blood tests prior to using the evaluation tool. These scores may be difficult to 

implement where there are limited resources available. Hence, there is a need to 

simplify the Framingham test attributes so that affordable detection strategies can be 

implemented (Bitton and Gaziano 2010). For instance, the Framingham test and the 

absolute risk calculator use total cholesterol for calculating the risk evaluation of heart 

disease. The total cholesterol is the sum of cholesterol in the blood. It needs a blood test 

to identify the total cholesterol level before being able to use either test (U.S department 

of health and human services 2005). Using the cholesterol, an invasive attribute, limits 

the ability of using the tests for the risk evaluation of heart disease. 

The Framingham test and the absolute risk calculator use a set of invasive and 

non-invasive attributes in the risk evaluation heart disease patients. Although non-

invasive attributes are easily known and low cost attributes, the use of only non-

invasive attributes in the risk evaluation heart disease patients has not been investigated 

before. Moreover, if non-invasive attributes show significant performance in the risk 

evaluation of heart disease patients then this investigation would be of great benefit to 

the early detection of heart disease. 

Techniques that fall into the field of data mining are being applied to consider 

exactly these kinds of questions. Section 2.3 looks at data mining to see how these 

techniques work and what assistance they can provide to heart disease detection. 

2.3.  Overview of Data Mining 

Modern computer systems gather huge amounts of data every day through automatic 

recording systems in various sectors. Although there are huge amounts of stored data, 

the knowledge is buried within it (Bramer 2007), leading to the need for powerful data 

analysis tools. Researchers describe this state as being data rich and knowledge poor 

(Han and Kamber 2006), suggesting deeper analysis to extract useful knowledge. Such 

knowledge can lead to important discoveries in science; for example, it can enable 

scientists to predict weather and natural disasters, or make the difference between life 

and death of a patient (Han and Kamber 2006, Bramer 2007) 
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Although data mining has been used for more than two decades, its potential 

for detecting hidden knowledge is only recently being realized. Several researchers 

agreed that data mining lies at the interface of other research fields such as statistical 

analysis, database technology, pattern recognition, machine learning, data visualization, 

and expert systems (Fayyad 1997, Lee, Liao et al. 2000, Thuraisingham 2000, 

Obenshain 2004).The intersection between three main disciplines including databases, 

machine learning, and pattern recognition is shown in Figure 2.2.  

 
Figure 2.2: Data Mining and Intersecting Disciplines 

Data mining can be defined from different prespectives. Fayyad (1997) 

describes data mining as the extraction of previously unknown, useful, and meaningful 

information from large amounts of data and defines data mining to be “a process of 

nontrivial extraction of implicit, previously unknown and potentially useful information 

from the data stored in a database” (Fayyad 1997). Scales and Embrechts (2002) define 

data mining as attempting to discover hidden patterns where these patterns are hidden 

and are difficult to detect with traditional statistical methods (Scales and Embrechts 

2002).  Han and Kamber (2006) agreed and added that data mining is an essential step 

in knowledge discovery (Han and Kamber 2006). Sitar-Taut, Zdrenghea et al. (2009) 

added that data mining is exploring very large datasets with the aim of seeking new 

patterns and relationships between variables and generalizing these relationships in a 

new model, formula, or decision tree (Sitar-Taut, Zdrenghea et al. 2009). These 

definitions of data mining allow us to conclude that data mining is the extraction of 
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useful knowledge from large amounts of data to identify hidden and unknown patterns, 

relationships and knowledge. 

2.3.1. Data Mining as a Step in Knowledge Discovery 

Data mining is one of the important steps in the knowledge discovery process to extract 

useful and meaningful knowledge and information. However, to extract knowledge 

from data, pre-processing steps are required. These steps involve data cleaning and 

integration, data selection and transformation, data mining, and data evaluation and 

presentation - see Figure 2. 3 (Han and Kamber 2006, Bramer 2007).  

Data cleaning and integration is the first step in the knowledge discovery where 

noisy and irrelevant data are removed from the data source. Multiple data sources can 

be combined to form one data source. The second step is data selection and 

transformation where the data that are relevant to the knowledge discovery are selected 

and retrieved from the database. The selected data are then transformed into an 

appropriate form suitable for knowledge discovery. The third step is data mining which 

is responsible for extracting useful patterns and relationships from the data. Data mining 

techniques are used to explore data and retrieve meaningful knowledge. The fourth step 

is data evaluation and representation where the patterns and relationships are evaluated 

to identify the true and interesting ones. These patterns and relationships are formally 

presented (Zaïane 1999, Han and Kamber 2006, Bramer 2007). 

 

20 
 



Prototype Development of a Novel Heart Disease Risk Evaluation Tool Using Data Mining Analysis 
Mai Shouman                                          Chapter 2: Technical Background and Literature Review 

 

Figure 2.3: The Knowledge Discovery Steps 

2.3.2. Supervised and Unsupervised Data Mining Tasks 

The goal of data mining is to learn from data. There are two broad categories of data 

mining tasks: supervised and unsupervised learning as shown in Figure 2.4 (Matkovsky 

and Nauta 1998, Obenshain 2004, Maimon and Rokach 2010).  
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Figure 2.4: Data Mining Tasks and Techniques 

In supervised learning, a training set is used to learn model parameters 

(Obenshain 2004). It is used when values of input variables are used to make 

predictions about another target variable with known values (Matkovsky and Nauta 

1998). In unsupervised learning there is no training set used (Obenshain 2004). It refers 

to modelling the distribution of instances in a typical, high-dimensional input space 

(Maimon and Rokach 2010). Two types of supervised learning data mining techniques 

are classification and prediction. Two types of unsupervised learning data mining 

techniques are association and clustering as shown in Figure 2.4 (Han and Kamber 

2006, Bramer 2007, Maimon and Rokach 2010). 

Classification data mining applications are supervised learning data mining 

tasks that predict categorical (discrete and unordered) values of the target attribute given 

the input data.  The target attribute is a set of pre-defined classes e.g. excellent, very 

good, good, bad, and very bad (Maimon and Rokach 2010). If the target attribute’s 

values are two values (such as healthy and sick), this is called binary classification. If 

the target attribute has multiple possible values (for example, car, bicycle, person, bus 

and taxi then this is called multi-class classification (Bramer 2007). For example, a bank 

can use the customers’ details such as age, gender, income, and job to categorize the 

home loan of those customers’ applications to be safe or at risk. Such a classification is 

a binary classification, as the target attribute has two values, as shown in Figure 2.5.  

Similarly, a medical doctor can classify blood pressure patients’ cases based on some 

attribute such as age, weight, smoking status, and systolic blood pressure to take 

treatment A, or treatment B, or treatment C. This classification is a multi-class 

classification as shown in Figure 2. 6.    

Data Mining Tasks 

Unsupervised Learning Supervised 
 

Classification Prediction Association Clustering 
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Figure 2.5: Binary and Multi-Class Classification Data Mining Example 

Prediction data mining applications predict continuous valued functions of the 

target attribute given the input data. The target attribute is a continuous real value 

domain (Maimon and Rokach 2010). For example, a supermarket that wants to predict 

its profit in a subsequent month having recorded the profits for previous months. The 

profit value is a continuous function and its likely future values are estimated by 

prediction data mining (see Figure 2.6).   

 

Figure 2.6: Prediction Data Mining Example 

The association data mining application finds the relationship and rules that are 

associated with the values of some attributes of the variables (Han and Kamber 2006). 

Extracting rules and relationships from a dataset is called association rule mining 

A prediction 
data mining 
as the sales 
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(Bramer 2007).  Association rule mining allows overlapping between patterns to 

efficiently search the solution space. It enables users to extract all the patterns that 

satisfy some predefined constraints in the dataset (Gupta 2010). For example, market 

basket analysis extracts the association rules between re-occurring items in a customer’s 

shopping list. In Figure 2.7, the customers that buy bread also buy eggs or milk. These 

rules help the supermarket management to arrange their products to help increase their 

sales and profit.  

 
Figure 2.7: Association Rule Data Mining Example 

The clustering data mining applications are unsupervised data mining tasks that 

group items with similar features together (Han and Kamber 2006, Bramer 2007). It 

combines objects with related or similar properties in one group and combines different 

or unrelated objects in other groups. The distance between the instances in the same 

cluster is called intra-clustering distance. The distance between different clusters is 

called inter-clustering distance (Tan, Steinbach et al. 2006).  In applying clustering data 

mining it is important to identify the number of clusters into which we wish to group the 

data. The number of clusters is usually a small number between two and six but it could 

be larger in some applications (Bramer 2007). For example, an insurance company can 

cluster its customers based on their age, policy purchased or income into two clusters 

(see Figure 2. 8). 
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Figure 2.8: Clustering Data Mining Example 

2.3.3. Data Mining Techniques 

Various data mining techniques are applied depending on whether classification, 

prediction, association or clustering tasks are required. The focus of this thesis is the 

application of classification techniques that assist healthcare professionals to identify 

patients at risk of heart disease. Classification data mining techniques include: Decision 

Tree, Naïve Bayes, k-Nearest Neighbour, Support Vector Machine, and Neural 

Networks. 

Decision Tree is a widely used data mining technique in classification 

problems due to its reliable performance and rules extraction ability (Bramer 2007). The 

Decision Tree creates a flow chart to represent a classification tree of the data. This tree 

is a sequence of simple questions that trace the path to the answer or the classification 

value (Moore, Jesse et al. 2001). The Decision Tree is based on top-down induction 

where decision tree rules are extracted by repeatedly splitting the values of the different 

attributes in the dataset. The Decision Tree uses the training data to extract decision tree 

rules then applies those rules to any instance in the testing data to classify it (Han and 

Kamber 2006). The extracted rules help in understanding how a testing instance is 

classified. There are different types of Decision Trees: information gain, gini index, and 

gain ratio (Han and Kamber 2006, Bramer 2007).  

Naïve Bayes is one of the most successful and widely-used classification data 

mining techniques (Bramer 2007). It does not extract rules as does the Decision Tree 
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but it uses mathematical probability theory (Han and Kamber 2006). The name Naïve is 

based on class conditional independence. Class conditional independence assumes that 

the effect of an attribute value on a given class is independent of the values of the other 

attributes (Bramer 2007). Naïve Bayes techniques calculate the prior probability of the 

target attribute and the conditional probability of the remaining attributes. The prior and 

conditional probability is calculated for the training data. Then, for each testing instance 

in the testing dataset, the probability is calculated with each of the target attribute 

values. The target attribute value with the largest probability is then selected (Han and 

Kamber 2006, Bramer 2007). 

K-Nearest Neighbour (KNN) is one of the most simple and straight forward 

data mining techniques. It is called Memory-Based Classification as the training 

examples need to be in the memory at run-time (Alpaydin 1997). KNN is different from 

Decision Tree that extracts rules and Naïve Bayes that uses probability. KNN uses 

learning by analogy, which compares a given testing instance with the training instances 

to find the similarity between them. This similarity is calculated by measuring the 

distance between the testing instance and all the training instances. The K-Nearest 

instances are used to calculate the target value of the testing instance (Han and Kamber 

2006, Bramer 2007). 

Support Vector Machine is a successful and accurate data mining technique for 

classification problems. It transforms the training data using non-linear mapping into a 

higher dimensional area (Han and Kamber 2006). It separates data into classes based on 

a hyper-plane with maximum margin. It searches for the optimal hyper-plane between 

classes to create the support vectors (Han and Kamber 2006, Sajda 2006).The Support 

Vector Machine is a highly accurate classification data mining technique. However, it 

suffers from slow processing when training with a large set of data (Han and Kamber 

2006). 

Neural Networks are another successful data mining technique used in 

classification problems. It is a set of input and output units with connections between 

them (Han and Kamber 2006). The connections between the inputs are weighted to 

provide the desired output. During the training phase, the network learns by adjusting 

the weights to be able to predict the correct class label of the output (Piction 2000). The 

advantage of Neural Networks is the ability to tolerate to noisy data and to classify 

instances on which they have not been trained (Han and Kamber 2006). The 
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disadvantage of Neural Networks is that is they are a ‘black box’ with limited 

representational power and only linear classifiers can be constructed (Krose and Smagt 

1996). 

 Chapter 3 discusses the data mining techniques applied in this research.                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                 

2.3.4. Data Mining Techniques Performance Evaluation 

As different data mining techniques can be applied to the problem or dataset, it is 

important to compare the results of different data mining techniques to apply the best 

one to the task at hand. To measure the stability of the data mining techniques, the data 

is divided into training and testing data with 10-fold cross validation. Cross validation 

reduces the potential for the training to skew the data mining techniques’ accuracy 

through peculiarities in the training data (Bramer 2007). The training dataset allows the 

data mining techniques to learn from these data. The testing dataset is used to evaluate 

the performance of the data mining technique in relation to what is learned from the 

training dataset. To evaluate the performance of the data mining techniques the 

sensitivity, specificity, and accuracy are calculated.  

Sensitivity is the proportion of positive instances that are correctly classified as 

positive.  For example, in the case of a doctor needing to identify if patients are sick or 

healthy, then the sensitivity is the proportion of sick people that are actually classified 

as sick.  Equation 2.1 shows how the sensitivity is calculated. Specificity is the 

proportion of negative instances that are correctly classified as negative. Thus, for the 

doctor, the specificity is the proportion of healthy people that are classified as healthy. 

Equation 2.2 shows how the specificity is calculated. Accuracy is the proportion of 

instances that are correctly classified. Again, for the doctor, it is the proportion of the 

sick people that are identified as sick and the healthy people that are identified as 

healthy (Han and Kamber 2006, Bramer 2007). Equation 2.3 shows how the accuracy is 

calculated.   

Sensitivity = True Positive / Positive                                                    (Equation 2.1)              

Specificity = True Negative / Negative                                                 (Equation 2.2)                    

Accuracy = (True Positive + True Negative) / (Positive + Negative)   (Equation 2.3)              

To measure the stability of every data mining technique, the average and 

standard deviation of the sensitivity, specificity, and accuracy are calculated. A t-test is 
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calculated to identify which data mining technique demonstrates better performance. T-

test is a well-known statistical method that is used to identify the significance of the 

performance of different data mining techniques (Fayyad and Keki 1992). 

2.4.  Data Mining Applications in Healthcare 

Data mining researchers have long been concerned with the application of tools to 

facilitate and improve data analysis on large, complex datasets. The current challenge is 

to make data mining and knowledge discovery systems applicable to a wider range of 

domains (Shillabeer and Roddick 2006). Data mining is rapidly growing successfully in 

a wide range of applications such as analysis of organic compounds, financial 

forecasting, medical diagnosis and weather forecasting. A supermarket can mine its data 

to optimize targeting high value customers to increase its profits. Doctors can mine their 

data to predict the probability that a cancer patient will respond to chemotherapy thus 

reducing health care costs and improving health care quality (Bramer 2007). The task 

for data mining researchers is to manipulate data mining technologies to make them 

applicable to the specific requirements of clients, for example, the healthcare sector 

(Ashby and A.Smith 2005) 

Data mining in healthcare is an emerging field of high importance for 

providing diagnosis and prognosis and a deeper understanding of medical data. Data 

mining applications in healthcare include analysis of health care centres for better health 

policy-making and prevention of hospital errors, early detection and prevention of 

diseases and preventable hospital deaths, more value for money and cost savings in 

healthcare delivery, and detection of fraudulent insurance claims (Ruben 2009). Medical 

data mining has great potential for exploring the hidden patterns in the datasets of the 

medical domain. Data mining attempts to solve real world health problems in diagnosis 

and treatment of diseases (Liao and Lee 2002).  

The major challenge presented by health and medicine is to develop a 

technology that can provide trusted hypotheses based on measures that can be relied 

upon in medical health research and applied in a clinical environment (Ashby and 

A.Smith 2005). In medical decision making (classification, diagnosing, etc.), there are 

many situations when decisions must be made effectively and reliably (Podgorelec, 

Kokol et al. 2002). The discovery of various theoretical implications from training 

datasets is a difficult process, depending on the researcher’s experience, abilities, and 
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intuition (Helma, Gottmann et al. 2000). Even the best experts are sometimes 

overwhelmed by the accumulated data where people’s information storing, managing, 

and computing capabilities are poor in comparison with machines. Data mining can be 

used to help health professionals in decision making (Helma, Gottmann et al. 2000, 

Podgorelec, Kokol et al. 2002). 

Researchers are using data mining techniques in the medical diagnosis of 

several diseases such as diabetes (Porter and Green 2009), stroke (Panzarasa, Quaglini 

et al. 2010), cancer (Li L 2004), and heart disease (Das, Turkoglu et al. 2009). 

Motivated by the increasing mortality rates of heart disease, researchers are using 

several data mining techniques to help healthcare professionals in the diagnosis of heart 

disease patients. 

2.5.  Data Mining in Heart Disease 

Heart disease professionals store significant amounts of patients’ data. This offers the 

opportunity to analyse these datasets to extract useful knowledge. Researchers are using 

statistical analysis and data mining techniques to help healthcare professionals to 

identify patients at risk of heart disease.  

Statistical analyses have identified the risk factors associated with heart disease 

to be age, blood pressure, smoking habit (Heller, Chinn et al. 1984), total cholesterol 

(Wilson, D'Agostino et al. 1998),   diabetes (Simons, Simons et al. 2003), hypertension, 

family history of heart disease (Salahuddin and Rabbi 2006), obesity, and lack of 

physical activity (Shahwan-Akl 2010). Knowledge of the risk factors associated with 

heart disease helps health care professionals to identify patients at high risk of having 

heart disease.  

Data mining is an effective tool in analysing data to extract useful knowledge 

(Helma, Gottmann et al. 2000, Podgorelec, Kokol et al. 2002). Researchers have been 

using data mining techniques to extract significant patterns and find relationships 

between different variables in heart disease dataset. Patil and Kumaraswamy (2009) 

proposed an efficient approach for the extraction of significant patterns from the heart 

disease warehouses for heart attack prediction. They used maximal frequent item set 

algorithm with k-means clustering algorithm to extract frequent patterns from the heart 

disease dataset. The results show that cholesterol, blood pressure, and blood sugar levels 

are significant factors for heart disease diagnosis (Patil and Kumaraswamy 2009).  
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2.5.1. Using Data Mining Techniques in Heart Disease Diagnosis 

Researchers have been applying different data mining techniques to help health care 

professionals in the diagnosis of heart disease patients (Helma, Gottmann et al. 2000, 

Podgorelec, Kokol et al. 2002). The most frequently used data mining techniques focus 

on classification such as Naïve Bayes, Decision Tree, and K-Nearest Neighbour. Other 

data mining techniques also focusing on classification are Kernel Density, Neural 

Network Automatically Defined Groups, Bagging Algorithm, Sequential Minimal 

Optimization, Direct Kernel Self-Organizing Map, and Support Vector Machine. Table 

2.1 shows a comparison of various researchers of different data mining techniques and 

their accuracy in the diagnosis of heart disease.  

Herron (Herron 2004) shows that best results are achieved by Support Vector 

Machine followed by Naïve Bayes and Decision Tree with accuracies of 83.6%, 

83.37%, and 77.56% respectively. Palaniappan and Awang (Palaniappan and Awang 

2007) show that best results are achieved by Naïve Bayes, followed by Decision Trees, 

and Neural Network with accuracies of 95%, 94.93%, and 93.54% respectively. These 

research results are showing very high accuracies compared to the same data mining 

techniques applied in other research (Table 2.1). Rajkumar and Reena (Rajkumar and 

Reena 2010) show that best results are achieved by Naive Bayes, followed by Decision 

List and K-Nearest Neighbour with accuracies of 52.33%, 52%, and 45.67% 

respectively. This research results are showing very low accuracies (essentially, chance) 

compared to the same data mining techniques applied in other research (Table 2.1).  

Lakshmi, Krishna et al. (Lakshmi, Krishna et al. 2013) show that best results are 

achieved by Decision Tree, followed by K-Nearest Neighbour, K Means, and Support 

Vector Machine with accuracies of 84.68 %, 83.95 %, 80.29 %, and 78.10 % 

respectively.  These variable results in data mining technique performance can be 

explained by the fact that different heart disease datasets have been used. 

Researchers have been applying data mining techniques over different heart 

disease datasets. Each of these datasets has its own input and output attributes. For 

instance, Yan et al., applied a multi-layer perceptron on a Chinese heart disease dataset. 

The input attributes involved age, gender, dizziness, weakness, chest pain, blood 

pressure and heart rate while the output attribute was one of five types of heart disease 

(Yan, Zheng et al. 2003). Other researchers used the Cleveland dataset whose input 
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involves age, sex, resting blood pressure, cholesterol level, and exercise included angina 

while its output is a binary attribute indicating the presence of heart disease or not. The 

different input variables mean that different indicators are influential in diagnosis. The 

different output variables constrain the type of analysis that can be made of the data. 

Table 2.1: Research Sample of Data Mining Techniques in Heart Disease Diagnosis 

Author/Year Technique Accuracy 

(Hall 2000) 
Naïve Bayes 83.24% 

K Nearest Neighbour 82.12% 

Decision Tree 75.32% 

(Yan, Zheng et al. 2003) Multilayer Perceptron 63.6% 

(Herron 2004) 

Support Vector Machine 83.6% 

J4.8 Decision Tree 77.56% 

Naïve Bayes 83.37% 

(Andreeva 2006) 

Naïve Bayes 78.56 % 

Decision Tree 75.73 % 

Neural network 82.77 % 

Sequential minimal optimization 84.07 % 

Kernel density 84.44 % 

(Polat , Sahan et al. 2007) Fuzzy-AIRS–k-nearest neighbour 87% 

(Palaniappan and Awang 2007) 

Naïve Bayes 95% 

Decision Trees 94.93% 

Neural Network 93.54% 

(De Beule, Maesa et al. 2007) Artificial neural network 82% 

(Tantimongcolwat, Naenna et al. 

2008) 

Direct kernel self-organizing map 80.4% 

Multilayer Perceptron 74.5% 

(Hara and Ichimura 2008) Automatically Defined Groups 67.8% 
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Author/Year Technique Accuracy 

Immune Multi-agent Neural Network 82.3% 

(Sitar-Taut, Zdrenghea et al. 2009) 
Naïve Bayes 62.03% 

Decision Trees 60.40% 

(Tu, Shin et al. 2009) Bagging algorithm 81.41% 

(Das, Turkoglu et al. 2009) Neural network ensembles 89.01% 

(Rajkumar and Reena 2010) 
Naive Bayes 52.33% 

K nearest neighbour 45.67% 

Decision list 52% 

(Srinivas, Rani et al. 2010) Naïve Bayes 84.14% 

One Dependency Augmented Naïve Bayes 80.46% 

(Kangwanariyakul, Nantasenamat 

et al. 2010) 

Back-propagation neural network 78.43% 

Bayesian neural network 78.43% 

Probabilistic neural network 70.59% 

Linear support vector machine 74.51% 

Polynomial support vector machine 70.59% 

Radial basis function support vector machine 60.78% 

(Kumari and Godara 2011) 

RIPPER 81.08% 

Decision Tree 79.05% 

Artificial Neural Network 80.06% 

Support Vector Machine 84.12% 

(Soni, Ansari et al. 2011) 

Weighted Associative Classifier 57.75% 

Classification based on Association Rule 

(CBA) 
58.28% 

Classification based on Multiple Class-

Association Rules (CMAR) 
53.64% 

Classification based on Predictive 

Association Rules (CPAR) 
52.32% 
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Author/Year Technique Accuracy 

(Abdullah and Rajalaxmi 2012) 
Decision Tree 50.67 % 

Random Forest 63.33 % 

(Rajeswari, Vaithiyanathan et al. 

2013) 

Neural Network 80.53% 

J4.8 Decision Tree 77.89% 

Support Vector Machine 84.16% 

Feature Selection with Neural Network 84.49% 

Feature Selection with Decision Tree 84.16% 

Feature Selection with Support Vector 

Machine 
87.46% 

(Lakshmi, Krishna et al. 2013) 

Support Vector Machine 78.10 % 

Decision Tree 84.68 % 

K Nearest Neighbour 83.95 % 

K mean  

 

80.29 % 

(Pandey, Pandey et al. 2013) 

COBWEB 1.98% 

EM 81.51% 

Farthest First 73.59% 

Make Density Based Clusters  81.51% 

Simple K-Means 80.85% 

Decision Tree, Naïve Bayes and K-Nearest Neighbour are the three most 

common data mining techniques used in the diagnosis of heart disease patients. There is 

a need to identify if one data mining technique can show the best performance on 

different datasets. Each data mining technique is compared over different heart disease 

datasets showing different levels of accuracy (see Table 2.2).  

Decision Tree is compared over different heart disease datasets showing 

different levels of accuracy ranging from 50.67 % to 94.93% (see Table 2.2). The 

Decision Tree (Herron 2004, Kumari and Godara 2011, Rajeswari, Vaithiyanathan et al. 

2013) using the Cleveland heart disease dataset shows accuracies of 77.56%, 79.05%, 

and 77.89% respectively. The slight difference in the Decision Tree performance on the 

same dataset reported by the three researchers is because of the type of decision tree 
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used or the discretization method used by each researcher. There is not always enough 

information about the discretization method used in each research. 

Naïve Bayes is compared over different heart disease datasets showing 

different levels of accuracy ranging from 52.33% to 95% (see Table 2.2). The Naïve 

Bayes (Hall 2000, Herron 2004, Srinivas, Rani et al. 2010) using the Cleveland heart 

disease dataset shows accuracies of 83.24%, 83.37%, and 84.14%respectively. The 

slight difference between the Naïve Bayes performance on the same dataset reported by 

the three researchers is because of the type of discretization method used by each 

researcher.  

K-Nearest Neighbour is compared over different heart disease datasets 

showing different levels of accuracy ranging from 45.67% to 83.95 % (see Table 2.2).  

Table 2.2: Same Data Mining Technique for Different Heart Disease Datasets 

Technique Author/year Dataset Accuracy 

Decision Trees 

(Herron 2004) 
Cleveland Heart disease dataset 
303 instances with 15 medical 

attributes 
77.56% 

(Andreeva 2006) Heart disease dataset 75.73 % 

(Palaniappan and 
Awang 2007) 

Cleveland Heart disease dataset 
909 instances with 15 medical 

attributes 
94.93% 

(Sitar-Taut, Zdrenghea 
et al. 2009) 

The DB contained 10 attributes 
and 303 instances. 

60.40% 

(Kumari and Godara 
2011) 

Cleveland Heart disease dataset 
303 instances with 15 medical 

attributes 
79.05% 

(Abdullah and 
Rajalaxmi 2012) Coronary Heart Disease Dataset 50.67 % 

(Rajeswari, 
Vaithiyanathan et al. 

2013) 

Cleveland Heart disease dataset 
303 instances with 15 medical 

attributes 
77.89% 

(Lakshmi, Krishna et al. 
2013) 

Cleveland Heart disease dataset 
2268 instances 

84.68 % 
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Technique Author/year Dataset Accuracy 

 

Naïve Bayes 

(Hall 2000) Cleveland Heart disease dataset 
303 instances 

83.24% 

(Herron 2004) Cleveland Heart disease dataset 
303 instances 

83.37% 

(Andreeva 2006) Heart disease database 78.563 % 

(Palaniappan and 
Awang 2007) 

Cleveland Heart disease dataset 
909 instances with 15 medical 

attributes 
95% 

(Sitar-Taut, Zdrenghea 
et al. 2009) 

The DB contained 10 attributes 
and 303 instances. 

62.03% 

(Rajkumar and Reena 
2010) 

The Heart disease database 
contained 3000 instances and 14 

attributes. 
52.33% 

(Srinivas, Rani et al. 
2010) 

The database used was obtained 
from the UCI repository. 
Supervised discretization 

84.14% 

 

 

K-Nearest Neighbour 

(Hall 2000) Cleveland Heart disease dataset 
303 instances 

82.12% 

(Rajkumar and Reena 
2010) 

The Heart disease database 
contained 3000 instances and 14 

attributes. 
45.67% 

(Lakshmi, Krishna et al. 
2013) 

Cleveland Heart disease dataset 
2268 instances 

83.95 % 

The difference in the single data mining technique accuracy over different 

datasets raises an important question: “Are there a specific data attributes that help data 

mining techniques enhance performance in the diagnosis of heart disease patients?” 

This is why the single data mining technique shows different performance on different 

datasets.   

The previous discussion demonstrates that data mining techniques show 

different results over different datasets. The single data mining technique compared 

over different heart disease datasets also shows different levels of accuracy. Thus, it is 

difficult to compare different data mining techniques applied over different datasets. 

However, a defacto benchmark dataset has emerged in the literature: the Cleveland 

Heart Disease Dataset (CHDD http://archive.ics.uci.edu/ml/datasets/Heart+Disease). 

Results of trials on this dataset do allow formal comparison. 
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2.5.2. Using Single and Hybrid Data Mining Techniques in Cleveland Heart 

Disease Diagnosis 

Section 2.5.1 shows that it is difficult to compare the performance of different data 

mining techniques. The development and distribution of the CHDD improves the 

comparison of the performance of different data mining techniques (Hara and Ichimura 

2008). Table 2.3 illustrates a sample of data mining techniques used in the diagnosis of 

heart disease on the CHDD. Palaniappan and Awang investigated applying Decision 

Tree, Naïve Bayes and K-Nearest Neighbour on the Cleveland heart disease dataset 

showing very high results (Table 2.2). The Cleveland heart disease dataset used in this 

research contains 909 rows, however the Cleveland heart disease dataset used by all 

other researchers contain 303 rows. There is not any explanation given by the 

researchers how the 909 rows were created from the original 303 rows. This anomalous 

size of the dataset and the very high accuracy results are unusual and so are discarded 

from the comparison.  

When comparing different single data mining techniques together K-Nearest 

Neighbour demonstrates the best results followed by Naïve Bayes, Bagging Algorithm 

and Decision Tree (see Table 2.3). Although Decision Tree shows less accuracy than K-

Nearest Neighbour (by approximate 2%), Decision Tree has the ability to explain how a 

decision is made by its decision rules. K-Nearest Neighbour and Naïve Bayes do not 

explain how the decision was made as they are based on Euclidian distance and 

probability.  

Hybrid data mining techniques improve the data mining techniques’ accuracies 

in the diagnosis of heart disease patients as shown in Table 2.3. For instance, Polat et al. 

(Polat , Sahan et al. 2007) use Fuzzy Artificial Immune Recognition System and K-

Nearest Neighbour with accuracy of 87% in the detection of heart disease patients 

(Table 2.3).  Das, Turkoglu et al. (Das, Turkoglu et al. 2009) use Neural Network 

Ensembles showing accuracy of 89.01% (Table 2.3). Rajeswari, Vaithiyanathan et al. 

(Rajeswari, Vaithiyanathan et al. 2013)use Feature Selection with Neural Network, 

Decision Tree, and Support Vector Machine data mining techniques showing that this 

integration could enhance accuracy in the diagnosis of heart disease patients. Ozsen and 

Gunes applied genetic algorithms with artificial immune systems showing accuracy of 

87% (Ozsen and Gunes 2009 )  (Table 2.3) . 
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Comparison of single and hybrid data mining techniques with the CHDD 

shows different accuracies, with the hybrid techniques showing better accuracy than 

single techniques (see Table 2.3). The best accuracy achieved using single data mining 

technique is 82.12%% by K-Nearest Neighbour (Hall 2000). However, the best 

accuracy achieved using hybrid data mining technique is 89.01% by Neural Network 

Ensembles (Das, Turkoglu et al. 2009). These results suggest that hybridized data 

mining techniques are more accurate in the diagnosis of heart disease patients. 

Table 2.3: A Sample of Data Mining Techniques Used on the Cleveland Heart Disease 
Dataset 

Type Author/ Year Technique Accuracy 

 

 

 

Single 

(Hall 2000) K-Nearest Neighbour 82.12% 

(Cheung 2001) 
Decision Tree 81.11% 

Naïve Bayes 81.48% 

(Tu, Shin et al. 2009) 
J4.8 Decision Tree 78.9% 

Bagging algorithm 81.41% 

 

Hybrid 

 

 

 

(Polat , Sahan et al. 2007) Fuzzy-AIRS – K-Nearest 
Neighbour 87% 

(Parthiban and Subramanian 
2007) 

Coactive Neuro-Fuzzy Inference 
System 

Mean Square Error is 
0.000842 

(Das, Turkoglu et al. 2009) Neural Network Ensembles 89.01% 

 

(Ozsen and Gunes 2009 ) Genetic Algorithms with 
Artificial Immune System 87% 

(Rajeswari, Vaithiyanathan 
et al. 2013) 

Feature Selection with Neural 

Network 
84.49% 

Feature Selection with Decision 

Tree 
84.16% 

Feature Selection with Support 

Vector Machine 
87.46% 

2.6.  Chapter Summary and Conclusion 

This chapter shows that in the last decade heart disease has been the leading cause of 

death all over the world. Data mining can extract useful knowledge from huge amounts 

of data in the health sector. Motivated by the high mortality rates of heart disease and 
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the availability of large amounts of stored data, researchers are applying different data 

mining techniques to help health care professionals in diagnosing and identifying 

patients at risk of heart disease. 

From the literature, two main facts are evident. The first is that single data 

mining techniques implemented over different datasets show different levels of 

accuracies. Thus there are some data characteristics or data attributes that are useful in 

improving data mining techniques’ performance in the diagnosis of heart disease 

patients. The second element is that recently researchers are suggesting that integrating 

more than one data mining technique helps in enhancing diagnostic accuracy. There are 

already ‘calculators’ used for screening that are based on statistically-derived indicators. 

Can data mining analysis offer alternative insights for the development of such 

calculators, particularly if specific indicators (non-invasive attributes) are used? From 

reviewing the literature of applying different data mining techniques in the diagnosis of 

heart disease patients, different research questions arise: 

1. From a data mining perspective, what are the important attributes for heart 

disease risk evaluation (diagnosis)? 

2. Is different data mining techniques’ performance reliable (showing 

consistent results) across different heart disease datasets’ attributes? 

3. Can integrating hybrid data mining techniques increase performance across 

different heart disease datasets? 

4. Can a non-invasive attributes prototype for heart disease risk evaluation be 

developed using data mining analysis? 

The research project described in this thesis investigates developing a 

prototype for heart disease risk evaluation using data mining analysis. It applies 

different data mining techniques over two different heart disease datasets and on 

different attribute combinations of the two heart disease datasets. This investigation 

identifies the important attributes needed by data mining techniques in the diagnosis of 

heart disease patients. Integrating clustering with data mining techniques is examined to 

identify which data mining technique combination will provide better accuracy in the 

diagnosis of heart disease patients on the whole datasets and on different attributes 

combinations of the two heart disease datasets. Finally, the research develops a heart 

disease risk evaluation tool to help healthcare professionals in identifying patients at 

high risk of heart disease.  
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The next chapter describes the application of different data mining techniques 

over two heart disease datasets to determine if they provide reliable results. The data 

mining techniques used include Decision Tree, Naïve Bayes, and K-Nearest Neighbour 

as common and successful data mining techniques applied to different heart disease 

datasets. These data mining techniques are applied to the benchmark Cleveland heart 

disease dataset and to a new Canberra heart disease dataset. The Canberra heart disease 

dataset is larger than the Cleveland heart disease dataset and contains different attributes 

than that in the Cleveland dataset. Finally, the same data mining techniques are applied 

over different attribute combinations of both datasets to identify the significant 

attributes required for data mining techniques in the diagnosis of heart disease patients 

and a preferred data mining technique when using limited sets of attributes for this task. 
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Chapter 3 

Applying Data Mining Techniques in Heart 

Disease Diagnosis 
3.1.  Introduction 

The conducted literature review in the previous chapter clearly demonstrates the 

limitations of the single data mining technique implemented over different datasets: 

results with different levels of accuracy by the same technique on different datasets. The 

single data mining technique showed different results across different datasets due to 

several causes. These causes involve different data distribution of each dataset as well 

as different data attributes and characteristics for each dataset. The variable results of 

different data mining techniques across different heart disease datasets is unhelpful as it 

does not demonstrate a clear guidance on how to improve the performance of different 

data mining techniques.  Different data mining techniques are applied to help healthcare 

professional in the diagnosis of heart disease. Decision Tree, Naïve Bayes, and K-

Nearest Neighbour are three common successful data mining techniques applied to 

different heart disease datasets for diagnosis. The discussion identifies that some data 

characteristics or data attributes enhance the performance of data mining techniques in 

the diagnosis of heart disease patients.  

This chapter describes the application of different data mining techniques over 

two heart disease datasets to determine if they provide reliable results (see Figure 3.1). 

The data mining techniques used are the Decision Tree, Naïve Bayes, and K-Nearest 

Neighbour. Applying these data mining techniques to the benchmark Cleveland heart 

disease dataset establishes base-line accuracy for each technique. Applying the same 

data mining techniques to the larger Canberra data examines whether they achieve 

reliable results on the larger dataset. The different data mining techniques results are 

compared over the two heart disease datasets to identify if each technique provides 

reliable results. Finally, the same data mining techniques are then compared when 

applied over all attributes of each dataset, the common attributes, and the Principle 

component analysis (PCA) attributes of both datasets (see Figure 3.2). This empirical 

approach identifies some significant attributes required for data mining techniques in 
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the diagnosis of heart disease patients and a preferred data mining technique when using 

limited sets of attributes for this task. 

 

Figure 3.1: Applying Data Mining Techniques on Different Heart Disease Datasets 

 

Figure 3.2: Applying Different Data Mining Techniques on Different Heart Disease 

Datasets Attributes  
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3.2.  Applied Data Mining Techniques 

Data attributes of heart disease datasets are divided into categorical (discrete) and 

continuous data attributes. The discrete data attributes correspond to nominal, binary 

and ordinal variables. For example, the health status attribute values are high, medium 

and low risk. Continuous data attributes correspond to integer, interval-scaled and ratio-

scaled variables. For example, blood pressure attribute values are continuous values. 

Some data mining techniques such as Decision Tree and Naïve Bayes cannot deal with 

continuous attributes (Bramer 2007). Hence continuous attributes need to be converted 

into discrete ones through a process called discretization (Dougherty, Kohavi et al. 

1995).  

Discretization methods are classified as supervised or unsupervised 

(Dougherty, Kohavi et al. 1995). Unsupervised discretization methods do not make use 

of class membership information during the discretization process (e.g. equal-width 

interval and equal-frequency discretization methods). Supervised discretization methods 

use the class labels for carrying out discretization process (e.g. chi-merge and entropy) 

(Kotsiantis and Kanellopoulos 2006). Dougherty et al. (1995) carried out a comparative 

study between two unsupervised (equal frequency and equal width) and two supervised 

(chi-merge and entropy) discretization methods using 16 datasets. They demonstrate 

that differences between the classification accuracies achieved by different 

discretization methods are not statistically significant (Dougherty, Kohavi et al. 1995). 

Different discretization methods involving equal frequency, equal width, chi-merge and 

entropy were implemented with Decision Tree, Naïve Bayes and K-Nearest Neighbour 

on the Cleveland heart disease dataset to identify which discretization method would 

show the better performance. The results show that the equal frequency discretization 

method is the most reliable (see Appendix B section 1 for more details).  

Equal frequency discretization is used as a pre-processing step before applying 

any of the different data mining techniques to convert the continuous heart disease 

attributes to discrete attributes. Equal frequency discretization is a popular and 

successful unsupervised discretization method (Bramer 2007). The equal frequency 

algorithm determines the minimum and maximum values of the discretized attribute, 

sorts all values in ascending order, and divides the range into five intervals so that every 

interval contains the same number of sorted values (Dougherty, Kohavi et al. 1995).  
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3.2.1. Decision Tree 

There are different types of Decision Trees. The difference between them is the 

mathematical model that is used in selecting the splitting attribute in extracting the 

Decision Tree rules. The most common and successful type is the gain ratio Decision 

Tree (Quinlan 1986, Cieslak, Hoens et al. 2012). The Gain Ratio Decision Tree is a 

relationship between entropy (Information Gain) and splitting information (discussed 

below). 

The entropy (Information Gain) approach selects the splitting attribute that 

minimizes the value of entropy, thus maximising the Information Gain. To identify the 

splitting attribute of the Decision Tree, one must calculate the Information Gain for each 

attribute and then select the attribute that maximizes the Information Gain.  The 

Information Gain for each attribute is calculated using Equation 3.1 (Han and Kamber 

2006, Bramer 2007):  

E = ∑ Pi log2 Pik
i=1                                                            (Equation 3.1) 

Where k is the number of classes of the target attribute 

Pi is the number of occurrences of class i divided by the total number of 

instances (i.e. the probability of i occurring). 

The Information Gain measure is biased toward tests with many outcomes. 

That is, it prefers to select attributes having a large number of values (Han and Kamber 

2006). To reduce the effect of the bias resulting from the use of Information Gain, a 

variant known as Gain Ratio was introduced by the Australian academic Ross Quinlan 

(Bramer 2007). Gain Ratio adjusts the Information Gain for each attribute to allow for 

the breadth and uniformity of the attribute values using Equation 3.2.  

Gain Ratio = Information Gain / Split Information               (Equation 3.2) 

Where the split information is a value based on the column sums of the 

frequency table (Bramer 2007). 

After extracting the Decision Tree rules, reduced error pruning is used to prune 

the extracted decision rules. Reduced error pruning is one of the fastest pruning 

methods and known to produce both accurate and small decision rules (Esposito, 
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Malerba et al. 1997). Applying reduced error pruning provides more compact decision 

rules and reduces the number of extracted rules.  

3.2.2. Naïve Bayes 

Naïve Bayes classifiers show high accuracy and speed when applied to large datasets 

(Han and Kamber 2006). The Naïve Bayes technique is easy to implement, not needing 

any complicated iterative parameter estimation schemes. The Naïve Bayes technique is 

based on probability theory and seeks to find the most likely possible classification 

(Wu, Kumar et al. 2007).  

Naïve Bayes classifiers are statistical; that is, they can predict class 

membership on the basis of statistical probabilities (Han and Kamber 2006). Naïve 

Bayes classification is based on Bayes’ theorem. It assumes that the effect of an 

attribute value on a given class is independent of the values of the other attributes. This 

assumption is called class conditional independence. This assumption is made to 

simplify the computations involved and, in this sense, is considered “naïve” (Han and 

Kamber 2006, Bramer 2007).  

Naive Bayes classification calculates the prior probability of the target attribute 

and the conditional probability of the remaining attributes (Han and Kamber 2006, 

Bramer 2007). For the training data, the prior and conditional probability is calculated.  

For each testing instance in the testing dataset, the probability is calculated with each of 

the target attribute values and the target attribute value with the largest probability is 

then selected. The probability of the testing instance for the target attribute value is 

calculated using Equation 3.3:  

P(v = ci) = P(ci)  × � P �aj =  vj�class = ci�
n

j=1
            (Equation 3.3) 

Where v is the testing instance, ci is the target attribute value, aj is a data 

attribute and vj is its value (Bramer 2007). 

3.2.3. K-Nearest Neighbour 

K-Nearest Neighbour is one of the most simple and straight forward data mining 

techniques. It is called a Memory-Based Classification as the training examples need to 

be in the memory at run-time (Alpaydin 1997). 
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If a is the first instance denoted by (a1, a2, a3,…an) and b is the second instance 

denoted by (b1, b2, b3, …bn), the distance between them is calculated using Equation 

3.4: 

 �(a1 − b1)2 + (a2 − b2)2 + … (an − bn)2                                 (Equation 3.4)  

K-Nearest Neighbour usually deals with continuous attributes. However, it can 

also deal with discrete attributes. When dealing with discrete attributes, if the attribute 

values for the two instances a2, b2 are different, the difference between them is equal to 

one otherwise it is equal to zero.  

A major problem when dealing with the Euclidean distance formula is that the 

large value frequency swamps the smaller ones. For example, in heart disease records, 

the cholesterol measure (mg/dl) ranges between 100 and 190 while the age measure 

(years) ranges between 40 and 80. So, the influence of the cholesterol measure will be 

greater than the age. To overcome this problem, the continuous attributes are 

normalized so that they have the same influence on the distance measure between 

instances. To normalize the value “a1” of the attribute “A” using Equation 3.5:  

 a1= (a1- min) / (max – min)                                                   (Equation 3.5) 

Where min is the minimum value of the attribute A, and max is the maximum 

value of the attribute A (Bramer 2007). 

Although K-Nearest Neighbour can deal with the continuous and discrete 

attributes, however all the continues attributes are discretised before applying K-Nearest 

Neighbour for consistency with the Decision Tree and Naïve Bayes data mining 

techniques that cannot deal with continuous attributes. 

3.3.  Cleveland and Canberra Heart Disease Datasets 

The benchmark dataset used in this study is the Cleveland Clinic Foundation Heart 

disease dataset (available at http://archive.ics.uci.edu/ml/datasets/Heart+Disease). The 

dataset involves 13 data attributes (Table 3.1). The dataset contains 303 rows of which 

297 are complete. Six rows contain missing values and they are removed from the 

experiments. The used Cleveland heart disease dataset is shown in Appendix A Table 1. 
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Table 3.1: Cleveland Heart Disease Data Attributes 

Name Type Description 

Age Continuous Age in years 

Sex Discrete 
1 = male 

0 = female 

Cp Discrete 

Chest pain type: 

1 = typical angina 

2 = atypical angina 

3 = non-angina pain 

4 =asymptomatic 

Trestbps Continuous Resting blood pressure in (mm Hg) 

Chol Continuous Serum cholesterol in (mg/dl) 

Fbs Discrete 

Fasting blood sugar > 120 in (mg/dl): 

1 = true 

0 = false 

Restecg Discrete 

Resting electrocardiographic results: 

0 = normal 

1 = having ST-T wave abnormality 

2 =showing probable or defined left ventricular 

hypertrophy 

Thalach Continuous Maximum heart rate achieved 

Exang Discrete 

Exercise induced angina: 

1 = yes 

0 = no 

Old peak ST Continuous Depression induced by exercise relative to rest 

Slope Discrete 

The slope of the peak exercise segment : 

1 = up sloping 

2 = flat 

3= down sloping 

Ca Discrete 
Number of major vessels colored by fluoroscopy 

that ranged between 0 and 3. 
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Name Type Description 

Thal Discrete 

3 = normal 

6= fixed defect 

7= reversible defect 

Diagnosis Discrete 

Diagnosis classes: 

0 = healthy 

1= patient who is subject to possible heart 

disease 

The comparison dataset used in this study is obtained from the cardiology 

department of the Canberra Hospital, Canberra, Australia. The dataset involves 13 data 

attributes (Table 3.2).These data attributes were identified by professional cardiology 

professor, Leonard Arnolda, as significant attributes for heart disease diagnosis from 

within the patient records maintained by the cardiology department. The dataset 

contains 864 rows of which 250 are healthy and 614 are sick. Although the data is taken 

from cardiology hospital, there are healthy patients that were thought to have heart 

disease but the medical checks proved that they did not. Data mining techniques need to 

have proportional balance in the target attribute (Diagnosis) (Han and Kamber 2006). 

An unbalanced percentage of the target attribute will lead the data mining technique to 

be more likely to use the high percentage attribute value (Bramer 2007). The benchmark 

dataset contains 54% records of healthy patients and the remainder of sick patients. So, 

records were selected from the Canberra dataset to match this proportion for comparison 

investigations. Random selections from the patient records identified as sick were made 

to create 460 rows of which 250 are healthy and 210 are sick.  Ten different random 

selections of the main Canberra heart disease dataset (864row) are made to maintain 

consistency when applying data mining techniques and there is no difference in 

accuracy found in the different random combinations. The used Canberra heart disease 

dataset is shown in Appendix A Table 2. 

The continuous attributes in both the Cleveland and Canberra heart disease 

datasets are discretised using the equal frequency discretisation method. The continuous 

attributes are discretised into five equal frequency discretisation (for more details see 

Appendix A Table 3). 
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Table 3.2: Canberra Heart Disease Data Attributes 

Name Type Description 

Age Continuous Age in years 

Sex Discrete 
1 = male 

0 = female 

Postcode Continuous Residential Post Code 

Height Continuous Height in centimetres 

Weight Continuous Weight in kilogram 

Diastole Continuous 
Left Ventricle Diastole in 

centimetres 

Systole Continuous 
Left Ventricle Systole in 

centimetres 

Resting Heart Rate Continuous 
Resting Heart Rate in 

(bpm) 

Peak Heart Rate Continuous 
Peak Heart Rate in (bpm) 

using treadmill  

Resting Blood Pressure High Continuous 
Resting Blood Pressure in 

(mm Hg) 

Resting Blood Pressure Low Continuous 
Resting Blood Pressure in 

(mm Hg) 

Peak Blood Pressure High Continuous 
Peak Blood Pressure in 

(mm Hg) using treadmill 

Peak Blood Pressure Low Continuous 
Peak Blood Pressure in 

(mm Hg) using treadmill 

Diagnosis Discrete 

Diagnosis classes: 

0 = healthy 

1= patient who is subject 

to possible heart disease 

Each of the Cleveland and Canberra heart disease datasets are divided into 10-

fold cross-validation training and testing datasets. The sensitivity, specificity, and 

accuracy for each data mining technique over each of the ten testing datasets of both 

Cleveland and Canberra heart disease dataset are calculated. Afterwards the mean and 
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standard deviation of the sensitivity, specificity, and accuracy for each data mining 

technique is calculated. 

3.4.  Applying Data Mining Techniques on All Attributes to both 

Datasets 

Decision Tree, Naïve Bayes and K-Nearest Neighbour data mining techniques are 

applied using all the attributes on the Cleveland heart disease dataset.  The different data 

mining techniques are coded using Visual Studio in a purpose-built analysis program. 

Different values of K for K-Nearest Neighbour have been used. The mean and standard 

deviation of sensitivity, specificity, and accuracy in the diagnosis of heart disease using 

different data mining techniques are shown in Table 3.3. The mean accuracy of the 

different data mining techniques ranged between 76.5% and 83.5%. Naïve Bayes shows 

the highest mean accuracy of 83.5% (standard deviation of 5.2%) as shown in Table 

3.3. 

Table 3.3: Applying Data Mining Techniques on Cleveland Heart Disease 
Dataset (All Attributes) 

Data Mining 
Technique 

Sensitivity Specificity Accuracy 

Mean St Dev Mean St Dev Mean St Dev 

Decision Tree 75.6% 6.1% 81.6% 12.1% 79.1% 5.8% 

Naïve Bayes 78% 13.8% 80.8% 12.6% 83.5% 5.2% 

KNN K=1 69.2% 16.3% 77.8% 13.5% 76.5% 9.7% 

KNN K=9 78.6% 8.9% 84.5% 5.9% 83.4% 2.7% 

KNN K=19 76.7% 10.7% 85.1% 7.5% 83.2% 4.1% 

Naïve Bayes achieves best results followed by K-Nearest Neighbour and 

Decision Tree on the Cleveland heart disease data (all attributes). K=9 is showing better 

accuracy than other values in K-Nearest Neighbour.  

The same data mining techniques are applied using all the attributes on the 

Canberra heart disease dataset. The mean and standard deviation of sensitivity, 

specificity, and accuracy in the diagnosis of heart disease using different data mining 

techniques are shown in Table 3.4. The mean accuracy of the different data mining 
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techniques ranged between 58.8% and 68.9%. Naïve Bayes is showing mean accuracy 

of 75.4% (standard deviation of 9.1%) as shown in Table 3.4. 

Table 3.4: Applying Data Mining Techniques on Canberra Heart Disease Dataset (All 

Attributes) 

Data Mining 
Technique 

Sensitivity Specificity Accuracy 
Mean St Dev Mean St Dev Mean St Dev 

Decision Tree 67.7% 13.6% 64.5% 18% 68.9% 7.8% 

Naïve Bayes 65.9% 15.1% 76.8% 23.1% 75.4% 9.1% 

KNN K=1 64.2% 19% 57% 17.1% 58.8% 8.6% 

KNN K=9 41.9% 20% 85.5% 15.3% 68.8% 8.6% 

KNN K=19 45.1% 22.2% 83.5% 15.1% 68.6% 10% 

Naïve Bayes achieves the best results followed by Decision Tree and K-

Nearest Neighbour on the Canberra heart disease dataset (all attributes). K=9 is showing 

better accuracy than other values in K-Nearest Neighbour.  

Comparison of results from applying different data mining techniques using all 

the attributes in the Cleveland and Canberra heart disease datasets, shows that different 

techniques provide reliable results. Some difference in mean accuracy of techniques 

across the two datasets is evident. The results show the difference in mean accuracy 

across the two heart disease datasets. Naïve Bayes shows the least difference in mean 

accuracy of 8.1%, followed by Decision Tree and K-Nearest Neighbour (Table 3.5). 

The Cleveland and Canberra heart disease datasets have different data 

attributes but different techniques still demonstrate reliable performance. (A t-test 

between different comparative results is presented in the next chapter.) This is evidence 

that there could be common or corresponding attributes between the two datasets that 

are influential in diagnosis. It reinforces the strong need for deeper mapping and 

understanding of the Cleveland and Canberra heart disease dataset attributes.  
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3.5.  Mapping between Cleveland and Canberra Heart Disease Datasets 

The Cleveland and Canberra heart disease datasets (see Appendix A) have the same 

number of attributes (as shown in Table 3.5) but record different data. The datasets have 

297 and 460 rows respectively. The percentage of healthy and sick patients in the two 

datasets is made equivalent as discussed earlier and shown in Table 3.5.  

Table 3.5: Cleveland and Canberra Data Analysis 

Description Cleveland Canberra 
No of independent attributes 13 13 

No of Rows 297 460 

No of Healthy Patients 162 (54%) 250 (54%) 

No of Sick Patients 138 (46%) 210 (46%) 

Section 3.4 identifies the possibility of common or equivalent attributes. The 

issue is how the different data attributes are equivalent or corresponding. It is evident 

that there are three equivalent data attributes (age, sex, and peak heart rate) (Table 3.6). 

The resting blood pressure in the Cleveland dataset corresponds to the resting blood 

pressure high and low in the Canberra dataset. 

It appeared that there could be some attributes in the Cleveland heart disease 

dataset that map to other attributes in the Canberra dataset. However, cardiology 

specialists confirmed four common attributes: age; sex; peak heart rate; and resting 

blood pressure. From analysis it is evident that there is no mapping between the 

remaining attributes in both Cleveland and Canberra heart disease datasets. The set of 

four common attributes raises an important question: “What is the effect of applying 

different data mining techniques on the four common attributes from the Cleveland and 

Canberra heart disease datasets?” 
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Table 3.6: Mapping of Cleveland and Canberra Dataset Attributes 

Cleveland Data 
Attributes Mapping Canberra Data 

Attributes 
Age 

 Age 
Sex Sex 

Peak Heart Rate Peak Heart Rate 

Resting Blood Pressure 
 Resting Blood Pressure 

High 
Resting Blood Pressure 

Low 

Resting 
electrocardiographic 

 
 
 

Diastole: Left Ventricle 
Diastole Pressure 
SYSTOLE:  Left 
Ventricle Systole 

Pressure slope of the peak 
exercise segment 

Exercise induced angina Resting Heart Rate 

Old peak:  Depression 
induced by exercise 

relative to rest 

Peak Blood Pressure 
High 

Peak Blood Pressure 
 Chest Pain Postcode 

Cholesterol Height 

Fasting Blood Sugar 

Weight Number of major vessels 
coloured by fluoroscopy 

Thal 

Diagnosis  
Diagnosis 

3.6. Applying Data Mining Techniques on the Common Attributes to 

both Datasets 

As different data mining techniques are showing reliable results across the Cleveland 

and Canberra datasets, this suggests the possible significant effect of the attributes that 

are common to both datasets in the diagnosis of heart disease patients. The four 

common data attributes in each dataset are age, sex, peak heart rate and resting blood 

Same as 

Corresponds 

  

             

              No Mapping 

 

Same as 
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pressure. Section 3.6 describes using Decision Tree, Naïve Bayes and K-Nearest 

Neighbour data mining techniques over the four common attributes for diagnosis of 

heart disease patients. The techniques are first applied to the four common attributes of 

the Cleveland heart disease dataset. The mean and standard deviation of sensitivity, 

specificity, and accuracy in the diagnosis of heart disease using different data mining 

techniques are shown in Table 3.7. The mean accuracy ranged between 60.5% and 

72.4%. Naïve Bayes shows the highest mean accuracy of 72.4% (standard deviation of 

8.2%).  

Table 3.7: Applying Data Mining Techniques on Cleveland Heart Disease 
Dataset (Common Attributes) 

Data Mining 
Technique 

Sensitivity Specificity Accuracy 

Mean St Dev Mean St Dev Mean St Dev 

Decision Tree 61.2% 17.6% 76.7% 11.9% 69.6% 7.5% 

Naïve Bayes 65% 16.4% 71.2% 12.6% 72.4% 8.2% 

KNN K=1 81% 12.2% 41.7% 18.5% 61.2% 10% 

KNN K=9 70.1% 12.2% 48.3% 21.1% 60.5% 11.9% 

KNN K=19 83% 10.1% 44.2% 19% 63% 10% 

Naïve Bayes achieves best results followed by Decision Tree and K-Nearest 

Neighbour on Cleveland heart disease common data attributes. K=19 shows better 

accuracy than other values in K-Nearest Neighbour.  

The three data mining techniques are then applied to the Canberra heart disease 

dataset. The mean and standard deviation of sensitivity, specificity, and accuracy of 

different data mining techniques are shown in Table 3.8. The mean accuracy ranged 

between 62.2% and 75.1% (Table 3.8). Decision Tree shows the highest mean accuracy 

of 75.1% (standard deviation of 6.6%) followed by Naïve Bayes and K-Nearest 

Neighbour. K=1 shows better accuracy than other values in K-Nearest Neighbour. 

Comparison of different data mining techniques demonstrates reliable results 

on Cleveland and Canberra heart disease common data attributes. These results are 

based on 10-fold cross validation. Table 3.9 shows the difference in mean accuracy of 

each data mining technique across the two heart disease datasets. Better results are 

54 
 



Prototype Development of a Novel Heart Disease Risk Evaluation Tool Using Data Mining Analysis 
Mai Shouman                     Chapter 3: Applying Data Mining Techniques in Heart Disease Diagnosis 

 

obtained on the Canberra common data attributes over the Cleveland common data 

attributes (Table 3.9). 

Table 3.8: Applying Data Mining Techniques on Canberra Heart Disease 

Dataset (Common Attributes) 

Data Mining Technique 
Sensitivity Specificity Accuracy 

Mean St Dev Mean St Dev Mean St Dev 

Decision Tree 70.4% 14.5% 73.4% 18.8% 75.1% 6.6% 

Naïve Bayes 67% 19.1% 72.6% 21.9% 73.3% 6% 

KNN K=1 61.5% 17% 71.3% 15% 67.2% 11.7% 

KNN K=9 19.3% 10.6% 97% 8% 63.3% 12.3% 

KNN K=19 16.6% 10.1% 98.2% 5.4% 62.2% 13.5% 

 

Table 3.9: Comparing Different Data Mining Techniques Accuracy on Cleveland and 

Canberra Heart Disease Datasets (Common Attributes) 

Data Mining 
Technique 

Mean Accuracy 

Difference in Mean 
Accuracy 

Cleveland 
Common Data 

Attributes 

Canberra 
Common Data 

Attributes 

Decision Tree 72.4% 75.1% 2.7% 

Naïve Bayes 69.6% 73.3% 3.4% 

KNN  63% 67.2% 4.2% 

That applying different data mining techniques on the common Cleveland and 

Canberra heart disease datasets is showing reliable results raises a question of the 

performance of different data mining techniques across the important attributes in both 

Cleveland and Canberra heart disease datasets.  Principal component analysis (PCA) 

identifies the significant variables in a large subset of variables (Jolliffe 2002). Jabbar et 

al., applied PCA as a feature selection method with neural network showing significant 

result in the diagnosis of heart disease patients (Deekshatulu and Chandra 2013). Giri et 
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al., used PCA for feature sub-set selection with four different data mining techniques 

(Support Vector Machine, Gaussian Mixture Model, Probabilistic Neural Network and 

K-Nearest Neighbor) in Coronary Artery disease  detection showing that this integration 

enhanced data mining techniques accuracy (Giri, Rajendra Acharya et al. 2013). In the 

next section, the performance of different data mining techniques across the PCA 

attributes in the Cleveland and Canberra heart disease datasets is discussed. 

3.7. Applying Data Mining Techniques on the PCA Attributes to both 

Datasets 

The approach of the principal component analysis (PCA) is essentially to fit a lower-

dimensional subspace from a larger one. PCA is a powerful tool for reducing a number 

of observed variables into a smaller number of artificial variables. PCA identifies the 

most important variables from all the observed variables by using multivariate data 

analysis to transform a number of possibly correlated variables into a smaller number of 

variables (Shlens 2005). PCA is used as a predictor of criterion variables in subsequent 

analyses (Jolliffe 2002). PCA is one of the most important results from applied linear 

algebra and one of its most common uses is as the first step in trying to analyse large 

data sets (Richardson 2009). The weka software is used to extract the PCA attributes for 

both Cleveland and Canberra heart disease datasets. 

The PCA data attributes in the Cleveland heart disease dataset are Thalach, 

Exang, Oldpeak, Slope, and Thal. Section 3.7 describes applying Decision Tree, Naïve 

Bayes and K-Nearest Neighbour data mining techniques over the PCA attributes for 

diagnosis of heart disease patients. The mean and standard deviation of sensitivity, 

specificity, and accuracy in the diagnosis of the Cleveland heart disease using different 

data mining techniques are shown in Table 3.10. The mean accuracy ranged between 

68.3% and 79.3%.  

Naïve Bayes shows the highest mean accuracy of 79.3% (standard deviation of 

5.5%) when using PCA attributes as shown in Table 3.11. Naïve Bayes achieves best 

results followed by K-Nearest Neighbour and Decision Tree on Cleveland heart disease 

PCA data attributes. K=19 shows better accuracy than other values in K-Nearest 

Neighbour.  
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Table 3.10: Applying Data Mining Techniques on Cleveland Heart Disease 
Dataset (PCA Attributes) 

Data Mining 
Technique 

Sensitivity Specificity Accuracy 

Mean St Dev Mean St Dev Mean St Dev 

Decision Tree 62.8% 16.4% 81.7% 12.4% 76.6% 5% 

Naïve Bayes 67.2% 28.1% 75.4% 16.5% 79.3% 5.5% 

KNN K=1 63.1% 31.5% 53.3% 27.5% 68.3% 8.6% 

KNN K=9 65.8% 21.9% 79.8% 9.1% 78.4% 4.1% 

KNN K=19 66.3% 22.2% 81.1% 9.2% 79.2% 4.1% 

The PCA data attributes in the Canberra heart disease dataset are age, height, 

weight, peak heart rate, and peak blood pressure high. The three data mining techniques 

are applied to the Canberra PCA heart disease dataset. The mean and standard deviation 

of sensitivity, specificity, and accuracy of different data mining techniques are shown in 

Table 3.11. The mean accuracy ranged between 55.8% and 70.8% (Table 3.11).  

Table 3.11: Applying Data Mining Techniques on Canberra Heart Disease Dataset 
(PCA Attributes) 

Data Mining Technique Sensitivity Specificity Accuracy 

Mean St Dev Mean St Dev Mean St Dev 

Decision Tree 57% 12.9% 75.2% 15.7% 67.4% 10.5% 

Naïve Bayes 64.7% 16.1% 71.3% 23% 70.8% 9% 

KNN K=1 28.2% 14.3% 93.8% 6.3% 64% 10.5% 

KNN K=9 9.5% 7.7% 99.4% 1.8% 58.3% 14.4% 

KNN K=19 3% 3.3% 99.2% 1.7% 55.8% 14.5% 

Naïve Bayes shows the highest mean accuracy of 70.8% (standard deviation of 

9%) followed by Decision Tree and K-Nearest Neighbour as shown in Table 3.12. K=1 

shows better accuracy than other values in K-Nearest Neighbour. 

Comparison of different data mining techniques demonstrates reliable results 

on Cleveland and Canberra heart disease PCA data attributes. Table 3.12 shows the 

difference in mean accuracy of each data mining technique across the two heart disease 
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datasets. Better results are obtained on the Cleveland PCA data attributes over the 

Canberra PCA data attributes (Table 3.12). 

Table 3.12: Comparing Different Data Mining Techniques Accuracy on Cleveland and 

Canberra Heart Disease Datasets (PCA Attributes) 

Data Mining 
Technique 

Mean Accuracy 
Difference in Mean 

Accuracy Cleveland PCA 
Data Attributes 

Canberra PCA 
Data Attributes 

Decision Tree 76.6% 67.4% 9.2% 

Naïve Bayes 79.2% 70.8% 8.4% 

KNN  79.3% 
 64% 15.3% 

3.8. Comparing Cleveland and Canberra Different Attributes 

Combinations 

Comparing the different data mining techniques on Cleveland heart disease dataset 

(including all, common and PCA data attributes), two main issues are discussed here. 

The first issue is the stability of different data mining techniques across different 

Cleveland and Canberra heart disease datasets. The stability of data mining technique is 

its ability to show reliable performance across different datasets as well as across 

different data attributes. The second issue is the different attributes datasets ability in the 

diagnosis of heart disease patients. 

   When investigating the different data mining techniques accuracy on 

Cleveland and Canberra heart disease dataset (including all, common and PCA data 

attributes), Naïve Bayes is showing the best mean accuracy on Cleveland (all, common, 

and PCA) data attributes and Canberra (all and PCA) as shown in Table 3.13. However 

Decision Tree is showing the best accuracy on the Canberra common data attributes 

(Table 3.13). K-Nearest Neighbour is showing the least accuracy on Cleveland common 

data attributes and Canberra (all, common, and PCA) data attributes (Table 3.13). 
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Table 3.13: Comparing Different Data Mining Techniques Accuracy on Cleveland and 

Canberra Heart Disease Datasets (All, Common, and PCA) Attributes 

Dataset Data Mining 
Technique 

Mean Accuracy 

All Data 
Attributes 

Common Data 
Attributes PCA 

Attributes 

Cleveland 

Decision Tree 79.1% 69.6% 76.6% 

Naïve Bayes 83.5% 72.4% 79.3% 
K-Nearest 
Neighbour 83.4% 63% 79.3% 

Canberra 

Decision Tree 68.9% 75.1% 67.4% 

Naïve Bayes 75.4% 73.3% 70.8% 

K-Nearest 
Neighbour 68.8% 67.2% 64% 

When comparing the difference in accuracy between the Decision Tree and 

Naïve Bayes on the Cleveland and Canberra (all, common and PCA) data attributes, the 

difference in mean accuracy ranged between 1.8% and 6.5% as shown in Table 3.14. 

When investigating the t-test significance between the Decision Tree and Naïve Bayes 

on the Cleveland and Canberra (all, common and PCA) data attributes, the difference 

for Naïve Bayes or Decision Tree is significance in all cases (Table 3.14). Naïve Bayes 

is significantly better than Decision Tree on Cleveland (all, common, and PCA) data 

attributes and Canberra (all and PCA) data attributes while Decision Tree is 

significantly better than Naïve Bayes on the Cleveland common data attributes. 

When comparing the different data mining techniques stability performance on 

Cleveland heart disease dataset (including all, common and PCA data attributes) the 

mean accuracy difference ranged between -2.5% and -20.4% (Table 3.15). Comparing 

all attributes and common data attributes Decision Tree shows the least decrease in 

accuracy of 9.5%. However, the Naïve Bayes and K-Nearest Neighbour show a 

decrease of 11.1% and 20.4% respectively (Table 3.15). Comparing all attributes and 

the PCA attributes Decision Tree shows the least decrease in accuracy of 2.5%. 

However, both the Naïve Bayes and K-Nearest Neighbour show a decrease of 4.2% 

59 
 



Prototype Development of a Novel Heart Disease Risk Evaluation Tool Using Data Mining Analysis 
Mai Shouman                     Chapter 3: Applying Data Mining Techniques in Heart Disease Diagnosis 

 

(Table 3.15). Decision Tree is the most stable data mining technique for accuracy 

followed by Naïve Bayes and K-Nearest Neighbour.  

Table 3.14: T-Test Significance between Decision Tree and Naïve Bayes Accuracy on 

Cleveland and Canberra Datasets (All, Common, and PCA) Attributes 

Dataset 
Cleveland Canberra 

Decision 
Tree Naïve Bayes Decision 

Tree 
Naïve 
Bayes 

All Data 
Attributes 

Mean 
Accuracy 79.1% 83.5% 68.9% 75.4% 

Accuracy 
Difference 4.4% 6.5% 

T-Test 
Yes (t = -9.78, p <= 0.05, 

degree of freedom=300) 
Yes (t = 11.63, p <= 0.05 ,  
degree of freedom = 460) 

Common 
Data 

Attributes 

Mean 
Accuracy 69.6% 72.4% 75.1% 73.3% 

Accuracy 
Difference 2.8% 1.8% 

T-Test Yes (t = -4.364, p <= 0.05, 
degree of freedom=300) 

Yes (t = 4.136, p <= 0.05 ,  
degree of freedom = 460) 

PCA 
Attributes 

Mean 
Accuracy 76.6% 79.3% 67.4% 70.8% 

Accuracy 
Difference 2.7% 3.4% 

T-Test Yes (t = -6.29, p <= 0.05, 
degree of freedom=300) 

Yes (t = -5.27, p <= 0.05 ,  
degree of freedom = 460) 

When comparing the different data mining techniques on Canberra heart 

disease dataset (including all, common and PCA data attributes) the mean accuracy 

difference ranged between +6.2% and -5.2% (Table 3.15). Comparing all attributes and 

common data attributes Decision Tree shows an increase in accuracy of 6.2%. However, 

the Naïve Bayes and K-Nearest Neighbour show a decrease of 2.1% and 1.6% 

respectively (Table 3.15). Comparing all attributes and the PCA attributes Decision 

Tree shows the least decrease in accuracy of 1.5%. The Naïve Bayes and K-Nearest 

Neighbour show a decrease of 4.6% and 5.2% respectively (Table 3.15). The Decision 

Tree results are very interesting. It requires just four heart disease attributes for an 

accuracy of 75.1%. These results imply that for Decision Tree there could be some 

“noisy” attributes in the Canberra heart disease dataset. 
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Table 3.15: Comparing Different Data Mining Techniques Mean Accuracy Difference 

on Cleveland and Canberra Heart Disease Datasets (All, Common, and PCA) Attributes 
D

at
as

et
 

Data 
Mining 

Technique 

Mean Accuracy Mean Accuracy 
Difference 

All Data 
Attributes 

Common 
Data 

Attributes 
PCA 

Attributes 

All and 
Common 

Data 
Attributes 

All and 
PCA Data 
Attributes 

C
le

ve
la

nd
 

Decision 
Tree 79.1% 69.6% 76.6% -9.5 -2.5% 

Naïve Bayes 83.5% 72.4% 79.3% -11.1 -4.2% 

K-Nearest 
Neighbour 83.4% 63% 79.2% -20.4 -4.2% 

C
an

be
rr

a 

Decision 
Tree 68.9% 75.1% 67.4% +6.2 -1.5% 

Naïve Bayes 75.4% 73.3% 70.8% -2.1 -4.6% 

K-Nearest 
Neighbour 68.8% 67.2% 64% -1.6 -5.2% 

Comparison of different data mining techniques performance over all, common 

and PCA attributes of the Cleveland and Canberra heart disease datasets shows that the 

Naïve Bayes achieves the best mean accuracy on each different attribute combination of 

both Cleveland and Canberra heart disease datasets. However it is also showing that 

Decision Tree is the most stable data mining technique when compared with Naïve 

Bayes and K-Nearest Neighbour (Table 3.14).  

Although Naïve Bayes is showing the best results on Cleveland (all, common, 

and PCA) data attributes as well as Canberra (all and PCA) data attributes, Decision 

Tree is the most stable data mining technique across the two datasets (all, common, and 

PCA attributes). The difference in mean accuracy between the Decision Tree and Naïve 

Bayes on the Cleveland and Canberra (all, common and PCA) data attributes ranged 

between 1.8% and 6.5%. As the Decision Tree technique has unique ability to extract 

Decision Tree rules from the data and explain how a decision is made and these rules 

can help healthcare professionals in understanding how can the heart disease dataset 
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attributes be used in identifying patients at risk of heart disease, the Decision Tree will 

be used in the further investigation.  

When comparing the ability of the different combinations of Cleveland 

attributes in the diagnosis of heart disease patients, the all attribute combination showed 

the best results, followed by the PCA attribute combination and then the common 

attribute combination, as shown in Figure 3.3. When comparing the ability of the 

different combinations of Canberra attributes in the diagnosis of heart disease patients, 

the all attribute combination showed the best results, followed by the common attribute 

combination and then the PCA attribute combination, as shown in Figure 3.4. There is a 

slight decrease in the performance of different data mining techniques as the number of 

attributes used is the diagnosis decreases, especially the common attribute combination.  

Applying the different data mining techniques to the four data attributes that 

are common across the Cleveland and Canberra datasets demonstrates reliable results 

compared to using all of each dataset’s attributes. It is very interesting that the common 

data attributes consist of three non-invasive attributes (age, sex, and resting blood 

pressure). The fourth attribute, the peak heart rate, is an attribute that requires ‘invasive’ 

investigation; in this case, the patient exercises on a tread-mill and the peak heart rate is 

measured.  Although age, sex, and resting blood pressure are known to be significant 

factors for heart disease, the ability of data mining techniques and especially the 

Decision Tree to use these attributes in the diagnosis of heart disease patients has not 

previously been investigated. 
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Figure 3.3: Applying Data Mining Techniques on Cleveland Heart Disease Datasets (All, 
Common, and PCA) Attributes 

 

Figure 3.4: Applying Data Mining Techniques on Canberra Heart Disease Datasets (All, 
Common, and PCA) Attributes 
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3.9.  Chapter Summary and Conclusion 

The previous chapter investigated the gaps of applying data mining techniques in the 

diagnosis of heart disease patients. An important gap is the identification of the 

significant attributes in the diagnosis of heart disease patients. The single data mining 

techniques implemented over different datasets show different levels of accuracy. Thus, 

there are some data characteristics or data attributes that are useful in improving data 

mining techniques’ performance in the diagnosis of heart disease patients.  

This chapter presents the result of applying Decision Tree, Naïve Bayes, and 

K-Nearest Neighbour data mining techniques to all attributes of the Cleveland and 

Canberra heart disease datasets. These results prove to be reliable. However, the two 

datasets have different data attributes, so reliability across datasets is interesting. There 

are four common data attributes (age, sex, resting blood pressure and peak heart rate). 

Reliable results across datasets imply that these four attributes can be of significant 

benefit in the diagnosis of heart disease patients.  

Applying different data mining techniques to both Cleveland and Canberra 

heart disease common and PCA data attribute combinations are presented. Comparing 

the different data mining techniques on Cleveland heart disease dataset (including all, 

common and PCA data attribute combinations), Decision Tree is the most stable data 

mining technique for accuracy, followed by Naïve Bayes and K-Nearest Neighbour. 

Comparing the different data mining techniques on Canberra heart disease dataset 

(including all, common and PCA data attribute combinations), Decision Tree shows an 

increase in accuracy of 6.2% when using the four common data attributes as well as 

showing the least decrease in accuracy of 1.5% when using the PCA attributes. The 

Decision Tree results are very interesting. The Decision Tree technique requires just 

four heart disease attributes for an accuracy of 75.1% on the Canberra heart disease 

dataset.  

Decision Tree is the most stable over the four common Cleveland and Canberra 

dataset attributes, three of which are non-invasive (age, sex, and resting blood pressure). 

The fourth attribute, the peak heart rate, is an attribute that requires invasive 

investigation. This raises an important question: “Are there other combinations of non-

invasive attributes that can provide (more) reliable performance in the diagnosis of heart 
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disease patients?”. The next chapter investigates applying Decision Tree to identify the 

non-invasive attribute combination that demonstrates the best performance in the 

diagnosis of heart disease patients. 
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Chapter 4 

Non-Invasive Attributes Significance in Heart 

Disease Risk Evaluation 

4.1.  Introduction 

There is a need for accurate systematic tools that identify patients at high risk and 

provide information for early intervention in diseases (Paladugu and Shyu 2010). Heart 

disease can be detected by several tests, for example, electrocardiogram, stress tests, and 

cardiac angiogram. However, these tests are expensive and cannot be used as 

community screening tests (Providence Heart and Vascular Institute 2014). Thus there 

is an identified need to find cheaper tests that can be applied to community screening to 

identify heart disease risk. 

In the previous chapter, different data mining techniques are tested using all 

data attributes in the Cleveland and Canberra heart disease datasets. Some show reliable 

results over both Cleveland and Canberra heart disease datasets but the two datasets 

have different data attributes. There are four common data attributes (age, sex, resting 

blood pressure and peak heart rate). Decision Tree demonstrates the best stability with 

the Cleveland and Canberra heart disease datasets using all attributes and only the 

common data attributes. Results for the four common attributes, comprising three non-

invasive attributes, show the probable significance of non-invasive attributes in the risk 

evaluation of heart disease patients. As discussed earlier in Chapter 2 (Section 2.2.4) the 

Framingham test and the Australian Absolute Cardiovascular Risk Calculator use a set 

of invasive and non-invasive attributes in the risk evaluation of heart disease. The 

invasive attributes require various data that results from blood tests prior to using the 

evaluation tool. These scores may be difficult to implement where there are limited 

resources available. Hence, there is a need to simplify the heart disease risk evaluation 

tool attributes so that affordable detection strategies can be implemented (Bitton and 

Gaziano 2010).  This need raises a question: “Can combinations of non-invasive 

attributes provide (more) reliable performance in the diagnosis of patients at risk of 

heart disease.”  
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This chapter applies Decision Tree to identify the non-invasive attributes 

combination that will show the best performance in the diagnosis of heart disease 

patients. The non-invasive attributes are advantageous because they are low cost 

attributes. The Decision Tree used on the Cleveland and Canberra heart disease datasets 

is based on 10 fold cross validation as described earlier in Chapter 3. Hence the mean 

and standard deviation of sensitivity, specificity, and accuracy is calculated on the 10 

samples of the datasets. The importance of non-invasive attributes is explored. The 

effect of using single non-invasive Cleveland and Canberra datasets attributes is tested 

(see Figure 4.1). Different combinations of non-invasive attributes from the Cleveland 

and Canberra datasets are investigated as input to Decision Tree data mining 

classification for performance evaluation. Equations using different non-invasive 

attributes are developed and examined to determine if they enhance Decision Tree 

performance in the diagnosis of heart disease patients (see Figure 4.1). 

 

Figure 4.1: Applying Decision Tree to Heart Disease Datasets Non Invasive Attributes 
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4.2.  The Importance of Non-Invasive Attributes 

Section 4.1 describes how heart disease can be detected by several tests. However, these 

tests are very expensive and are not suitable as community screening tests. There is a 

strong need to find cheaper tests suitable for community screening to identify the risk of 

heart disease (Providence Heart and Vascular Institute 2014). Accurate systematic tools 

that identify patients at high risk and provide information to enable early preventative 

intervention are required (Paladugu and Shyu 2010). Combinations of non-invasive 

attributes from two datasets (Cleveland and Canberra) provide a basis for examination 

of their potential. 

The non-invasive attributes are those that can be identified easily without 

complex machines and instruments that need to be done in a hospital; for example: age, 

sex, height, weight, smoking habits, and resting blood pressure. Although weight needs 

a scale to be measured and resting blood pressure needs a blood pressure monitor to be 

measured, these tools can be available at home or in a pharmacy and do not need a 

hospital to be measured or physical samples to be taken. These attributes can be 

collected quite cheaply. Age, sex, blood pressure, and smoking habits are major risk 

factors for developing heart disease (Cupples and D’Agostino 1987). Can these non-

invasive attributes be used with data mining techniques to cost effectively identify 

patients at risk of heart disease?  

Researchers and practitioners use invasive attributes such as total and HDL 

cholesterol and diabetes (usually measured through blood sugar or insulin levels) as 

well as non-invasive attributes such as age, sex, smoking, and resting blood pressure to 

identify patients at risk of heart disease. The Framingham Study (2013) and Australian 

Absolute Cardiovascular Risk Calculator use a combination of invasive and non-

invasive attributes in the diagnosis of heart disease patients: age, sex, diabetes, systolic 

blood pressure, smoking status, BMI, total cholesterol, and HDL cholesterol 

(Framingham Study. 2013); and  age, sex, systolic blood pressure, smoking status, total 

cholesterol, HDL cholesterol, and diabetes (National Heart Foundation of Australia 

2009) respectively.  

However, the performance using only non-invasive attributes has not 

previously been assessed. How accurately can data mining techniques using only non-
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invasive attributes classify patients as sick or healthy? Success here would provide a 

great opportunity for application to community screening tests, thus enabling early 

intervention in patients at high risk of heart disease and determining suitable treatment 

regimes for those patients. 

4.3.  Single Non-Invasive Attributes for Cleveland and Canberra Heart 

Disease Risk Evaluation 

Section 4.2 identified that data mining techniques using non-invasive attributes have not 

previously been investigated. In this section, the results of applying Decision Tree data 

mining techniques using only single non-invasive attributes are presented. Equal 

frequency discretization is used as a pre-processing step before applying the data mining 

technique to convert the continuous heart disease attributes to discrete attributes as 

described in section 3.2.  

The Cleveland dataset contains three non-invasive attributes: age, sex, and 

resting blood pressure; and the Canberra heart disease dataset contains five non-invasive 

attributes: age, sex, resting blood pressure, height, and weight. Table 4.1 shows the 

mean and standard deviation (St Dev) of sensitivity, specificity, and accuracy of 

Decision Tree using single non-invasive attributes of the Cleveland dataset where the 

accuracy ranges between 61.5% and 55.3%. The sex attribute shows best mean accuracy 

followed by age and resting blood. 

Table 4.1: Applying Decision Tree on Single Non-Invasive Cleveland Heart 

Disease Data Attributes 

Cleveland Data 

Attributes 

Sensitivity Specificity Accuracy 

Mean St Dev Mean St Dev Mean St Dev 

Age 55.6% 15.7% 62.8% 20.1% 56% 7.9% 

Sex 83% 10.1% 41.7% 18.5% 61.5% 10.1% 

Resting Blood Pressure 26.4% 13.3% 79.5% 9.4% 55.3% 12% 

Table 4.2 shows the mean and standard deviation of sensitivity, specificity, and 

accuracy for single non-invasive attributes of the Canberra dataset with accuracy 

ranging between 71% and 46.1%. The age attribute shows the best mean accuracy 

followed by sex, resting blood pressure, height, and weight. 
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Table 4.2: Applying Decision Tree on Single Non-Invasive Canberra Heart 

Disease Data Attributes 

Canberra Data 

Attributes 

Sensitivity Specificity Accuracy 

Mean St Dev Mean St Dev Mean St Dev 

Age 61.6% 16.5% 75.3% 19.7% 71% 8.2% 

Sex 67.4% 14.7% 58.4% 16.3% 66% 8.3% 

Resting Blood Pressure 46.6% 11.2% 63.6% 7.3% 55.1% 5.9% 

Height 45.7% 18.2% 59.7% 7.9% 50.8% 10.9% 

Weight 24.2% 26.8% 71.5% 26.5% 46.1% 9.3% 

On both Cleveland and Canberra heart disease datasets, the age and sex single 

data attributes show the best results among other single non-invasive attributes, with the 

age attribute attaining 56% and 71% mean accuracy respectively. The sex attribute 

achieves 61.5% and 66% mean respectively. What is the effect on accuracy of 

combined non-invasive attributes? 

4.4.  Different Combinations of Non-Invasive Attributes for Cleveland 

and Canberra Heart Disease Risk Evaluation 

Section 4.4 investigates the performance of combined non-invasive attributes in the 

diagnosis of Cleveland and Canberra heart disease patients. Table 4.3 shows the 

performance of different combinations of the non-invasive attributes in diagnosis using 

the Cleveland heart disease dataset. The combinations of age, sex, and resting blood 

pressure show best mean accuracy of 65.8% followed by age and sex combination 

showing mean accuracy of 65.2%. 
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Table 4.3: Applying Decision Tree on Combined Non-Invasive Cleveland Heart 
Disease Data Attributes 

No of 

Attributes 

Cleveland Data 

Attributes 

Sensitivity Specificity Accuracy 

Mean St Dev Mean St Dev Mean St Dev 

Two 
Age, Sex 60.4% 9.1% 67.5% 9.3% 65.2% 7.5% 

Age, RBP 46.6% 12.8% 71.3% 14% 58.3% 9.3% 

Sex, RBP 69% 15.4% 54.2% 13% 60% 8.9% 

Three Age, Sex, RBP 

 

61.2% 10.1% 69.5% 10.1% 65.8% 8.6% 

The difference of the mean accuracy between the age and sex combination and 

age, sex, and resting blood pressure combination is just 0.6%. So, t-test for significance 

is applied to identify if there is a significant difference between the two combinations. 

The T-Test shows that there is no significant difference between the two combinations 

(see Table 4.4). The sensitivity measure is the true positive, meaning sick patients that 

are identified as sick. The specificity measure is the true negative, meaning healthy 

patients that are identified as healthy. In this context sensitivity is the most useful in 

identifying sick patients to ensure appropriate care. Thus the age, sex and resting blood 

pressure combination demonstrates best results with the highest mean accuracy in the 

diagnosis of Cleveland heart disease dataset. 

Table 4.4: T-Test Significance between Non-Invasive Cleveland Heart Disease 
Data Combinations 

Cleveland 

Data 

Attributes 

Accuracy Sensitivity 

Mean 
St 

Dev 

T-Test 

Significance 
Mean St Dev 

T-Test 

Significance 

Age, Sex 65.2% 7.5% No 

(t = -0.911, 

p <= 0.05,  

degree of 

freedom = 

300) 

60.4% 9.1% No 

(t = -1.262, 

p <= 0.05,  

degree of 

freedom = 

300) 

Age, Sex, 

RBP 
65.8% 8.6% 61.2% 10.1% 

The Canberra heart disease dataset contains five non-invasive attributes: age, 

sex, resting blood pressure (Systolic and Diastolic), height, and weight. Table 4.5 shows 
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the performance of different combinations of these non-invasive attributes in diagnosis 

using the Canberra heart disease dataset. The combination of resting blood pressure and 

height shows best mean accuracy of 79.2%. However, the mean sensitivity of this 

combination is 35%, a very small value - this combination result is discarded.  

The combination of age, sex, and resting blood pressure shows best mean 

accuracy of 74.8% followed by age and sex with mean accuracy of 74.2%. The 

difference of the mean accuracy between the age and sex combination and the age, sex, 

and resting blood pressure combination is just 0.6%. T-Test significance is applied to 

determine if there is a significant difference between the two combinations. There are 

no significant differences between the two combinations (see Table 4.6). Applying T-

Test between the sensitivity of the two combinations, there is no significant difference 

(Table 4.6). Although the T-Test significance did not provide clear resolution, age, sex, 

and resting blood pressure combination is selected because it shows better mean 

accuracy and mean sensitivity with lower standard deviations. Thus age, sex, and 

resting blood pressure combination shows better results than other combinations in the 

diagnosis of Canberra heart disease dataset. 

Table 4.5: Applying Decision Tree on Combined Non-Invasive Canberra 
Heart Disease Data Attributes 

No of 
Attrib
utes 

Canberra Data 
Attributes 

Sensitivity Specificity Accuracy 

Mean St Dev Mean St Dev Mean St Dev 

Two 

Age, Sex 66.3% 14% 73.8% 21.4% 74.2% 7.5% 

Age, RBP 58.8% 15.7% 70.2% 15.3% 65.7% 7.1% 

Age, Height 71% 11.3% 69.9% 19% 72.1% 8.3% 

Age, Weight 67.5% 12.2% 70.1% 19.2% 69.6% 10.3% 

Sex, RBP 54% 9.8% 66.2% 7.7% 61.3% 6.8% 

Sex, Height 66.5% 13.7% 58.4% 16.3% 65.5% 8% 

Sex, Weight 54.3% 9% 72% 13.9% 66.2% 7.7% 

RBP, Height 35% 9.6% 61.3% 11.7% 49.2% 8.9% 

RBP, Weight 38.4% 11.2% 68.4% 14.9% 53.8% 7.4% 

 Height, Weight 43.3% 11.5% 63.1% 6.7% 53.3% 9.8% 
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No of 
Attrib
utes 

Canberra Data 
Attributes 

Sensitivity Specificity Accuracy 

Mean St Dev Mean St Dev Mean St Dev 

Three 

Age, Sex, RBP 66.7% 13.3% 76.5% 13.7% 74.8% 6.5% 

Age, Sex, Height 26.2% 22.4% 87.3% 12.3% 62.9% 8.3% 

Age, Sex, Weight 42.1% 16% 89% 6.4% 68.2% 12.2% 

Age, RBP, Height 60.7% 10.9% 69.4% 18% 67.1% 8.6% 

Age, RBP, Weight 59.9% 13% 70.2% 17.2% 66.3% 9.7% 

Age, Height, Weight 42.9% 7.8% 80.5% 16.6% 64.2% 7.4% 

Four 

Age, Sex, RBP, 
Height 61% 14.1% 73.7% 11.2% 70.4% 7.2% 

Age, Sex, RBP, 
Weight 60.9% 13% 72.6% 13.4% 69.7% 6.5% 

Age, Sex, Height, 
Weight 

51.9% 9.3% 78.7% 12.8% 68.8% 7.1% 

Age, RBP, Height, 
Weight 

63.7% 10.3% 67.8% 19% 67.3% 9.7% 

Sex, RBP, Height, 
Weight 

53.6% 9.7% 73.8% 8.9% 65.4% 6.6% 

Five Age, Sex, RBP, 
Height, Weight 59.5% 13.4% 72.9% 11.7% 69% 6.6% 

Table 4.6: T-Test Significance between Non-Invasive Canberra Heart Disease 

Data Combinations 

Canberra 

Data 

Attributes 

Accuracy Sensitivity 

Mean St Dev 
T-Test 

Significance 
Mean St Dev 

T-Test 

Significance 

Age, Sex 74.2% 7.5% No 

(t = -1.448, 

p <= 0.05,  

degree of 

freedom = 

460) 

66.3% 14% No 

(t = -0.444, 

p <= 0.05,  

degree of 

freedom = 

460) 

Age, Sex, 

RBP 
74.8% 6.5% 66.7% 13.3% 
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Including the height and weight attributes with the age, sex, and resting blood 

pressure non-invasive attributes combination, shows decrease in the mean accuracy to 

69% (Table 4.5). Does converting height and weight into body mass index (BMI) or 

Rohrer’s Index (RI) equation enhance the accuracy in the diagnosis of Canberra heart 

disease patients? The resting blood pressure attribute also includes both the high 

(Systolic) and low (Diastolic) resting blood pressures, so further analysis is needed to 

determine if using the difference between the resting blood pressure Systolic and 

Diastolic (called ‘pulse pressure’) with the age, sex, and resting blood pressures in 

combination can enhance accuracy. Hence pulse pressure use as a non-invasive attribute 

in the risk evaluation of heart disease needs further investigation.  

The benchmark Cleveland heart disease dataset does not contain the height and 

weight attributes, so it is not possible to apply the BMI or Rohrer’s Index equation to 

the Cleveland dataset. This dataset has only high resting blood pressure and not low 

resting blood pressure, so it will not be possible to apply the ‘pulse pressure’ equation 

on the Cleveland dataset. Section 4.5 provides the results of applying the BMI, Rohrer’s 

Index and ‘pulse pressure’ to the Canberra heart disease dataset. 

4.5.  Different Equations of Non-Invasive Attributes for Canberra 

Heart Disease Risk Evaluation 

The Canberra dataset non-invasive attributes combinations (age, sex, and resting blood 

pressure) shows best results in heart disease diagnosis (see Section 4.4). Adding height 

and weight attributes to this combination decreases the mean accuracy. Section 4.5 

investigates including height and weight attributes to calculate BMI and RI equations. 

The impact of BMI and RI equations in combination with age, sex, and resting blood 

pressure attribute combinations on mean accuracy in the diagnosis of heart disease 

patients is discussed. Also investigating if adding the ‘pulse pressure’ to different non-

invasive attribute combinations can enhance mean accuracy in the diagnosis of heart 

disease patients is presented.  

Researchers have compared the RI to the BMI in its ability to predict body fat 

levels. One study suggested that RI may be a much better choice than BMI at assessing 

adults overweight (Valdez, Greenlund et al. 1996). However another study found that 

age specific BMI is better than age specific RI in predicting underweight or overweight 
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(Mei, Grummer-Strawn et al. 2002). There is a need to identify how BMI and RI can 

enhance the ability of Decision Tree in the risk evaluation of heart disease.  

Equation 4.1 uses the weight and height to calculate the BMI (Sultan, 

AlObaidy et al. 2009).  

BMI = Weight [kg] / (Height [m]) 2                 (Equation 4.1) 

Table 4.7 shows the mean and standard deviation of sensitivity, specificity, and 

accuracy resulting from adding the BMI equation to different combinations of age, sex, 

and resting blood pressure non-invasive Canberra heart disease attributes. Integrating 

BMI with age, sex, and resting blood pressure does not enhance Decision Tree accuracy 

in the diagnosis of Canberra heart disease patients. The age, sex, resting blood pressure 

and BMI combination shows mean accuracy and mean sensitivity of 74% and 66.5% 

respectively. The age, sex, and resting blood pressure combination is showing mean 

accuracy and mean sensitivity of 74.8% and 66.7 % respectively (see Table 4.7). 

However, age, sex, resting blood pressure and BMI combination shows more stability in 

the standard deviation of the accuracy (5%) which is better than the standard deviation 

of the accuracy of the age, sex, and resting blood pressure combination (6.5%). 

Table 4.7: Integrating BMI with Different Non-Invasive Canberra Heart Disease 

Data Attributes 

Canberra 

Attributes 

Sensitivity Specificity Accuracy 

Mean St Dev Mean St Dev Mean St Dev 

Age, Sex, RBP 66.7% 13.3% 76.5% 13.7% 74.8% 6.5% 

Age, BMI 61.6% 12.8% 72.4% 16.1% 66.6% 8.6% 

Sex, BMI 60.9% 14.2% 69.5% 11.9% 68.8% 6.1% 

RBP, BMI 48.8% 10.8% 66.8% 5.2% 59.1% 3.8% 

Age, Sex, BMI 24% 17.1% 93.7% 8.1% 62.4% 9.5% 

Age, RBP, BMI 57% 14.1% 74.8% 16% 67.4% 9.3% 

Sex, RBP, BMI 38.3% 12.4% 75.6% 11.2% 61.2% 6% 

Age, Sex, RBP, 

BMI 
66.5% 16.4% 76.1% 10.1% 74% 5% 
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Rohrer’s Index is a measure of leanness of a person calculated as a relationship 

between mass and height. It was first proposed in 1921 as the "Corpulence Index" by 

Rohrer and hence also known as Rohrer’s Index. It is similar to the body mass index, 

but the mass is normalized with the third power of body height rather than the second 

power (Ensminger and Ensminger 1993). Equation 4.2 uses the weight and height to 

calculate the Rohrer’s Index. 

Rohrer’s Index = Weight [kg] / (Height [m]) 3             (Equation 4.2) 

Table 4.8 shows the mean and standard deviation of sensitivity, specificity, and 

accuracy when adding the Rohrer’s Index equation to different combinations of age, 

sex, and resting blood pressure non-invasive Canberra heart disease attributes. 

Integrating the Rohrer’s Index equation with the age, sex, and resting blood pressure 

attribute combination does not enhance Decision Tree accuracy in the diagnosis of 

Canberra heart disease patients. However, the mean and standard deviation of the 

sensitivity and the standard deviation of the accuracy are enhanced. The age, sex, 

resting blood pressure and Rohrer’s Index combination shows mean and standard 

deviation of the accuracy of 73.8% and 4.9% respectively and mean and standard 

deviation of the sensitivity of 67.1% and 11.4 % respectively (see Table 4.8).  

Table 4.8: Integrating Rohrer’s Index with Different Non-Invasive Canberra 

Heart Disease Data Attributes 

Canberra Attributes 
Sensitivity Specificity Accuracy 

Mean St Dev Mean St Dev Mean St Dev 
Age, Sex, RBP 66.7% 13.3% 76.5% 13.7% 74.8% 6.5% 

Age, Rohrer’s Index 66.8% 12.7% 71% 19.1% 70% 6.7% 

Sex, Rohrer’s Index 59.8% 12.2% 62.4% 15.7% 64.4% 6.5% 

RBP, Rohrer’s Index 55% 12.1% 70.1% 10.9% 61.9% 6.5% 

Age, Sex, Rohrer’s 

Index 
33.7% 16.6% 91.8% 4.8% 66.3% 12% 

Age, RBP, Rohrer’s 

Index 
59.3% 13.3% 74.9% 16.6% 69.1% 9.2% 

Sex, RBP, Rohrer’s 

Index 43.4% 10.7% 74% 6.4% 61.2% 8.2% 
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Canberra Attributes 
Sensitivity Specificity Accuracy  

Mean St Dev Mean St Dev Mean St Dev 

Age, Sex, RBP, 

Rohrer’s Index 67.1% 11.4% 75.5% 9.2% 73.8% 4.9% 

The resting blood pressure attribute also includes both the high and low resting 

blood pressures, so further analysis is needed to determine if using the difference 

between the resting blood pressure high and low (called ‘pulse pressure’) with the age, 

sex, and resting blood pressure combination can enhance accuracy. The WHO reports 

suggests that the pulse pressure can be used as an indicator of heart disease (World 

Health Organization 2005). Table 4.9 shows the mean and standard deviation of 

sensitivity, specificity, and accuracy when adding the RBPDiff (‘Pulse pressure’) 

Equation (Equation. 4.3) to combinations of age, sex, and resting blood pressure 

attributes. The RBPDiff equation used in this investigated is: 

RBPDiff = RBP High – RBP Low               (Equation 4.3) 

Integrating RBPDiff with age, sex, and resting blood pressure attributes does 

not enhance Decision Tree accuracy in the diagnosis of Canberra heart disease patients. 

The age, sex, resting blood pressure and RBPDiff combination shows mean accuracy and 

standard deviation of 72.6% and 5.2% respectively, and mean sensitivity and standard 

deviation of 65.3% and 14.9% respectively (see Table 4.9). Adding the RBPDiff with the 

age, sex, RBP, and BMI combination and age, sex, RBP, and Rohrer’s Index 

combination does not enhance performance showing mean accuracy of 72.5% and 74.7% 

respectively (Table 4.9). 

Table 4.9: Integrating RBPDiff with Different Non-Invasive Canberra Heart 

Disease Data Attributes 

Canberra Attributes 
Sensitivity Specificity Accuracy 

Mean St Dev Mean St Dev Mean St Dev 

Age, Sex, RBP 66.7% 13.3% 76.5% 13.7% 74.8% 6.5% 

Age, RBPDiff 65% 15.6% 70.4% 19.2% 68% 9.4% 

Sex, RBPDiff 62.2% 13% 60.3% 16.5% 63.1% 8.3% 
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Canberra Attributes 
Sensitivity Specificity Accuracy 

Mean St Dev Mean St Dev Mean St Dev 

RBP, RBPDiff 33.7% 7.7% 67.3% 10.7% 50.7% 6.2% 

Age, Sex, RBPDiff 39.3% 20.1% 89.6% 10.3% 68.6% 8.4% 

Age, RBP, RBPDiff 56.2% 13% 73.5% 17.4% 67% 7.5% 

Sex, RBP, RBPDiff 26.6% 8.9% 83.5% 6.5% 57.7% 11.9% 

Age, Sex, RBP, RBPDiff 65.3% 14.9% 73.4% 13.3% 72.6% 5.2% 

Age, Sex, RBP, BMI, 

RBPDiff 
63.9% 15.6% 75.1% 12.5% 72.5% 6.5% 

Age, Sex, RBP, Rohrer’s 

Index, RBPDiff 
67.6% 15.6% 76% 10.1% 74.7% 6.3% 

Adding the different BMI, Rohrer’s Index, and RBPDiff equations with age, 

sex, and resting blood pressure attributes combinations, the mean accuracy is not 

enhanced. However, the standard deviation is decreased demonstrating better stability 

(see Table 4.10). In this context, sensitivity is more important because patients who are 

at high risk of heart disease need to be identified and get appropriate care. The age, sex, 

RBP, and Rohrer’s Index attributes combination shows the best mean and standard 

deviation sensitivity followed by age, sex, and RBP combination (67.1%, 11.4% and 

66.7%, 13.3% respectively – see Table 4.10).  

Table 4.10: Summarizing Integrating BMI, Rohrer’s Index, and RBPDiff with 

Non-Invasive Canberra Heart Disease Data Attributes 

Canberra 

Attributes 

Sensitivity Specificity Accuracy 

Mean St Dev Mean St Dev Mean St Dev 

Age, Sex, RBP 66.7% 13.3% 76.5% 13.7% 74.8% 6.5% 

Age, Sex, RBP, 

BMI 
66.5% 16.4% 76.1% 10.1% 74% 5% 

Age, Sex, RBP, 

Rohrer’s Index 
67.1% 11.4% 75.5% 9.2% 73.8% 4.9% 

Age, Sex, RBP, 

RBPDiff 
65.3% 14.9% 73.4% 13.3% 72.6% 5.2% 
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The T-Test is applied to the accuracy of the two combinations (age, sex, and 

RBP combination and age, sex, RBP, and Rohrer’s Index combination) to identify if 

there is significant difference and shows significant difference between them (see Table 

4.11). However, applying T-Test to the sensitivity of the two combinations shows that 

there is no significant difference (Table 4.11). In this context, increasing the mean 

sensitivity and decreasing its standard deviation is more important. The age, sex, RBP, 

and Rohrer’s Index combination shows better results than other non-invasive attributes 

combinations for the Canberra heart disease dataset. 

Table 4.11: T-Test Significance for Adding Rohrer’s Index to Non-Invasive 

Canberra Heart Disease Data Attributes 

Canberra 

Data 

Attributes 

Accuracy Sensitivity 

Mean St Dev 
T-Test 

Significance 
Mean St Dev 

T-Test 

Significance 
Age, Sex, 

RBP 
74.8% 6.5% Yes 

(t = -2.635, 

p <= 0.05,  

degree of 

freedom = 

460) 

66.7% 13.3% No 

(t = 0.490, 

p <= 0.05,  

degree of 

freedom = 

460) 

Age, Sex, 

RBP, Rohrer’s 

Index 
73.8% 4.9% 67.1% 11.4% 

The Decision Tree rules for the Canberra non-invasive attributes (age, sex, 

systolic, diastolic, and RI) are extracted to help healthcare professional in understanding 

how this non-invasive attributes combination are used by Decision Tree in the diagnosis 

of heart disease patients achieving mean sensitivity of 67.1% (Table 4.11).  Figure 4.2 

shows a subset of the Decision Tree rules extracted from Canberra non-invasive 

attributes. All rules are presented in Appendix C. Figure 4.3 shows the attributes’ cut-

points and the range for each cut-point. The attributes cut-points are used by the 

Decision Tree method to extract the decision tree rules that applies to Figure 4.2, 4.4, 

and 4.5. 
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Figure 4.2: Sample of Canberra Non-Invasive Decision Tree Rules 

The Decision Tree rules extracted from the Canberra non-invasive attributes 

are used to draw the Decision Tree presented in Figure 4.4 and 4.5.  Figure 4.4 

represents the Decision Tree for Sex=0 (Male) while Figure 4.5 represents the Decision 

Tree for Sex=1 (Female). For Figure 4.4 and 4.5 the sex is the root node for a single 

decision tree. These Decision Trees can help healthcare professional in the diagnosis of 

heart disease patients using non-invasive attributes. These Decision Trees are very 

helpful in the diagnosis of heart disease patients. These Decision Trees can evaluate the 

risk of heart disease using non-invasive attributes (age, sex, systolic, diastolic, and RI) 
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Figure 4.3: Attribute cut-point and range in Heart Disease Decision Tree Rules 

For example, if the sex = male, age = 60, systolic =140, diastolic = 85, RI = 18 

then to evaluate the degree of risk of heart disease for this patient, first the non-invasive 

attributes need to be scaled using Figure 4.3. Then sex = 0, age = 0, sys = 2, dys = 3, 

and RI = 3. As the sex = 0 then Figure 4.4 will be used. When applying the scaled 

values of the non-invasive attributes to the Decision Tree in Figure 4.4, then the degree 

of risk will be yes. 

Another example, if the sex = female, age = 80, systolic = 150, diastolic = 85, 

RI = 13 then to evaluate the degree of risk of heart disease for this patient, first the non-

invasive attributes need to be scaled using Figure 4.3. Then sex = 1, age = 3, sys =3, dys 

= 3, and RI = 0. As the sex = 1 then Figure 4.5 will be used. When applying the scaled 

values of the non-invasive attributes to the Decision Tree in Figure 4.5, then the degree 

of risk will be no. 
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Figure 4.4: Male Decision Tree Using Non-Invasive Canberra Attributes 

 

Figure 4.5: Female Decision Tree Using Non-Invasive Canberra Attributes 
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4.6.  Chapter Summary and Conclusion 

This chapter identifies cost-effective non-invasive attributes that can be used in 

community screening tests to identify patients at risk of heart disease. It discusses the 

investigation of the Decision Tree data mining technique to identify if non-invasive 

attributes show reliable performance in the diagnosis of heart disease patients. It also 

investigates those combinations of attributes that show the best accuracy in the 

diagnosis of heart disease patients.  

The effect of using single non-invasive Cleveland and Canberra dataset 

attributes in the diagnosis of heart disease patients is investigated. On both the 

Cleveland and Canberra heart disease dataset, the age and sex single data attributes 

show the best results (Table 4.1 and 4.2). Different combinations of non-invasive 

attributes are investigated. The age, sex, and resting blood pressure combination shows 

best results (Table 4.4 and 4.6). Equations (see Equation 4.1, 4.2 and 4.3) derived from 

different non-invasive attributes (e.g. BMI, Rohrer’s Index and RBPDiff) are applied to 

identify if Decision Tree performance is enhanced. The results show that the best 

combination is age, sex, resting blood pressure and Rohrer’s Index equation with mean 

accuracy and standard deviation of 73.8% and 4.9% respectively (Table 4.11). 

As discussed in Chapter 2 (section 2.5.2), researchers are suggesting that 

integrating more than one data mining technique improves accuracy in the diagnosis of 

heart disease patients. K-Means clustering is one of the most popular and well-known 

clustering techniques (Wu, Kumar et al. 2007). Its simplicity and reliable behaviour 

make it popular in many applications (Bramer 2007). However, initial centroid selection 

is a critical issue in K-Means clustering and strongly affects results (Poomagal and 

Hamsapriya 2011). The next chapter explores a hybrid model that integrates K-Means 

clustering using different initial centroid selection methods with Decision Tree in the 

diagnosis of heart disease patients. The hybrid model is applied to all attributes and non-

invasive attribute combinations of the Cleveland and Canberra heart disease datasets to 

identify if this integration can enhance Decision Tree performance in the risk evaluation 

of heart disease patients. 
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Chapter 5 

Integrating Clustering With Decision Tree in 

Heart Disease Diagnosis 
5.1.  Introduction 

The previous chapter discusses Decision Tree performance against different single, 

combined, and calculated non-invasive attribute combinations on the Cleveland and 

Canberra datasets in the diagnosis of heart disease patients. That work shows that the 

age attribute is the second-most important attribute in the Cleveland dataset and the 

most important attribute in the Canberra dataset. The age, sex, and resting blood 

pressure combination shows the best results among other combinations in the diagnosis 

of heart disease on both the Cleveland and Canberra datasets. With different equations, 

the age, sex, resting blood pressure and Rohrer’s Index equation (Equation 4.2) 

combination shows the best results for the Canberra dataset. 

Recent research suggests that integrating more than one data mining technique 

can enhance the performance in the diagnosis of heart disease patients. As reviewed in 

chapter 2 section 2.5.2 that applying hybrid data mining techniques enhances their 

performance in the diagnosis of heart disease patients. For instance, Das et al. (2009) 

use Neural Network ensembles for the Cleveland heart disease dataset showing that this 

integration enhances Neural Network accuracy (Das, Turkoglu et al. 2009). Also 

Rajeswari et al. (2013) use feature selection with Neural Network, Decision Tree, and 

Support Vector Machine data mining techniques showing that this integration enhances 

different data mining techniques’ accuracy (Rajeswari, Vaithiyanathan et al. 2013).  

K-Means clustering is one of the most popular and well-known clustering 

techniques. Initial centroid selection is a critical factor that strongly affects K-Means 

clustering performance. Selecting initial centroids in an intelligent way helps to 

optimize the performance of the K-Means clustering algorithm. This chapter 

investigates integrating K-Means clustering (with different initial centroid selection 

methods) with Decision Tree in the diagnosis of heart disease patients. The hybrid 

model is applied to Cleveland and Canberra datasets using all attributes, and non-

invasive, attribute combinations (see Figure 5.1). The Decision Tree used on the 
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Cleveland and Canberra heart disease datasets is based on 10-fold cross-validation as 

described earlier in Chapter 3. Hence the mean and standard deviation of sensitivity, 

specificity, and accuracy is calculated on the 10 samples of the datasets. This 

investigation determines if integrating K-Means clustering with Decision Tree enhances 

its performance in the diagnosis of heart disease patients. 

 

Figure 5.1: Applying K-Means Clustering Decision Tree to Heart Disease Datasets  
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5.2. Understanding K-Means Clustering with Different Initial Centroid 

Selection Methods 

K-Means clustering is simple and demonstrates good behaviour in many applications 

(Bramer 2007, Wu, Kumar et al. 2007).  Initial centroid selection is a critical factor that 

strongly affects K-Means clustering performance. Selecting the initial centroids in an 

intelligent way helps optimize the performance of the K-Means clustering algorithm 

(Pavan, Rao et al. 2011, Poomagal and Hamsapriya 2011, Santhi, Sai Leela et al. 2011, 

Tajunisha and Saravanan 2011). Researchers have been investigating enhancing K-

Means clustering performance through intelligent initial centroid selection methods with 

various techniques. Poomagal and Hamsapriya (2011) propose optimizing K-Means 

clustering by selecting the initial centroids in an intelligent mathematical model 

showing that this method produces high quality results (Poomagal and Hamsapriya 

2011). Immaculate Mary and Kasmir Raja (2009) propose improving K-Means 

clustering through the integration of ant colony optimization. This model creates the 

initial centroids based on the mode value of the data then applies the K-Means 

algorithm. The ant colony optimization algorithm is then applied to refine the clusters’ 

quality (Immaculate Mary and Kasmir Raja 2009). Pavan, Rao et al. (2011) proposes a 

single-pass seed-selection initial centroid selection method that produces a single, 

optimal solution that is outlier insensitive. The algorithm is an extension to K-Means in 

that it selects initial seeds with specific probabilities and demonstrates effectiveness in 

the clustering results (Pavan, Rao et al. 2011).   

K-Means clustering performance is dependent on the dataset (Alsabti, Ranka et 

al. 1997). However, no previous research on enhancing initial centroid selection 

methods for K-Means clustering is evident for the diagnosis of heart disease patients. 

Consequently, this chapter explores integrating K-Means clustering with different 

conventional initial centroid selection methods with Decision Tree. Integrating Naïve 

Bayes and K-Nearest Neighbour data mining techniques with K-Means clustering and 

initial centroid selection methods are also presented (see Appendix B).  

The steps of applying k-Means clustering are described in Figure 5.2. The 

generation of initial centroids is based on actual sample data points using Inlier Method, 

Outlier Method, Range Method, Random Attribute Method, and Random Row Method 
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(Khan and Mohamudally August, 2010). The difference between these initial centroid 

selection methods is discussed in the following sections.  

 

Figure 5.2: K-Means Clustering Decision Tree Methodology 

5.2.1.  Inlier Method Initial Centroid Selection  

In generating the initial K centroids using the Inlier method, equation 5.1 and 5.2 are 

used: 

ci = Min (X) – i where 0 ≤  i  ≤ k                                               (Equation 5.1) 

cj = Min (Y) – j where 0 ≤  j ≤ k                         (Equation 5.2) 

Where the initial centroid is C (ci, cj) and min (X) and min (Y) are the 
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minimum value of attribute X, and attribute Y, respectively and k represents the number 

of clusters. 

5.2.2.  Outlier Method Initial Centroid Selection 

In generating the initial K centroids using the Outlier method, equation 5.3 and 5.4 are 

used: 

ci = Max (X )– i where 0 ≤ i ≤ k              (Equation 5.3) 

cj = Max (Y) – j where 0 ≤ j ≤ k              (Equation 5.4) 

Where the initial centroid is C (ci, cj) and max (X) and max (Y) are the 

maximum value of attribute X, and attribute Y, respectively and k represents the number 

of clusters. 

5.2.3.  Range Method Initial Centroid Selection 

In generating the initial K centroids using the Range method, equation 5.5 and 5.6 are 

used: 

ci = ((Max (X) – Min (X)) / K) * n where 0 ≤ i ≤ k             (Equation 5.5) 

cj = ((Max (Y) – Min (Y)) / K) * n where 0 ≤ j ≤ k            (Equation 5.6) 

The initial centroid is C (ci, cj). Max (X) and min (X) are maximum and 

minimum values of attribute X, and max (Y) and min (Y) are maximum and minimum 

values of attribute Y. k represents the number of clusters and n varies from 1 to k.  

5.2.4.  Random Attribute Method Initial Centroid Selection 

In generating the initial K centroids using the Random Attribute method, equation 5.7 

and 5.8 are used: 

ci = random(X) where 1 ≤ i ≤ k                          (Equation 5.7) 

cj = random(Y) where 1 ≤ j ≤  k              (Equation 5.8) 

The initial centroid is C (ci, cj). The values of i and j vary from 1 to k. 

5.2.5.  Random Row Method Initial Centroid Selection 

In generating the initial K centroids using the Random Row method, equation 5.9, 5.10 

and 5.11 are used: 

I = random (V) where 1 ≤ V ≤ N              (Equation 5.9) 
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ci = X (I)               (Equation 5.10) 

cj = Y (I)                                     

(Equation 5.11) 

The initial centroid is C (ci, cj). N is the number of instances in the training 

dataset. X (I) and Y(I) are the values of the attributes X and Y, respectively for the 

instance I.  

For the Random Attribute and Random Row methods, ten runs are executed 

and the average and best for each method are calculated and used as the results. 

5.3.  Integrating Clustering With Decision Tree on the Cleveland and 

Canberra Heart Disease Datasets (All Attributes) 

Several researchers have identified that age is a critical risk factor associated with heart 

disease (Heller, Chinn et al. 1984, Salahuddin and Rabbi 2006, Shahwan-Akl 2010). 

When considered singly, the age attribute is the first or second most explanatory 

attribute in the diagnosis of Cleveland and Canberra heart disease datasets (see chapter 

4). Thus the age attribute is applied as a clustering attribute for heart disease patients. 

Between two and five clusters are used for K-Means clustering in this investigation, 

with different initial centroid selection methods. When using all the heart disease data 

attributes, the mean accuracy (the percentage of patients that are correctly diagnosed) 

acts as the most important performance measure between different initial centroid 

selection methods while maintaining reliable mean sensitivity.  

Table 5.1 presents the results of integrating Decision Tree, K-Means clustering 

with different initial centroid selection methods, and different numbers of clusters on all 

data attributes of the Cleveland heart disease dataset. The best results for the Decision 

Tree K-Means clustering is achieved by the two clusters Inlier method showing a mean 

accuracy of 81.2% (standard deviation of 6.2%) (Table 5.1). A 2.1% increase in mean 

accuracy is achieved compared to the single Decision Tree of 79.1% (see Table 5.1). 

Similarly, a 0.3% increase in mean sensitivity is achieved compared to the single 

Decision Tree of 75.6% (Table 5.1). Although the two clusters Inlier K-Means 

clustering is not showing the best sensitivity, when using all the data attributes the mean 

accuracy is more critical than the mean sensitivity. The best mean sensitivity is achieved 

by the three clusters Range K-Means clustering showing mean sensitivity of 76.2% 
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(Table 5.1). The number of test samples in each cluster of the Cleveland dataset is 

relatively small (as the testing data is 30 records out of 300) especially in the five 

clusters and can range from four to nine samples in each cluster. 

Table 5.1: Integrating Decision Tree with K-Means Clustering On Cleveland 

Dataset (All Attributes) 

Data Mining Technique 
Sensitivity Specificity Accuracy 

Mean St 
Dev Mean St 

Dev Mean St 
Dev 

Decision Tree 75.6% 6.1% 81.6% 12.1% 79.1% 5.8% 

Number of 
Clusters = 2 

Inlier 75.9% 7.2% 85.1% 11.4% 81.2% 6.2% 

Outlier 76% 9.6% 80.3% 13.4% 78.7% 6.7% 

Range 76% 9.6% 80.3% 13.4% 78.7% 6.7% 

Random 
Row 

76.1% 8.9% 82.8% 9.6% 80.1% 4.7% 

Random 
Attribute 

74.3% 8% 84% 12.2% 80.1% 7% 

Number of 
Clusters = 3 

Inlier 75.8% 8.5% 83.4% 14.6% 80.8% 8.6% 

Outlier 75.8% 8.5% 83.4% 14.6% 80.8% 8.6% 

Range 76.2% 10.8% 76% 13.2% 78.9% 8.5% 

Random 
Row 

69.8% 16.5% 77% 13.1% 76.3% 9.3% 

Random 
Attribute 

70.5% 10.8% 81.7% 12.4% 79.4% 8.8% 

Number of 
Clusters = 4 

Inlier 71.5% 11.8% 78.1% 12.3% 77.5% 8.6% 

Outlier 73.2% 11.2% 84.1% 11.8% 79.7% 8.2% 

Range 71.9% 12% 78.1% 12.3% 77.8% 8.6% 
Random 

Row 
73.2% 9% 79.1% 10.5% 78.4% 8.3% 

Random 
Attribute 

68.1% 15.9% 80.8% 11.3% 77% 9.1% 

Number of 
Clusters = 5 

Inlier 71.5% 11.8% 78.1% 12.3% 77.5% 8.6% 

Outlier 73.2% 11.2% 84.1% 11.8% 79.7% 8.2% 

Range 71.9% 12% 78.1% 12.3% 77.8% 8.6% 

Random 
Row 

69.3% 13.9% 79.5% 9.6% 77.1% 7.8% 
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Random 
Attribute 

69.3% 13.9% 79.5% 9.6% 77.1% 7.8% 

A T-Test is applied to identify if the increase in mean accuracy and sensitivity 

is significant. When applying a T-Test for significance for accuracy between the two 

clusters Inlier K-Means clustering Decision Tree and the single Decision Tree, there is a 

significant difference between the accuracy of the two methods (see Table 5.2). 

However, when applying a T-Test for significance for the sensitivity in the same 

comparison, there is no significant difference between the two methods.  

Table 5.2: T-Test Significance for K-Means clustering to Cleveland Heart 

Disease Dataset (All Attributes) 

Canberra Data 

Attributes 

Accuracy Sensitivity 

Mean St Dev 
T-Test 

Significance 
Mean St Dev 

T-Test 

Significance 

Decision Tree 79.1% 5.8% Yes 

(t = 4.284, 

p ≤ 0.05, 

degree of 

freedom=300) 

75.6% 6.1% No 

(t = 0.551, 

p ≤ 0.05, 

degree of 

freedom=300) 

Two Clusters 

Inlier K-Means 

Clustering 

Decision Tree 

81.2% 6.2% 75.9% 7.2% 

Figure 5.3 shows the mean accuracy of integrating Decision Tree with K-

Means clustering with different initial centroid selection methods and with different 

numbers of clusters in the diagnosis records in the Cleveland heart disease dataset when 

all data attributes are used. There is no specific trend in diagnosis accuracy when 

increasing the number of clusters integrated with the Decision Tree (Figure 5.3).   
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Figure 5.3: Applying K-Means Clustering Decision Tree to Cleveland Heart Disease 

Dataset (All Attributes) 

Table 5.3 presents the results of integrating Decision Tree with K-Means 

clustering with different initial centroid selection methods and with different numbers of 

clusters on the Canberra heart disease dataset using all data attributes. The best results 

are achieved by the three clusters Inlier, Outlier, and Random Row K-Means clustering 

showing a mean accuracy of 71.5% (standard deviation of 6.7%) (see Table 5.3). That 

result represents a 2.6% increase in mean accuracy when compared to the single 

Decision Tree of 68.9% (Table 5.3). It is also shows a 4.6% decrease in mean sensitivity 

compared to the single Decision Tree of 67.7% (Table 5.3). Although the three cluster 

Inlier K-Means clustering is not showing the best sensitivity, when using all the data 

attributes the mean accuracy is more critical than the mean sensitivity. The best mean 

sensitivity is achieved by the three clusters Random Attribute K-Means clustering 

showing mean sensitivity of 67.2% (Table 5.3). The number of test samples in each 

cluster of the Canberra data is relatively small (as the testing data is 46 records out of 

460) especially in the five clusters and can range from ten to twenty samples in each 

cluster. 
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Table 5.3: Integrating Decision Tree with K-Means Clustering On Canberra 

Dataset (All Attributes) 

Data Mining Technique 
Sensitivity Specificity Accuracy 

Mean St 
Dev Mean St 

Dev Mean St 
Dev 

Decision Tree 67.7% 13.6% 64.5% 18% 68.9% 7.8% 

Number of 
Clusters = 2 

Inlier 61.8% 11.5% 73.8% 11.6% 70.1% 7.5% 

Outlier 60.3% 13.9% 73% 11.6% 69.6% 7% 

Range 60.3% 13.9% 73% 11.6% 69.6% 7% 

Random 
Row 

64.5% 13% 71.5% 11.1% 70% 7% 

Random 
Attribute 

63.2% 12.9% 72% 12.4% 70% 7.3% 

Number of 
Clusters = 3 

Inlier 63.1% 13.1% 72.9% 14.6% 71.5% 6.7% 

Outlier 63.1% 13.1% 72.9% 14.6% 71.5% 6.7% 

Range 59.7% 13.3% 71.4% 10.6% 68.4% 5.6% 

Random 
Row 

63.1% 13.1% 72.9% 14.6% 71.5% 6.7% 

Random 
Attribute 

67.2% 14% 69.5% 15.8% 70.9% 8.8% 

Number of 
Clusters = 4 

Inlier 61.1% 12.5% 71.5% 14.2% 69.5% 5.8% 

Outlier 65.1% 16.5% 67.5% 20.1% 69.6% 8.5% 

Range 65.3% 12.6% 67.7% 13.6% 69.5% 6.3% 

Random 
Row 

64% 14.2% 66.2% 14.7% 68.3% 6.9% 

Random 
Attribute 

64.4% 13.5% 67.3% 17.1% 67.6% 7.5% 

Number of 
Clusters = 5 

Inlier 61.1% 12.5% 71.5% 14.2% 69.5% 5.8% 

Outlier 65.1% 16.5% 67.5% 20.1% 69.6% 8.5% 

Range 65.3% 12.6% 67.7% 13.6% 69.5% 6.3% 

Random 
Row 

64.3% 14.1% 65.6% 17.6% 67.9% 7.6% 

Random 
Attribute 

59.7% 12.5% 67% 16.8% 66.6% 7.1% 
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A T-Test is applied to identify if the increase in mean accuracy is significant. 

When applying a T-Test for significance for accuracy between the three-cluster Inlier, 

Outlier, and Random Row K-Means clustering Decision Tree and the single Decision 

Tree, there is a significant difference between the two methods (see Table 5.4). When 

applying a T-Test for significance for sensitivity between the three-cluster Inlier, 

Outlier, and Random Row K-Means clustering Decision Tree and the single Decision 

Tree, there is a significant difference between the two methods (see Table 5.4). When 

using all the heart disease data attributes, the mean accuracy (the percentage of patients 

that are correctly diagnosed) acts as the most important performance measure between 

different initial centroid selection methods while maintaining reliable mean sensitivity.  

Table 5.4: T-Test Significance for K-Means clustering to Canberra Heart Disease 

Dataset (All Attributes) 

Canberra 

Data 

Attributes 

Accuracy Sensitivity 

Mean St 

Dev 

T-Test 

Significance 
Mean St Dev T-Test 

Significance 

Decision Tree 68.9% 7.8% 
Yes 

(t = 5.423, 

p ≤ 0.05, 

degree of 

freedom = 

460) 

67.7% 13.6% Yes 

(t = 5.225, 

p ≤ 0.05,  

degree of 

freedom = 

460) 

Three 

Clusters Inlier 

Outlier, and 

Random Row 

K-Means 

Clustering 

  

71.5% 6.7% 63.1% 13.1% 

 

Figure 5.4 shows the mean accuracy of integrating Decision Tree with K-

Means clustering with different initial centroid selection methods and with different 

numbers of clusters in the diagnosis of Canberra heart disease dataset using all data 

attributes. There is no specific trend in diagnosis accuracy when increasing the number 

of clusters integrated with the Decision Tree (see Figure 5.4).   

Integrating K-Means clustering with different initial centroid selection methods 

and decision tree shows improved mean accuracy over Cleveland and Canberra heart 

disease dataset when using all data attributes. However, there is a need to identify if this 
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integration will also enhance the mean accuracy over Cleveland and Canberra when 

only using the non-invasive attribute combinations. 

 

 
Figure 5.4: Applying K-Means Clustering Decision Tree to Canberra Heart Disease 

Dataset (All Attributes) 

5.4.  Integrating Clustering with Decision Tree on the Cleveland and 

Canberra Heart Disease Datasets (Non-Invasive Attributes) 

Section 5.4 investigates integrating Decision Tree, K-Means clustering with different 

initial centroid selection methods, and different numbers of clusters on the Cleveland 

and Canberra heart disease datasets using only non-invasive data attribute combinations. 

The age attribute is used as a clustering attribute and the number of clusters ranges 

between two and five for each initial centroid selection method. When using the non-

invasive heart disease data attributes, the mean sensitivity (the percentage sick patients 

that are diagnosed as sick) acts as the most important performance measure between 

different initial centroid selection methods while maintaining reliable mean accuracy. 
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Table 5.5 presents the results of integrating Decision Tree with K-Means 

clustering with different initial centroid selection methods and different numbers of 

clusters on the non-invasive heart disease data attributes on the Cleveland dataset: Age, 

sex, and resting blood pressure (see Chapter 4). Integrating Decision Tree with K-

Means clustering did not enhance accuracy in the diagnosis of heart disease patients 

using the Cleveland non-invasive heart disease data attributes. The best results are 

achieved by the two-cluster Outlier initial centroid selection method with a mean 

accuracy of 64.5% (standard deviation of 12.5%) as shown in Table 5.5. There is a 1.3% 

decrease in mean accuracy compared to the single Decision Tree of 65.8% (Table 5.5). 

Worse, there is a 24.5% decrease in mean sensitivity when compared to the single Gain 

Ratio Decision Tree of 61.2% (Table 5.5). 

Although maintaining reliable mean accuracy is important, showing a slightly 

degradation in the mean accuracy while enhancing the mean sensitivity is considered an 

enhancement. In the risk evaluation of heart disease patients, the mean sensitivity is 

more important than the mean accuracy as the mean sensitivity is the proportion of sick 

patients that are identified as sick. The mean sensitivity represents the patients that 

really need to be addressed and need more attention in helping them to overcome the 

heart disease. So maintaining a higher mean sensitivity using integrated K-Means 

clustering and Decision tree is considered an enhancement in the ability of the data 

mining technique in the diagnosis of heart disease patients. 

Figure 5.5 shows the mean accuracy of integrating Decision Tree with K-

Means clustering with different initial centroid selection methods and different numbers 

of clusters with the Cleveland non-invasive heart disease data attributes dataset. There is 

no specific trend evident in increasing the number of clusters and the increase/decrease 

of accuracy (see Figure 5.5).   
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Table 5.5: Integrating Decision Tree with K-Means Clustering On Cleveland 

Dataset (Non-Invasive Attributes) 

Data Mining Technique 
Sensitivity Specificity Accuracy 

Mean St 
Dev 

Mean St 
Dev 

Mean St 
Dev 

Decision Tree 61.2% 10.1% 69.5% 10.1% 65.8% 8.6% 

Number of 
Clusters = 2 

Inlier 36.4% 15.7% 84.7% 7.8% 63.9% 11.5% 

Outlier 38.4% 17.3% 85.1% 8.1% 64.5% 12.5% 

Range 38.4% 17.3% 85.1% 8.1% 64.5% 12.5% 

Random 
Row 

38.4% 17.3% 85.1% 8.1% 64.5% 12.5% 

Random 
Attribute 

38.4% 17.3% 85.1% 8.1% 64.5% 12.5% 

Number of 
Clusters = 3 

Inlier 14.4% 11.1% 93.9% 4.8% 57.2% 16% 

Outlier 14.4% 11.1% 93.9% 4.8% 57.2% 16% 

Range 38.4% 17.3% 84.7% 7.8% 64.2% 12% 

Random 
Row 

38.4% 17.3% 84.7% 7.8% 64.2% 12% 

Random 
Attribute 

38.4% 17.3% 84.7% 7.8% 64.2% 12% 

Number of 
Clusters = 4 

Inlier 36.4% 15.7% 84.7% 7.8% 63.9% 11.5% 

Outlier 38.4% 17.3% 84.7% 7.8% 64.2% 12% 

Range 38.4% 17.3% 84.7% 7.8% 64.2% 12% 

Random 
Row 

38.4% 17.3% 84.7% 7.8% 64.2% 12% 

Random 
Attribute 

38.4% 17.3% 84.7% 7.8% 64.2% 12% 

Number of 
Clusters = 5 

Inlier 36.4% 15.7% 84.7% 7.8% 63.9% 11.5% 

Outlier 38.4% 17.3% 84.7% 7.8% 64.2% 12% 

Range 38.4% 17.3% 84.7% 7.8% 64.2% 12% 

Random 
Row 

38.4% 17.3% 84.7% 7.8% 64.2% 12% 

Random 
Attribute 

38.4% 17.3% 84.7% 7.8% 64.2% 12% 
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Figure 5.5: Applying K-Means Clustering Decision Tree to Cleveland Heart Disease 

Dataset (Non-Invasive Attributes) 

Table 5.6 presents the results of integrating Decision Tree with K-Means 

clustering, different initial centroid selection methods, and different numbers of clusters 

on the non-invasive heart disease attributes of the Canberra dataset. Age, sex, resting 

blood pressure, and Rohrer’s Index equation (Equation 4.2) show the best accuracy (see 

Chapter 4).  
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Table 5.6: Integrating Decision Tree with K-Means Clustering On Canberra Dataset 

(Non- Invasive Attributes) 

Data Mining Technique 
Sensitivity Specificity Accuracy 

Mean St Dev Mean St Dev Mean St 
Dev 

Decision Tree 67.1% 11.4% 75.5% 9.2% 73.8% 4.9% 

Number of 
Clusters = 2 

Inlier 67.8% 13.6% 75% 10% 74.4% 4% 

Outlier 69.7% 9.9% 71.9% 11.3% 72.1% 5.1% 

Range 67.8% 11.2% 74.2% 8.1% 73.1% 4.6% 

Random 
Row 

69.5% 10.3% 72.2% 10.7% 72.3% 5.1% 

Random 
Attribute 

67.6% 13% 71.2% 10.6% 71% 4.2% 

Number of 
Clusters = 3 

Inlier 68.7% 10.3% 74.4% 11.4% 73.2% 5.2% 

Outlier 68.7% 10.3% 74.4% 11.4% 73.2% 5.2% 

Range 67.8% 11.2% 74.2% 8.1% 73.1% 4.6% 

Random 
Row 

66.6% 9.4% 75.8% 8.6% 73.1% 4.7% 

Random 
Attribute 

68.1% 10.6% 74.2% 10.9% 73% 4.3% 

Number of 
Clusters = 4 

Inlier 67.2% 13% 75.9% 8.4% 74.1% 3.8% 

Outlier 69.7% 9.9% 73.1% 10.5% 72.6% 5.2% 

Range 67.9% 12.8% 74.5% 8% 73.4% 3.9% 

Random 
Row 

68.4% 11.1% 76.2% 7.8% 74.4% 5.2% 

Random 
Attribute 

67.7% 13.1% 72.2% 10.9% 72.2% 5% 

Number of 
Clusters = 5 

Inlier 67.2% 13% 75.9% 8.4% 74.1% 3.8% 

Outlier 69.7% 9.9% 73.1% 10.5% 72.6% 5.2% 

Range 67.9% 12.8% 74.5% 8% 73.4% 3.9% 

Random 
Row 

67.8% 11.2% 73.9% 8.1% 73% 4.7% 

Random 
Attribute 

67.8% 11.2% 73.9% 8.1% 73% 4.7% 
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Best accuracy is achieved by the two clusters Inlier initial centroid selection 

method showing mean accuracy of 74.4% (standard deviation of 4%) as shown in Table 

5.5. A 0.6% increase in mean accuracy is evident when comparing it with the single   

Decision Tree of 73.8% (Table 5.6). A mean sensitivity of 67.8% (standard deviation of 

13.6%) is a decrease of 0.7% on the single decision tree (Table 5.6).  The mean 

sensitivity is more critical than the mean accuracy that is, the sick patients need to be 

identified as sick. The two, four, and five clusters Outlier K-Means clustering decision 

tree shows an increase in the mean sensitivity 69.7% (standard deviation 9.9) over the 

single decision tree (see Table 5.6). The mean accuracy (72.1% or 72.6%) of this 

integration decreased.  However, the mean sensitivity is more important in this context. 

The increase in mean sensitivity between the single decision tree and the two, four, and 

five clusters Outlier K-Means clustering decision tree is 2.6%. 

A T-Test for significance is applied to the two, four, and five clusters Outlier 

K-Means clustering decision tree and the single decision tree to determine if this 

increase is significant. There is significant difference between the sensitivity of the two 

methods (see Table 5.7). The four and five clusters K-Means clustering decision tree 

have the same mean accuracy of 72.6% while the two clusters K-Means clustering 

decision tree shows mean accuracy of 72.1% (Table 5.6). The T-Test for significance is 

then applied to the four, and five clusters Outlier K-Means clustering decision tree and 

two clusters Outlier K-Means clustering decision tree to determine if the difference in 

mean accuracy is significant. There is no significant different between the accuracy of 

the two methods (see Table 5.7). 

Figure 5.6 shows the means accuracy of integrating   Decision Tree, K-Means 

clustering, different initial centroid selection methods, and different numbers of clusters 

using the non-invasive heart disease data attributes on the Canberra dataset. There is no 

specific trend evident in increasing the number of clusters with integrating Decision 

Tree and the increase/decrease of the accuracy (see Figure 5.6). 

Figure 5.7 shows the means sensitivity of integrating Decision Tree, K-Means 

clustering, different initial centroid selection methods, and different numbers of clusters 

using the non-invasive heart disease data attributes on the Canberra dataset. Although 

there is no specific trend evident in increasing the number of clusters with the integrated 

Decision Tree and the increase/decrease of the accuracy, however this integration could 

enhance Decision Tree mean sensitivity (see Figure 5.7). 
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Table 5.7: T-Test Significance for K-Means clustering to Canberra Heart Disease 

Dataset (Non-Invasive Attributes) 

Canberra 

Non-

Invasive 

 

 

Sensitivity Accuracy 

Mean 
St 

Dev 

T-Test 

Significance 
Mean St Dev 

T-Test 

Significance 

Decision Tree 67.1% 11.4% 

Yes 

(t = 3.693, 

p ≤ 0.05, 

degree of 

freedom = 

460) 

73.8% 4.9% - 

Two Clusters 

Outlier  

69.7% 9.9% 

72.1% 5.1% 
 

No 

(t = 1.472, 

p ≤ 0.05, 

degree of 

freedom = 

460) 

Four Clusters 

Outlier  

72.6% 5.2% 
Five Clusters 

Outlier  

 

 

Figure 5.6: Mean Accuracy of Applying K-Means Clustering Decision Tree to Canberra 

Heart Disease Dataset (Non-Invasive Attributes) 
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Figure 5.7: Mean Sensitivity of Applying K-Means Clustering Decision Tree to 

Canberra Heart Disease Dataset (Non-Invasive Attributes) 

Integrating K-Means clustering initial centroid selection methods with 

Decision Tree shows differing results across the Cleveland and Canberra datasets when 

using all attributes and non-invasive data attribute combinations. These results are 

discussed in the Section 5.5. 

5.5.  Comparing Integrating Clustering With Decision Tree on the 

Cleveland and Canberra Datasets Different Attributes Combinations 

Results 

The best results achieved across the Cleveland and Canberra datasets are presented in 

Table 5.8. The Inlier initial centroid selection method demonstrates best results for both 

datasets all attributes while the outlier initial centroid selection method demonstrates 

best results for both datasets non-invasive attributes (Table 5.8).  
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For the all attributes Cleveland and Canberra heart disease attributes, 

integrating K-Means clustering with Decision Tree could enhance decision tree 

accuracy showing mean accuracy of 81.2% and 71.5 % respectively. The Inlier initial 

centroid selection method shows best accuracy among other initial centroid selection 

methods (Table 5.8). For the non-invasive Cleveland heart disease attributes, integrating 

K-Means clustering with decision tree did not enhance decision tree sensitivity. The 

decrease in the sensitivity of the hybrid model on the non-invasive Cleveland dataset 

may be due to the few numbers of attributes as well as the small number of rows 

available for decision tree after clustering. Another reason for the low sensitivity could 

be the possibility of overfitting in the data. The overfitting of data is when a data 

mining technique searches for the best parameters for one particular model using a 

limited set of data, it may model not only the general patterns in the data but it may 

also model the noise specific to that data, causing poor performance of the model on 

test data (Fayyad, Piatetsky-Shapiro et al. 1996). The Outlier initial centroid selection 

method shows best accuracy among other initial centroid selection methods for the 

Cleveland dataset using non-invasive attribute combinations. However, the Outlier 

method did not enhance decision tree mean accuracy neither did the Outlier method 

improve the mean sensitivity (Table 5.8).  

For the non-invasive Canberra heart disease attribute combinations, integrating 

K-Means clustering with Decision tree could enhance decision tree performance. The 

Outlier initial centroid selection method shows best mean sensitivity results among 

other initial centroid selection methods for Canberra non-invasive attributes. However, 

the Outlier method did not enhance decision tree accuracy (Table 5.8). In the context of 

non-invasive attributes, mean sensitivity is more critical than the mean accuracy for the 

purposes of informing a community screening test.  

Although integrating K-Means clustering for Canberra non-invasive heart 

disease attributes enhances Decision Tree mean sensitivity, the same integration did not 

enhance the mean sensitivity for the Cleveland non-invasive heart disease attributes. 

This result could be because the small number of instances in the Cleveland dataset 

(decreased further in each cluster when applying K-Means clustering) does not allow 

Decision Tree enough data to create discriminatory decision tree rules. 
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Table 5.8: Integrating Decision Tree with K-Means Clustering on Cleveland and 

Canberra Datasets (All and Non-Invasive) Attributes 

Dataset 
Data Mining 

Technique 

Sensitivity Specificity Accuracy 

Mean St Dev Mean St Dev Mean St Dev 

C
le

ve
la

nd
 

A
ll 

D
at

a 

Decision Tree 75.6% 6.1% 81.6% 12.1% 79.1% 5.8% 

Two Clusters Inlier 

K-Means Decision 

Tree 

75.9% 7.2% 85.1% 11.4% 81.2% 6.2% 

C
an

be
rr

a 
A

ll 
D

at
a 

Decision Tree 67.7% 13.6% 64.5% 18% 68.9% 7.8% 

Three Clusters 

Inlier K-Means 

Decision Tree 

63.1% 13.1% 72.9% 14.6% 71.5% 6.7% 

C
le

ve
la

nd
 

N
on

-I
nv

as
iv

e 
D

at
a 

Decision Tree 61.2% 10.1% 69.5% 10.1% 65.8% 8.6% 

Two Clusters 

Outlier K-Means 

Decision Tree 

38.4% 17.3% 85.1% 8.1% 64.5% 12.5% 

C
an

be
rr

a 
N

on
-I

nv
as

iv
e 

D
at

a 

Decision Tree 67.1% 11.4% 75.5% 9.2% 73.8% 4.9% 

Two Clusters 

Outlier K-Means 

Decision Tree 

69.7% 9.9% 71.9% 11.3% 72.1% 5.1% 

 

From this investigation, integrating the two cluster Outlier K-Means clustering 

could enhance decision tree mean sensitivity in diagnosis for the Canberra heart disease 

dataset when using non-invasive data attributes. Furthermore, this hybrid model can 

readily be used for community screening test to help healthcare professionals in the 

diagnosis of heart disease patients.  

5.6.  Chapter Summary and Conclusion 

Recent research suggests that integrating more than one data mining technique can 

enhance the performance in the diagnosis of heart disease patients. K-Means clustering 

is one of the most popular and well-known clustering techniques. However, evidence 

suggests that initial centroid selection is a critical factor that strongly affects K-Means 
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clustering performance. This chapter investigates integrating K-Means clustering with 

different initial centroid selection methods with Decision Tree in the diagnosis of heart 

disease patients across the Cleveland and Canberra heart disease datasets using all 

attributes and only the non-invasive data attributes. 

Integrating K-Means clustering with Decision Tree enhances decision tree 

accuracy in the diagnosis of the Cleveland and Canberra datasets showing 81.2% and 

71.5% respectively. The Inlier initial centroid selection method shows best results for 

Cleveland and Canberra datasets using all data attributes. Integrating K-Means 

clustering with different initial centroid selection methods and Decision Tree on non-

invasive data attributes in the Cleveland and Canberra datasets did not enhance decision 

tree accuracy. Moreover, the mean sensitivity degraded to 38.4% on the Cleveland 

dataset. However, integrating K-Means clustering with different initial centroid 

selection methods and decision tree over the non-invasive Canberra dataset attributes 

shows an increase of the mean sensitivity achieving 69.7% and mean accuracy of 

72.1%. These results are very interesting. It shows that the non-invasive Canberra heart 

disease attributes involving age, sex, resting blood pressure and Rohrer’s Index equation 

(Equation 4.2) can be readily used to create a community screening test for the 

evaluation of heart disease risk. 

The next chapter describes the development and implementation of a heart 

disease risk evaluation tool using non-invasive Canberra heart disease data attributes to 

help healthcare professionals in the diagnosis of heart disease patients. This evaluation 

tool can act as a community-level screening test to identify the risk of heart disease as 

being high or low. Chapter 6 will extract the decision tree rules to identify how a 

decision is made using the non-invasive data attributes. 
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Chapter 6 

Heart Disease Risk Evaluation Tool  
6.1.  Introduction 

Although heart disease is the leading cause of death all over the world causing 7.25 

million deaths representing 12.8% of all the deaths (World Health Organization 2013c), 

it has also been identified as among the most preventable and controllable diseases 

(Centers for Disease Control and Prevention 2013). At least 80% of heart disease could 

be prevented by healthy diet, regular physical activity, and avoidance of tobacco 

products (World Health Organization 2013c). The World Health Organization (2010) 

reported that early detection and treatment are aimed to reduce progression to severe 

and costly illness and complications of heart disease.  

The relative success of chronic disease treatments are dependent on the early 

detection of those diseases (Paladugu and Shyu 2010). Although heart disease can be 

detected by several tests such as chest X-rays, coronary angiograms, 

electrocardiograms, and exercise stress tests (National Center for Chronic Disease 

Prevention and Health Promotion 2013), those tests are very costly and require 

sophisticated equipment and a visit to a medical facility for heart disease detection. 

There is a vital need for accurate and systematic tools that provide information for early 

detection of heart disease to identify those patients at high risk (Paladugu and Shyu 

2010). 

There is a need to find less costly tests and accurate systematic tools that can 

be used for community screening to identify patients at high risk of heart disease and 

provide information to enable early intervention (Paladugu and Shyu 2010).  

Community screening tests play an especially important role in the early detection of 

heart disease (Kotnik 2010). These community screening tests can be applied in 

pharmacies or public health clinics where non-medical healthcare professionals could 

screen the community at large for potential heart disease sufferers and refer those 

potential sufferers to more thorough screening tests. Recent research focuses on 

discovering new specific, sensitive and cheap community screening tests (Kotnik 2010). 

The level of accepted accuracy for screening tests varied from one tool to 

another showing 70% or 80% accuracy. A screening tool for mild cognitive impairment 
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is developed showing mean accuracy of 76% for Alzheimer disease (Nasreddine, 

Phillips et al. 2005). Another research used dobutamine stress as a screening tool in 

detecting coronary artery showing accuracy that ranged between 84% and 89% 

(Marcovitz and Armstrong 1992). 

It is widely accepted that age, sex, blood pressure, smoking, cholesterol and 

diabetes are the major risk factors for developing heart diseases (Cupples and 

D’Agostino 1987). The Framingham Heart Disease Risk Calculator (Framingham 

Study. 2013) and Australian Absolute Cardiovascular Risk Calculator (National Heart 

Foundation of Australia 2009) are two famous heart disease screening tests that use 

major risk factors for identifying degree of risk of heart disease. They use different 

invasive and non-invasive data attributes in the risk evaluation of heart disease. The use 

of invasive attributes such as cholesterol and diabetes require blood tests investigation 

which slows the use of these screening tests. In Chapter 4, Decision tree performance 

using different non-invasive Canberra data attributes in the diagnosis of heart disease 

patients is investigated. The results demonstrate that the combination of age, sex, resting 

blood pressure (Systolic and Diastolic) and Rohrer’s Index (RI) provides the best 

results. In the previous chapter, integrating K-Means clustering with different initial 

centroid selection methods and Decision tree on the Canberra heart disease non-invasive 

data attributes is investigated. The results demonstrate that integrating the two clusters 

Outlier K-Means clustering methods and Decision tree gives an increase of mean 

sensitivity and mean accuracy, achieving 69.7% and 72.1% respectively. These results 

seem sufficiently high that the two clusters Outlier K-Means clustering Decision tree 

methods could be used to create a screening test for the evaluation of heart disease risk 

for use at a community level. The results of applying non-invasive attributes with these 

results are satisfactory at this exploratory stage.  

This chapter develops the idea of a community-level screening test based on 

the data mining results reported here. First, it discusses expert systems including their 

components, advantages and limitations and their application in heart disease diagnosis. 

Second, an expert system risk evaluation tool is investigated, using the two clusters 

Outlier K-Means clustering Decision tree method on the Canberra heart disease non-

invasive data attributes. Third, the Decision tree rules are extracted to create a decision 
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chart as a community screening test to help healthcare professionals diagnose high or 

low risk heart disease patients.   

6.2.  Expert System Overview  

Experience owned by human experts is critically important in solving real time 

problems. This experience not only takes very long time to be learnt but also involves a 

large amount of knowledge. Expertise enables people to find solutions much faster and 

at lower costs. Researchers are trying to find tools that help in collecting, capturing and 

storing this expertise in a computer system that can help people in solving relevant 

problems (Giarratano and Riley 2004).  

Expert systems are one of the most successful applications of artificial 

intelligence to real–world problems found in medicine, finance, weather, education and 

health. Artificial intelligence is the branch of computer science that develops machines 

and software with intelligence. It includes the study and design of intelligent agents that 

apply reasoning, knowledge, planning, learning and perception to solve problems 

(Giarratano and Riley 2004). Using expert systems in clinical laboratories is 

revolutionizing the practice of medicine providing computerized imaging techniques, 

assisting health professionals using advances in artificial intelligence technology, 

automating clinical laboratories and developing hospital information systems (Bronzino 

1992). Expert systems are able to analyse complex medical data and can be applied in 

almost every field of medicine. The potential to exploit meaningful relationships within 

a dataset can be used in diagnosis, treatment and prediction in many clinical situations 

(Patel, Shortliffe et al. 2009).  

Expert systems simulate the chain of reasoning of an expert in a specific 

problem domain (Wooldridge 2009). Feigenbaum and McCorduck et al. (Feigenbaum, 

McCorduck et al. 1988).defined expert systems as intelligent computer programs that 

use experts’ knowledge to solve problems difficult enough to require significant 

expertise  They are knowledge-based systems that employ knowledge of a specific 

application domain then use reasoning procedures to solve problems that require human 

competence or expertise. The significance of expert systems stems primarily from the 

specific knowledge about a narrow domain stored in the expert system’s knowledge 

base (Ruan, D'hondt et al. 2006).  
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An expert system has three main interacting components (see Figure 6.1): the 

knowledge base; the inference engine; and the user interface (Giarratano and Riley 

2004, Ruan, D'hondt et al. 2006). The knowledge base is the knowledge obtained from 

databases, books, and experts. It stores the facts and rules about a particular problem 

domain and makes them available to the inference engine in a form that it can use. The 

inference engine is the program that locates the appropriate knowledge in the 

knowledge base, and infers new knowledge by applying logical processing and 

problem-solving strategies. The inference engine is responsible for drawing conclusions 

from the knowledge base and presenting them to the user. The user interface is the 

interface that the user uses to interact with the system. It is the means of communication 

between the users and the expert systems problem-solving processes. The expert system 

is not very useful unless it has an effective interface. It accepts the queries (users’ input) 

that the inference engine translates into working instructions for the rest of the system.. 

Careful attention is given to the interface design to make the expert system appear 

‘friendly’ to the user (Giarratano and Riley 2004, Ruan, D'hondt et al. 2006). 

The potential benefits of expert systems have encouraged researchers to 

implement them in several disease diagnosis applications. Different data mining 

techniques can be used to build expert systems to help healthcare professionals in the 

diagnosis of heart disease patients. Palaniappan and Awang (Palaniappan and Awang 

2007) use Decision tree, Naïve Bayes and Neural Networks to build an expert system on 

the Cleveland heart disease dataset. Polat, Sahan et al., (Polat , Sahan et al. 2007) 

investigate applying an artificial immune recognition system (AIRS) with fuzzy 

resource allocation mechanism in the diagnosis of heart disease patients again using the 

Cleveland heart disease dataset suggesting that the results be used to build an expert 

system. However, these researches use a set of invasive and no-invasive attributes that 

limit their application as a community screening test. 
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Figure 6.1: Expert System Components 

6.3.  Heart Disease Expert System Risk Evaluation Tool 

In this section the development of an expert system for heart disease risk evaluation that 

uses non-invasive attributes is discussed. It assists healthcare professionals in 

identifying patients at risk of heart disease but also achieves this objective at low cost. 

The use of non-invasive data attributes also allows an expert system to identify the 

degree of risk of heart disease patients (see Chapter 4). The Framingham test and 

Australian Absolute Cardiovascular Risk Calculator (see Chapter 2 section 2.2.4) are 

well known heart disease screening tests that use combinations of invasive and non-

invasive data attributes. This approach has been identified as limiting for a community-

screening test as it needs pre-blood tests investigation. The proposed heart disease 

expert system risk evaluation tool is innovative in that it identifies the degree of risk of 

heart disease patients using ONLY non-invasive data attributes, thus supporting its 

application as a community screening test. For simplicity, we have called this system 

HD – ESRET (Heart Disease Expert System Risk Evaluation Tool). 

Figure 6.2 shows the three main components of HD - ESRET: the knowledge 

base; inference engine; and the interface. The knowledge base applies the two-cluster 

Outlier Decision tree on the Canberra non-invasive heart disease data attributes to 

extract the expert system rules. The non-invasive attributes are the age, sex, systolic, 
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diastolic, and Rohrer’s Index. The inference engine uses the extracted rules and the 

users’ input to draw conclusions from the knowledge base and presents them to the user 

via the user interface. The user interface allows for “communication” screens where the 

user enters input data and the expert system returns the degree of heart disease risk as 

calculated by the inference engine. 

 

Figure 6.2: Heart Disease Expert System Evaluation Tool Components 

The HD – ESRET has been implemented in two different forms: a proof-of-

concept computer program and a proof-of-concept diagnostic chart which are presented 

in the following two sections respectively. The implementation of the HD – ESRET in 

the two different forms demonstrates how broad and useful the HD – ESRET 

application can be in identifying patients at risk of heart disease using non-invasive 

attributes. 

6.4.  HD - ESRET Implementation  

The construction plan for HD - ESRET consists of two main phases (Figure 6.3). The 

first phase applies the Decision tree to the non-invasive attributes of the Canberra 

dataset. This phase include loading the Canberra non-invasive attributes (age, sex, 

systolic, diastolic, and Rohrer’s Index), applying the two cluster Outlier K-Means 

clustering Decision tree to the loaded Canberra non-invasive data attributes and then the 
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diagnostic rules are extracted and stored. In the second phase the user enters his/her 

data: age, sex, height, weight, Systolic, and Diastolic. The height and weight values are 

used to calculate the Rohrer’s Index using Equation 4.2 (see Chapter 4section 4.5). 

These attributes are used by the stored diagnostic rules to calculate the user’s degree of 

risk of heart disease which is displayed to the user. 

 
Figure 6.3: The Heart Disease Risk Evaluation Tool Design  

An example of the implementation of the heart disease risk evaluation tool is 

described. The HD – ESRET is implemented using C# Microsoft Visual Studio 2008 

for Windows.  

Figure 6.4 shows the opening or start screen of HD – ESRET that loads the 

Canberra non-invasive data attributes to the expert system, applies the two clusters 
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Outlier K-Means clustering Decision tree, and extracts the diagnostic rules to be used in 

the next form.  

 

Figure 6.4: Starting the Heart Disease Risk Evaluation Tool 

Figure 6.5 shows the user interface form where the user enters his/her data the 

degree of heart disease risk is calculated and displayed.  
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Figure 6.5: The Heart Disease Risk Evaluation Tool Interface 

Figure 6.6 is a demonstration of the user data entry screen that allows HD – 

ESRET to calculate the degree of heart disease risk (in this case high for the entered 

data).  
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Figure 6.6: High Risk Heart Disease Risk Evaluation Example 

Figure 6.7 is a second example of HD – ESRET, in this case a low risk of heart 

disease based on the entered data.  

 These examples demonstrate that HD - ESRET can act as a community-level 

screening test. The simplicity of the user interface allows healthcare professionals to 

identify patients at high risk of heart disease using very low cost non-invasive attributes. 

The HD – ESRET could be implemented on mobile applications as well as desktop 

applications too. 
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Figure 6.7: Low Risk Heart Disease Risk Evaluation Example  

6.5.  HD – ESRET DT Decision Rules, Tree and Chart 

The results from Chapter 4 and 5 results demonstrate that the two clusters Outlier K-

Means clustering Decision tree method provides reliable performance using the age, 

sex, resting blood pressure (Systolic and Diastolic) and Rohrer’s Index non-invasive 

Canberra attributes (mean sensitivity and mean accuracy of 69.7% and 72.1% 

respectively), and can be used to create a community-level screening test. To build the 

diagnostic chart and Decision Tree rules are extracted. 

The Canberra non-invasive heart disease data attributes combination contains 

four continuous attributes age, resting blood pressure (Systolic and Diastolic), and 

Rohrer’s Index and one discrete attribute (sex). A Decision tree is unable to deal with 

continuous attributes (see Chapter 3, section 3.2). Equal-frequency discretisation is 
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applied to convert attributes from continuous to discrete.  Figure 6.8 shows the 

attributes’ cut-points and the range for each cut-point. The attributes cut-points are used 

by the two clusters Outlier K-Means clustering Decision Tree method to create the 

Decision tree rules.  

 
Figure 6.8: Attribute cut-point and range in Heart Disease Risk Evaluation Rules 

Figure 6.9 and Figure 6.10 are samples of the Decision tree rules for the first 

and second cluster. All rules are presented in Appendix C. Figure 6.9 is for the first 

cluster where age is less than seventy-five; and Figure 6.10 is for the second cluster 

where age is greater than or equal to seventy-five.  These examples of extracted rules 

explain how the non-invasive attributes are used to identify the degree of risk of heart 

disease patients. In the sex attribute, zero corresponds to male, and one corresponds to 

female. The values for age, Rohrer’s Index, Systolic and Diastolic in Figure 6.9 and 

6.10 are described in Figure 6.8. 

Although Figure 6.9 and 6.10 are clustered based on the age attribute, the age 

attribute is also still used in the Decision Tree rules for further analysis. For instance, in 

Figure 6.9, the cluster is for age less than 75. Discretized Age values equal to zero, one, 

and two are used in the Decision Tree rules representing people who are less than 65, 

between 65 and 73, and between 73 and 79 years old respectively (Figure 6.8). In 

Figure 6.10, the cluster is for age greater than or equal to 75. Discretized Age values 

equal to three and four are used in the Decision Tree rules representing people aged 

between 79 and 86, and greater than 86 years old respectively (Figure 6.8). 
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Figure 6.9: Sample of the First Cluster Heart Disease Risk Evaluation Rules  

 
Figure 6.10: Sample of the Second Cluster Heart Disease Risk Evaluation Rules  
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Figure 6.11 and 6.12 shows the diagnostic rules for the first and second clusters 

for the HD – ESRET. The diagnostic rules in Figures 6.11 and 6.12 are drawn from the 

Decision Tree rules in Figures 6.9 and 6.10 respectively. The value of zero in the Sex 

attribute corresponds to male, and one corresponds to female. The values for age, 

Rohrer’s Index, Systolic and Diastolic in Figure 6.11 and 6.12 are described in Figure 

6.8. The diagnostic rules of Figures 6.11 and 6.12 can be used to identify the degree of 

risk of heart disease patients using the non-invasive attributes. The No and Yes in 

Figure 6.11 and 6.12 correspond to no risk and at risk in the risk evaluation of heart 

disease respectively. 

 

Figure 6.11: The First Cluster Heart Disease Risk Evaluation Decision Tree  
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Figure 6.12: The Second Cluster Heart Disease Risk Evaluation Decision Tree  

The two clusters Outlier K-Means clustering Decision Tree rules for the non-

invasive heart disease data attributes of the Canberra dataset are used to create the 

diagnostic chart that identifies patients at high risk of heart disease. Figure 6.13 shows 

the definition of symbols for the non-invasive heart disease evaluation chart. It shows 

the range for each of Systolic (ranging from “a” to “e”) and Diastolic (ranging from “f” 

to “j”) attributes. It also shows the colours of the cells used in Figure 6.14 and Figure 

6.15 showing green for low risk and red for high risk. 

Figure 6.14 and Figure 6.15 shows the first and second clusters for the heart 

disease risk evaluation chart respectively. Figure 6.14 shows the heart disease risk 

evaluation for patients whose age is less than seventy-five. It shows that females whose 

age is less than seventy-five are at low risk of heart disease. However, for male patients 

whose age is less than seventy-five the attributes demonstrate varying degrees of risk of 

having heart disease. Figure 6.15 shows the heart disease risk evaluation for patients 
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whose age is greater than seventy-five. It shows that males of greater than seventy-five 

are at high risk of heart disease. However, the females whose age is greater than 

seventy-five the attributes demonstrate varying degrees of risk of having heart disease.  

 

Figure 6.13: Needed Symbols in Non-Invasive Heart Disease Evaluation Chart 

For example, assume patient data is: 

Age = 74, Sex = Male, Rohrer’s Index = 15, Systolic = 130, and 

Diastolic = 75 

To identify the degree of heart disease risk for the above patient, we need to 

identify to which cluster this patient belongs. Age is less than 75, so patient belongs to 

the first cluster (Figure 6.14).  Sex is male so the patient belongs to the Tables in Figure 

6.12. The Systolic measure is 130, so the patient belongs to the “d” category (Figure 

6.13). The Diastolic measure is 75, so the patient belongs to the “h” category (Figure 

6.13). Figure 6.15 identifies the degree of heart disease risk (given sex= Male, Rohrer’s 

Index = 15, Systolic = c, and Diastolic = h) as high. 

A second example confirms the process: 

Age = 80, Sex = Female, Rohrer’s Index = 18, Systolic = 145, and 

Diastolic = 95 

Age is greater than 75 so this patient belongs to the second cluster (Figure 

6.15).  Sex is female, so patient belongs to the Tables in Figure 6.15. The Systolic 

measure is 145, so the patient belongs to the “d” category (Figure 6.13). The Diastolic 

measure is 95 so patient belongs to the “j” category (Figure 6.13). Figure 6.13 identifies 
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the degree of heart disease risk (given sex = Female, Rohrer’s Index = 18, Systolic = d, 

and Diastolic = j) is low. 

 

Figure 6.14: First Cluster Heart Disease Risk Evaluation Chart  

 

Figure 6.15: Second Cluster Heart Disease Risk Evaluation Chart 
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Thus, the extracted decision tree rules can be used in medical environments to 

help healthcare professionals establish a patient’s risk of heart disease using non-

invasive attributes with a low-cost, reliable and effective community-level screening 

prototype evaluation tool. 

6.6.  Chapter Summary and Conclusion 

Researchers have been using expert systems in the diagnosis of several diseases such as 

breast cancer, lungs and heart disease. Although heart disease can be detected by several 

tests such as electrocardiogram, stress tests, and cardiac angiogram, these tests are 

expensive and cannot be used as community-screening tests. So there is a need to find 

less expensive tests that can be used for community-level screening to identify patients 

at high risk of heart disease. There is a need for accurate systematic tools that identify 

patients at high risk and provide information for early intervention in heart diseases.  

This chapter discusses the construction of a heart disease expert system risk 

evaluation tool (HD – ESRET) using the two clusters Outlier K-Means clustering 

Decision Tree method on the Canberra heart disease dataset non-invasive data 

attributes.  HD - ESRET is novel in that it is able to identify the degree of risk of heart 

disease patients using a novel low-cost non-invasive attributes combination. Decision 

tree rules are extracted to create a diagnostic chart that identifies if a patient is at high or 

low risk. HD - ESRET acts as a community-level screening test that identifies the 

degree of risk of heart disease in patients as being high or low, thus providing 

healthcare professionals with inexpensive, reliable screening of potential heart disease 

patients. 

Importantly, the HD – ESRET implementation results as well as the extracted 

diagnostic rules and charts are indicative but not definitive as they are based on only the 

Canberra heart disease dataset. This limits the geographic and socio-economic range of 

the patients for whom records have been created. The Canberra heart disease dataset 

contains 460 rows as discussed earlier (see Chapter 3, section 3.5), which is still a small 

number of patients’ rows. However, the ability to use non-invasive attributes in the risk 

evaluation of heart disease patients showing mean sensitivity and mean accuracy of 

69.7% and 72.1% respectively is an important contribution of this thesis. 
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The next chapter concludes the main findings of this thesis. It presents the 

research objectives, summarizes the research conclusions followed by discussion of the 

research limitations and future directions. Finally, the main contributions of this thesis 

are presented. 
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Chapter 7 

Conclusions and Future Work 
This chapter briefly presents the research objectives, summarizes the research 

conclusions, as well as discussing the limitations, describing the possible future research 

directions followed by presenting the main contributions of this thesis. 

7.1.  Introduction  

Heart disease is the leading cause of death in the world over the past decade in different 

continents and countries regardless of their income (World Health Organization 2011b). 

The World Health Organization (WHO) reported that heart disease is the leading cause 

of death all over the world, causing 7.25 million deaths, representing 12.8% of all 

deaths (World Health Organization 2013c). Although heart diseases are among the most 

common chronic diseases causing a high rate of death all over the world, they have also 

been identified as among the most preventable and controllable diseases (Centers for 

Disease Control and Prevention 2013). Early detection of heart disease patients can help 

in recovering patients’ health and decreasing the mortality rate from heart disease 

(Centers for Disease Control and Prevention 2013). The relative success of chronic 

disease treatments are dependent on the earliness of detection of those diseases 

(Paladugu and Shyu 2010). There is a vital need for accurate systematic tools that 

identify patients at high risk and provide information for early detection of heart disease 

(Paladugu and Shyu 2010).  

Although heart disease can be detected by several tests such as 

electrocardiogram, stress tests, and cardiac angiogram, these tests are expensive and 

cannot be used as community-level screening tests. The Framingham Heart Disease 

Risk Evaluation tool and the Australian Absolute Cardiovascular Risk Calculator are 

two famous heart disease risk evaluation tools that help to identify patients at risk of 

heart disease. Both of the two heart disease risk evaluation tests use a set of invasive 

and non-invasive attributes, such as age, sex, systolic blood pressure, total cholesterol, 

diabetes and smoking status, to identify if a patient is at high, moderate or low risk of 

heart disease (National Heart Foundation of Australia 2009, Framingham Study. 2013). 

However, the tools need prior blood test investigations to identify the cholesterol and 
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diabetes levels. Using invasive attributes slows down and adds expense to the tests for 

the risk evaluation of heart disease. There is a need to find lower cost tests that can be 

used for community-level screening to identify the risk of heart disease. 

7.2.  Research Objective 

Motivated by the increasing mortality rates of heart disease all over the world and the 

fact that early detection helps in recovering patients’ health and decreasing the mortality 

rate from heart disease, the main objective of this thesis is helping healthcare 

professionals in the early detection and risk evaluation of heart disease patients. To 

achieve this objective, this research poses the question: 

Can data mining assist healthcare professionals in the early detection of heart 

disease in a community setting? 

Although researchers have been applying different data mining techniques to 

help healthcare professionals in the diagnosis of heart disease patients, there is not a 

clear view of different data mining techniques’ performance across different data 

attribute combinations in the diagnosis of heart disease patients. The main objective of 

this thesis is, in answering the above question,: 

To provide healthcare professionals with a community-level screening tool for the 

early detection and risk evaluation of heart disease patients 

To achieve this, the research is focussed on the following key questions: 

1. Can significant attributes in the diagnosis of heart disease patients be identified?  

• Chapter 3 demonstrates that significant attributes are identifiable. 

2. Can applying data mining techniques on non-invasive attributes be usefully 

applied to the diagnosis of heart disease patients? 

• Chapter 4 demonstrates that data mining techniques can be usefully 

applied on non-invasive attributes. 

3. Can hybrid data mining techniques be usefully applied to enhance performance 

on non-invasive data attributes in the diagnosis of heart disease patients? 

• Chapter 5 demonstrates that hybrid data mining techniques can be 

usefully applied to enhance performance. 
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4. Can a reliable heart disease expert system risk evaluation tool, using non-

invasive heart disease data attributes, be constructed? 

• Chapter 6 demonstrates that a reliable expert system tool, using non-

invasive data attributes can be constructed. 

 The results from Chapters 3 – 6 that support and confirm answers to the key 

questions posed in this thesis also demonstrate support for the principal question that 

“Data Mining can Assist Healthcare Professionals in the Early Detection of Heart 

Disease in a Community Screening Environment”. 

7.3.  Research Conclusions 

Motivated by the increasing heart disease mortality rates all over the world, researchers 

are using data mining techniques to help healthcare professionals in the diagnosis of 

heart disease patients. Although heart disease can be detected by several tests such as 

electrocardiogram, stress tests, and cardiac angiogram, these tests are expensive and 

cannot easily be used as community-level screening tests. There is a need to find lower 

cost tests that can be used for community-level screening to identify the risk of heart 

disease. The main objective of this thesis is to help healthcare professionals in the risk 

evaluation of heart disease patients using low cost data attributes. The research here has 

investigated whether data mining techniques can be applied with reliable accuracy to 

only non-invasive attributes of heart disease patient records to create diagnostic rules to 

inform a community-level heart disease risk evaluation tool. The details of the 

contributions of this work are discussed in the next few sub-sections. 

7.3.1. Significant Attributes in Heart Disease Risk Evaluation 

Chapter 3 identifies the significant attributes needed by data mining techniques in the 

diagnosis of heart disease patients. It investigates applying three common and 

successful data mining techniques (Decision Tree, Naïve Bayes, and K-nearest Nearest 

Neighbour) to two different heart disease datasets (the Cleveland Heart Disease Dataset 

and a new Canberra Heart Disease dataset). Applying different data mining techniques 

to both the Cleveland and Canberra heart disease datasets shows reliable results. 

Although different data mining techniques show reliable results over both heart disease 

datasets using all attributes of each dataset, the two datasets have different data attribute 

sets. When mapping the Cleveland and Canberra heart disease data set attributes, it 
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appears that there are four common data attributes: age, sex, resting blood pressure and 

peak heart rate. The results attained imply that these four attributes can be of significant 

effect in the diagnosis of heart disease patients.  

Decision Tree, Naïve Bayes, and K-nearest Nearest Neighbour data mining 

techniques are then applied using the common data attributes of the Cleveland and 

Canberra datasets to identify if the common attributes have significant effect the 

reliability of the techniques in the diagnosis of heart disease patients. The results show 

that the techniques remain reliable. The results show that the Decision Tree is the most 

stable data mining technique using the common attributes of the Cleveland and 

Canberra heart disease dataset. The accuracy attained using only the four common 

attributes, of which three are non-invasive attributes, raises an important question about 

the effect of different non-invasive attributes’ performance in the diagnosis of heart 

disease patients using data mining techniques.  Table 7.1 summarises the performance 

of the different data mining techniques applied to different Cleveland and Canberra 

dataset attributes. 

Table 7.1: Applying Different Data Mining Techniques on Cleveland and 

Canberra Datasets using Different Attribute Combinations 

D
at

as
et

 

Data 
Mining 

Technique 

Mean Accuracy 

All Data Attributes Common Data 
Attributes PCA Attributes 

Mean St Dev Mean St Dev Mean St Dev 

C
le

ve
la

nd
 

Decision 
Tree 79.1% 5.8% 69.6% 7.5% 76.6% 5% 

Naïve 
Bayes 83.5% 5.2% 72.4% 8.2% 79.3% 5.5% 

K-Nearest 
Neighbour 83.4% 2.7% 63% 10% 79.2% 4.1% 

C
an

be
rr

a 

Decision 
Tree 68.9% 7.8% 75.1% 6.6% 67.4% 10.5% 

Naïve 
Bayes 75.4% 9.1% 73.3% 6% 70.8% 9% 

K-Nearest 
Neighbour 68.8% 8.6% 67.2% 11.7% 64% 10.5% 
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7.3.2. Non-Invasive Attributes’ Significance in Risk Evaluation of Heart 

Disease  

Chapter 4 identifies the significance of different non-invasive attributes in the diagnosis 

of heart disease patients. The main importance of non-invasive attributes is that they are 

low cost attributes and can be used in community-level screening tests to identify 

patients at risk of heart disease.  Chapter 4 investigates if there is a combination of non-

invasive data attributes that can provide reliable data mining performance in the 

diagnosis of heart disease patients. Chapter 4 investigates applying the Gain Ratio 

Decision Tree technique to different single, combined, and calculated non-invasive data 

attribute combinations to identify which combination will show the best performance in 

the diagnosis of heart disease patients. 

Table 7.2 summarizes the results of applying the Decision Tree technique on 

different non-invasive heart disease attribute combinations. When investigating the 

effect of different single non-invasive Cleveland and Canberra attributes in the 

diagnosis of heart disease patients, the age and sex attributes show the best results 

compared to other single non-invasive attributes. When using different combinations of 

non-invasive attributes of the Cleveland and Canberra datasets, the age, sex, and resting 

blood pressure combination shows the best results compared to other combinations. 

Finally, when calculated non-invasive attributes (BMI, Rohrer’s Index and RBPDiff) 

are combined with the other non-invasive attributes, the results shows that the best 

combination in the diagnosis of heart disease in the Canberra dataset is the age, sex, 

resting blood pressure and Rohrer’s Index combination, with mean accuracy of 73.8% 

(standard deviation 4.9%). 
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Table 7.2: Data Mining Diagnosis Results using Non-Invasive Attribute 

Combinations on the Cleveland and Canberra Heart Disease Datasets 

Dataset 
Data 

Attributes 

Accuracy Sensitivity 

Mean St Dev Mean St Dev 

Cleveland 

Age, Sex 65.2% 7.5% 60.4% 9.1% 

Age, Sex, RBP 65.8% 8.6% 61.2% 10.1% 

Canberra 

Age, Sex, RBP 74.8% 6.5% 66.7% 13.3% 

Age, Sex, RBP, 

Rohrer’s Index 73.8% 4.9% 67.1% 11.4% 

7.3.3. Integrating Clustering with Decision Tree in Heart Disease Risk 

Evaluation 

Recently researchers are suggesting that integrating more than one data mining 

technique can enhance data mining performance in the diagnosis of heart disease. 

Chapter 5 investigates integrating K-Means clustering with different initial centroid 

selection methods with Decision Tree in the diagnosis of heart disease patients across 

the Cleveland and Canberra heart disease datasets. Although K-Means clustering is one 

of the most popular and well-known clustering techniques, initial centroid selection is a 

critical factor that strongly affects performance. Different clustering attributes were 

tested and the age attribute as the clustering column shows the best results. 

Table 7.3 summarizes the results of integrating Decision Tree with K-Means 

clustering on the Cleveland and Canberra datasets using all attributes and non-invasive 

data attribute combinations. The Inlier initial centroid selection method shows the best 

results for both the Cleveland and Canberra heart disease datasets when using all 

attributes. Integrating K-Means clustering with Decision Tree could enhance diagnostic 

accuracy in both Cleveland and Canberra datasets, showing a mean accuracy of 81.2% 

and 71.5% respectively. 
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Chapter 5 goes on to investigate integrating K-Means clustering with different 

initial centroid selection methods and Decision Tree using non-invasive attributes of the 

Cleveland and Canberra heart disease datasets. Integrating K-Means clustering with 

Decision Tree could not enhance diagnostic accuracy or sensitivity when using non-

invasive attributes of the Cleveland heart disease dataset. Moreover, the mean 

sensitivity degraded to 38.4%. However, integrating K-Means clustering and Decision 

Tree using the non-invasive attributes of the Canberra heart disease dataset shows an 

increase of the mean sensitivity, achieving 69.7%, with a mean accuracy of 72.1%. 

These results are very interesting as it shows that the non-invasive Canberra heart 

disease attributes (involving age, sex, resting blood pressure and Rohrer’s Index) could 

be used to create a community-level screening test for the evaluation of heart disease 

risk. 

Table 7.3: Integrating Decision Tree with K-Means Clustering on Cleveland and 

Canberra all and Non Invasive Data Attributes 

Dataset 
Data Mining 

Technique 

Sensitivity Specificity Accuracy 

Mean St Dev Mean St Dev Mean St Dev 

Cleveland 
All Data 

Decision Tree 75.6% 6.1% 81.6% 12.1% 79.1% 5.8% 

Two Clusters 

Inlier K-

Means 

Decision Tree 

75.9% 7.2% 85.1% 11.4% 81.2% 6.2% 

Canberra 
All Data 

Decision Tree 67.7% 13.6% 64.5% 18% 68.9% 7.8% 

Three Clusters 

Inlier K-

Means 

Decision Tree 

63.1% 13.1% 72.9% 14.6% 71.5% 6.7% 
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Dataset 
Data Mining 

Technique 

Sensitivity Specificity Accuracy 

Mean St Dev Mean St Dev Mean St Dev 

Cleveland 
Non 

Invasive 
Data 

Decision Tree 61.2% 10.1% 69.5% 10.1% 65.8% 8.6% 

Two Clusters 

Outlier K-

Means 

Decision Tree 

38.4% 17.3% 85.1% 8.1% 64.5% 12.5% 

Canberra 
Non 

Invasive 
Data 

Decision Tree 67.1% 11.4% 75.5% 9.2% 73.8% 4.9% 

Two Clusters 

Outlier K-

Means 

Decision Tree 

69.7% 9.9% 71.9% 11.3% 72.1% 5.1% 

7.3.4. Building A Heart Disease Expert System Risk Evaluation Tool 

Although heart disease can be detected by several tests such as electrocardiogram, stress 

tests, and cardiac angiogram, these tests are expensive and cannot be used as 

community-level screening tests. Community-level screening tests play an important 

role in the early detection of heart diseases. So, there is a strong need to find low-cost 

tests that can be used for community-level screening to identify patients at high risk of 

heart disease. There is a need for accurate systematic tools that identify patients at high 

risk and provide information for early intervention of heart diseases.  

Chapter 6 investigates building a heart disease expert system risk evaluation 

tool based on the two clusters Outlier K-Means clustering Decision Tree method 

applied to the non-invasive data attributes of the Canberra heart disease dataset. The 

main contribution in this heart disease expert system risk evaluation tool is its ability to 

identify the degree of risk of heart disease patients using only low-cost non-invasive 

attributes. This expert system risk evaluation tool can act as a community-level 

screening test that can identify the risk of heart disease as being high or low. The 

decision tree rules are extracted to create a diagnostic chart (Figures 6.14 and 6.15) to 
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identify if a patient is at high or low risk of heart disease using only non-invasive data 

attributes.  

7.4.  Research Limitations  

This research has adopted a thorough and systematic approach to investigating how data 

mining techniques could inform healthcare professionals in the risk evaluation of heart 

disease patients using low cost data attributes. There are some limitations to the 

research, including: 

• Using only three common data mining techniques: Decision Tree, Naïve Bayes, 

and K-Nearest Neighbour. 

• Using the Decision Tree for its ability to produce rules that can explain to 

healthcare professionals how the risk evaluation is decided, when the Naïve 

Bayes technique showed slightly better performance in the risk evaluation. 

• Using non-invasive attributes such as age, sex, resting blood pressure, height, 

and weight only while not using other non-invasive attributes such as smoking, 

family history of heart disease, physical activity, and socio-economic levels. 

• Testing the data mining techniques on the Cleveland and Canberra datasets, 

which have relatively small numbers of rows (297 and 460 respectively). 

• Using the Canberra heart disease dataset to build the HD – ESRET as it is based 

on a specific city population dataset. 

• No usability testing of the proof-of-concept evaluation tools with community-

level screening healthcare providers (e.g. pharmacists). 

7.5.  Future Work 

To overcome the limitations listed above, further investigation in the following 

directions is needed: 

• Investigating the performance of other data mining techniques such as Neural 

Network, Support Vector Machine, and Genetic Algorithm using all available 

attributes and only non-invasive attributes in the diagnosis of heart disease 

patients against the same datasets to develop comparative performance results. 
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• Investigating applying other hybrid data mining techniques on all attributes and 

only non-invasive data attributes in the diagnosis of heart disease patients 

against the same datasets to develop comparative performance results. 

• Studying the significance of adding other non-invasive attributes (such as 

family history of heart disease, physical activity, smoking and socio-economic 

level) on the performance of different data mining techniques in the risk 

evaluation of heart disease patients. 

• Identifying the significance of controlled non-invasive attributes such as 

weight and smoking on different age and sex groups in the risk evaluation of 

heart disease. 

• Affirming the results found here by using larger datasets and from a variety of 

places. 

• Investigating applying other initial centroid selection methods for K-Means 

clustering in the diagnosis of heart disease patients. 

• Testing the realistic usability and acceptability of the HD – ESRET among 

pharmacist and other community healthcare providers. 

Finally, applying data mining techniques in identifying suitable treatments for heart 

disease patients is an area that has not been tested before and warrants further 

investigation. 

7.6.  And, Finally… 

The main goal of this thesis is using data mining analysis to build a heart disease expert 

system risk evaluation tool (HD - ESRET) using non-invasive attributes to help 

healthcare professionals in the risk evaluation of heart disease patients using low cost 

data attributes. This goal involves contributions to both practice and research including: 

• Identifying Decision Tree as one of the most stable data mining techniques 

across different attributes combination of heart disease datasets. 

• Identifying that age, sex, resting blood pressure and peak heart rate are 

significant attributes among different heart disease attributes f needed by data 

mining techniques in the risk evaluation of heart disease. 

• Identifying non-invasive attributes to be significant in the risk evaluation of 

heart disease. 
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• Identifying age, sex, resting blood pressure and Rohrer’s Index to be significant 

non-invasive attributes in the risk evaluation of heart disease. 

• Identifying that integrating K-Means clustering with different initial centroids 

selection methods can enhance Decision Tree performance in the risk evaluation 

of heart disease patients. 

• Developing the HD – ESRET using non-invasive heart disease data attributes to 

help healthcare professionals in the risk evaluation of heart disease. 
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60 0 3 120 178 1 0 96 0 0 1 0 3 0 
54 1 4 110 206 0 2 108 1 0 2 1 3 1 
53 1 4 142 226 0 2 111 1 0 1 0 7 0 
66 1 2 160 246 0 0 120 1 0 2 3 6 1 
59 1 1 160 273 0 2 125 0 0 1 0 3 1 
71 0 3 110 265 1 2 130 0 0 1 1 3 0 
41 1 2 135 203 0 0 132 0 0 2 0 6 0 
45 0 2 112 160 0 0 138 0 0 2 0 3 0 
62 1 2 128 208 1 2 140 0 0 1 0 3 0 
70 1 2 156 245 0 2 143 0 0 1 0 3 0 
59 0 4 174 249 0 0 143 1 0 2 0 3 1 
45 1 4 142 309 0 2 147 1 0 2 3 7 1 
42 1 3 130 180 0 0 150 0 0 1 0 3 0 
48 1 4 130 256 1 2 150 1 0 1 2 7 1 
47 1 3 108 243 0 0 152 0 0 1 0 3 1 
46 0 4 138 243 0 2 152 1 0 2 0 3 0 
58 0 2 136 319 1 2 152 0 0 1 2 3 1 
41 1 2 110 235 0 0 153 0 0 1 0 3 0 
51 1 3 94 227 0 0 154 1 0 1 1 7 0 
64 0 4 180 325 0 0 154 1 0 1 0 3 0 
55 1 2 130 262 0 0 155 0 0 1 0 3 0 
46 1 2 101 197 1 0 156 0 0 1 0 7 0 
47 1 3 138 257 0 2 156 0 0 1 0 3 0 
35 1 4 126 282 0 2 156 1 0 1 0 7 1 
54 1 2 108 309 0 0 156 0 0 1 0 7 0 
50 0 4 110 254 0 2 159 0 0 1 0 3 0 
54 0 2 132 288 1 2 159 1 0 1 1 3 0 
57 0 4 128 303 0 2 159 0 0 1 1 3 0 
52 1 4 112 230 0 0 160 0 0 1 1 3 1 
53 0 4 138 234 0 2 160 0 0 1 0 3 0 
60 0 3 102 318 0 0 160 0 0 1 1 3 0 
43 1 4 110 211 0 0 161 0 0 1 0 7 0 
52 1 4 128 255 0 0 161 1 0 1 1 7 1 
60 0 4 158 305 0 2 161 0 0 1 0 3 1 
59 1 4 140 177 0 0 162 1 0 1 1 7 1 
49 0 2 134 271 0 0 162 0 0 2 0 3 0 
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58 1 4 100 234 0 0 156 0 0.1 1 1 7 1 
52 0 3 136 196 0 2 169 0 0.1 2 0 3 0 
64 1 4 128 263 0 0 105 1 0.2 2 1 7 0 
74 0 2 120 269 0 2 121 1 0.2 1 1 3 0 
64 0 3 140 313 0 0 133 0 0.2 1 0 7 0 
45 0 4 138 236 0 2 152 1 0.2 2 0 3 0 
59 1 1 170 288 0 2 159 0 0.2 2 0 7 1 
67 1 4 125 254 1 0 163 0 0.2 2 2 7 1 
43 0 3 122 213 0 0 165 0 0.2 2 0 3 0 
52 1 2 120 325 0 0 172 0 0.2 1 0 3 0 
57 1 3 150 126 1 0 173 0 0.2 1 1 7 0 
48 1 2 130 245 0 2 180 0 0.2 2 0 3 0 
57 1 2 124 261 0 0 141 0 0.3 1 0 7 1 
67 0 4 106 223 0 0 142 0 0.3 1 2 3 0 
44 0 3 118 242 0 0 149 0 0.3 2 1 3 0 
53 0 4 130 264 0 2 143 0 0.4 2 0 3 0 
54 1 3 120 258 0 2 147 0 0.4 2 0 7 0 
57 1 3 128 229 0 2 150 0 0.4 2 1 7 1 
66 1 4 120 302 0 2 151 0 0.4 2 0 3 0 
51 0 3 130 256 0 2 149 0 0.5 1 0 3 0 
48 1 4 124 274 0 2 166 0 0.5 2 0 7 1 
42 0 4 102 265 0 2 122 0 0.6 2 0 3 0 
58 1 3 105 240 0 2 154 1 0.6 2 0 7 0 
51 0 3 120 295 0 2 157 0 0.6 1 0 3 0 
65 1 4 110 248 0 2 158 0 0.6 1 2 6 1 
44 0 3 108 141 0 0 175 0 0.6 2 0 3 0 
45 0 2 130 234 0 2 175 0 0.6 2 0 3 0 
34 0 2 118 210 0 0 192 0 0.7 1 0 3 0 
58 1 4 150 270 0 2 111 1 0.8 1 0 7 1 
49 1 3 118 149 0 2 126 0 0.8 1 3 3 1 
46 1 4 120 249 0 2 144 0 0.8 1 0 7 1 
55 1 4 160 289 0 2 145 1 0.8 2 1 7 1 
65 0 3 155 269 0 0 148 0 0.8 1 0 3 0 
65 0 3 160 360 0 2 151 0 0.8 1 0 3 0 
52 1 2 134 201 0 0 158 0 0.8 1 1 3 0 
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42 1 1 148 244 0 2 178 0 0.8 1 2 3 0 
42 1 3 120 240 1 0 194 0 0.8 3 0 7 0 
67 1 4 100 299 0 2 125 1 0.9 2 2 3 1 
50 1 4 144 200 0 2 126 1 0.9 2 0 7 1 
60 0 1 150 240 0 0 171 0 0.9 1 0 3 0 
67 1 4 120 237 0 0 71 0 1 2 0 3 1 
47 1 4 110 275 0 2 118 1 1 2 1 3 1 
58 0 4 100 248 0 2 122 0 1 2 0 3 0 
57 1 4 165 289 1 2 124 0 1 2 3 7 1 
61 0 4 145 307 0 2 146 1 1 2 0 7 1 
68 1 3 118 277 0 0 151 0 1 1 1 7 0 
66 0 4 178 228 1 0 165 1 1 2 2 7 1 
52 1 4 125 212 0 0 168 0 1 1 2 7 1 
76 0 3 140 197 0 1 116 0 1.1 2 0 3 0 
50 0 2 120 244 0 0 162 0 1.1 1 0 3 0 
57 1 4 152 274 0 0 88 1 1.2 2 1 7 1 
62 0 3 130 263 0 0 97 0 1.2 2 1 7 1 
39 1 4 118 219 0 0 140 0 1.2 2 0 7 1 
59 1 4 110 239 0 2 142 1 1.2 2 1 7 1 
51 0 4 130 305 0 0 142 1 1.2 2 0 7 1 
51 1 3 100 222 0 0 143 1 1.2 2 0 3 0 
56 1 4 125 249 1 2 144 1 1.2 2 1 3 1 
62 0 4 140 394 0 2 157 0 1.2 2 0 3 0 
60 1 4 140 293 0 2 170 0 1.2 2 2 7 1 
52 1 1 152 298 1 0 178 0 1.2 2 0 7 0 
43 1 4 115 303 0 0 181 0 1.2 2 0 3 0 
62 1 2 120 281 0 2 103 0 1.4 2 1 7 1 
54 1 4 120 188 0 0 113 0 1.4 2 1 7 1 
62 0 4 150 244 0 0 154 1 1.4 2 0 3 1 
46 0 3 142 177 0 2 160 1 1.4 3 0 3 0 
55 0 2 135 250 0 2 161 0 1.4 2 0 3 0 
65 1 1 138 282 1 2 174 0 1.4 2 1 3 1 
35 0 4 138 183 0 0 182 0 1.4 1 0 3 0 
68 0 3 120 211 0 2 115 0 1.5 2 0 3 0 
57 1 4 110 201 0 0 126 1 1.5 2 0 6 0 
51 0 3 140 308 0 2 142 0 1.5 1 1 3 0 
56 1 4 130 283 1 2 103 1 1.6 3 0 7 1 
71 0 4 112 149 0 0 125 0 1.6 2 0 3 0 
35 1 4 120 198 0 0 130 1 1.6 2 0 7 1 
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68 1 3 180 274 1 2 150 1 1.6 2 0 7 1 
54 0 3 110 214 0 0 158 0 1.6 2 0 3 0 
67 0 3 115 564 0 2 160 0 1.6 2 0 7 0 
54 1 3 150 232 0 2 165 0 1.6 1 0 7 0 
51 1 4 140 299 0 0 173 1 1.6 1 0 7 1 
62 1 4 120 267 0 0 99 1 1.8 2 2 7 1 
46 1 4 140 311 0 0 120 1 1.8 2 2 7 1 
42 1 4 136 315 0 0 125 1 1.8 2 0 6 1 
64 1 3 125 309 0 0 131 1 1.8 2 0 7 1 
63 1 4 130 330 1 2 132 1 1.8 1 3 7 1 
62 1 3 130 231 0 0 146 0 1.8 2 3 7 0 
63 0 4 108 269 0 0 169 1 1.8 2 2 3 1 
62 0 4 138 294 1 0 106 0 1.9 2 3 3 1 
61 1 4 140 207 0 2 138 1 1.9 1 1 7 1 
56 0 4 134 409 0 2 150 1 1.9 2 2 7 1 
56 1 1 120 193 0 2 162 0 1.9 2 0 7 0 
43 1 3 130 315 0 0 162 0 1.9 1 1 3 0 
53 1 4 123 282 0 0 95 1 2 2 2 7 1 
58 1 4 146 218 0 0 105 0 2 2 1 7 1 
64 0 4 130 303 0 0 122 0 2 2 2 3 0 
64 1 4 145 212 0 2 132 0 2 2 2 6 1 
49 1 3 120 188 0 0 139 0 2 2 3 7 1 
69 1 3 140 254 0 2 146 0 2 2 3 7 1 
41 1 3 130 214 0 2 168 0 2 2 0 3 0 
56 1 4 132 184 0 2 105 1 2.1 2 1 6 1 
64 1 4 120 246 0 2 96 1 2.2 3 1 3 1 
58 1 4 128 216 0 2 131 1 2.2 2 3 7 1 
59 1 3 126 218 1 0 134 0 2.2 2 1 6 1 
66 1 4 160 228 0 2 138 0 2.3 1 0 6 0 
70 1 4 130 322 0 2 109 0 2.4 2 3 3 1 
51 1 3 125 245 1 2 166 0 2.4 2 0 3 0 
70 1 4 145 174 0 0 125 1 2.6 3 0 7 1 
61 1 1 134 234 0 0 145 0 2.6 2 2 3 1 
60 0 4 150 258 0 2 157 0 2.6 2 2 7 1 
54 1 4 110 239 0 0 126 1 2.8 2 1 7 1 
65 1 4 135 254 0 2 127 0 2.8 2 1 7 1 
60 1 4 125 258 0 2 141 1 2.8 2 1 7 1 
60 1 4 145 282 0 2 142 1 2.8 2 2 7 1 
70 1 3 160 269 0 0 112 1 2.9 2 1 7 1 
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58 1 4 128 259 0 2 130 1 3 2 2 7 1 
43 0 4 132 341 1 2 136 1 3 2 0 7 1 
45 1 4 104 208 0 2 148 1 3 2 0 3 0 
60 1 3 140 185 0 2 155 0 3 2 0 3 1 
54 1 4 122 286 0 2 116 1 3.2 2 2 3 1 
55 0 4 180 327 0 1 117 1 3.4 2 0 3 1 
59 1 4 170 326 0 2 140 1 3.4 3 0 7 1 
61 1 4 138 166 0 2 125 1 3.6 2 1 3 1 
61 1 4 120 260 0 0 140 1 3.6 2 1 7 1 
46 1 3 150 231 0 0 147 0 3.6 2 0 3 1 
38 1 1 120 231 0 0 182 1 3.8 2 0 7 1 
56 0 4 200 288 1 2 133 1 4 3 2 7 1 
63 0 4 150 407 0 2 154 0 4 2 3 7 1 
51 1 4 140 298 0 0 122 1 4.2 2 3 7 1 
59 1 1 178 270 0 2 145 0 4.2 3 0 7 0 
55 1 4 140 217 0 0 111 1 5.6 3 0 7 1 
62 0 4 160 164 0 2 145 0 6.2 3 3 7 1 
59 1 1 134 204 0 0 162 0 0.8 1 2 3 1 
64 1 1 170 227 0 2 155 0 0.6 2 0 7 0 
66 0 3 146 278 0 2 152 0 0 2 1 3 0 
39 0 3 138 220 0 0 152 0 0 2 0 3 0 
57 1 2 154 232 0 2 164 0 0 1 1 3 1 
58 0 4 130 197 0 0 131 0 0.6 2 0 3 0 
57 1 4 110 335 0 0 143 1 3 2 1 7 1 
47 1 3 130 253 0 0 179 0 0 1 0 3 0 
55 0 4 128 205 0 1 130 1 2 2 1 7 1 
35 1 2 122 192 0 0 174 0 0 1 0 3 0 
61 1 4 148 203 0 0 161 0 0 1 1 7 1 
58 1 4 114 318 0 1 140 0 4.4 3 3 6 1 
58 0 4 170 225 1 2 146 1 2.8 2 2 6 1 
56 1 2 130 221 0 2 163 0 0 1 0 7 0 
56 1 2 120 240 0 0 169 0 0 3 0 3 0 
67 1 3 152 212 0 2 150 0 0.8 2 0 7 1 
55 0 2 132 342 0 0 166 0 1.2 1 0 3 0 
44 1 4 120 169 0 0 144 1 2.8 3 0 6 1 
63 1 4 140 187 0 2 144 1 4 1 2 7 1 
63 0 4 124 197 0 0 136 1 0 2 0 3 1 
41 1 2 120 157 0 0 182 0 0 1 0 3 0 
59 1 4 164 176 1 2 90 0 1 2 2 6 1 
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57 0 4 140 241 0 0 123 1 0.2 2 0 7 1 
45 1 1 110 264 0 0 132 0 1.2 2 0 7 1 
68 1 4 144 193 1 0 141 0 3.4 2 2 7 1 
57 1 4 130 131 0 0 115 1 1.2 2 1 7 1 
57 0 2 130 236 0 2 174 0 0 2 1 3 1 
63 1 1 145 233 1 2 150 0 2.3 3 0 6 0 
67 1 4 160 286 0 2 108 1 1.5 2 3 3 1 
67 1 4 120 229 0 2 129 1 2.6 2 2 7 1 
37 1 3 130 250 0 0 187 0 3.5 3 0 3 0 
41 0 2 130 204 0 2 172 0 1.4 1 0 3 0 
56 1 2 120 236 0 0 178 0 0.8 1 0 3 0 
62 0 4 140 268 0 2 160 0 3.6 3 2 3 1 
57 0 4 120 354 0 0 163 1 0.6 1 0 3 0 
63 1 4 130 254 0 2 147 0 1.4 2 1 7 1 
53 1 4 140 203 1 2 155 1 3.1 3 0 7 1 
57 1 4 140 192 0 0 148 0 0.4 2 0 6 0 
56 0 2 140 294 0 2 153 0 1.3 2 0 3 0 
56 1 3 130 256 1 2 142 1 0.6 2 1 6 1 
44 1 2 120 263 0 0 173 0 0 1 0 7 0 
52 1 3 172 199 1 0 162 0 0.5 1 0 7 0 
57 1 3 150 168 0 0 174 0 1.6 1 0 3 0 
48 1 2 110 229 0 0 168 0 1 3 0 7 1 
54 1 4 140 239 0 0 160 0 1.2 1 0 3 0 
48 0 3 130 275 0 0 139 0 0.2 1 0 3 0 
49 1 2 130 266 0 0 171 0 0.6 1 0 3 0 
64 1 1 110 211 0 2 144 1 1.8 2 0 3 0 
58 0 1 150 283 1 2 162 0 1 1 0 3 0 
58 1 2 120 284 0 2 160 0 1.8 2 0 3 1 
58 1 3 132 224 0 2 173 0 3.2 1 2 7 1 
60 1 4 130 206 0 2 132 1 2.4 2 2 7 1 
50 0 3 120 219 0 0 158 0 1.6 2 0 3 0 
58 0 3 120 340 0 0 172 0 0 1 0 3 0 
66 0 1 150 226 0 0 114 0 2.6 3 0 3 0 
43 1 4 150 247 0 0 171 0 1.5 1 0 3 0 
40 1 4 110 167 0 2 114 1 2 2 0 7 1 
69 0 1 140 239 0 0 151 0 1.8 1 2 3 0 
60 1 4 117 230 1 0 160 1 1.4 1 2 7 1 
64 1 3 140 335 0 0 158 0 0 1 0 3 1 
59 1 4 135 234 0 0 161 0 0.5 2 0 7 0 
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44 1 3 130 233 0 0 179 1 0.4 1 0 3 0 
42 1 4 140 226 0 0 178 0 0 1 0 3 0 
43 1 4 120 177 0 2 120 1 2.5 2 0 7 1 
57 1 4 150 276 0 2 112 1 0.6 2 1 6 1 
55 1 4 132 353 0 0 132 1 1.2 2 1 7 1 
61 1 3 150 243 1 0 137 1 1 2 0 3 0 
65 0 4 150 225 0 2 114 0 1 2 3 7 1 
40 1 1 140 199 0 0 178 1 1.4 1 0 7 0 
71 0 2 160 302 0 0 162 0 0.4 1 2 3 0 
59 1 3 150 212 1 0 157 0 1.6 1 0 3 0 
61 0 4 130 330 0 2 169 0 0 1 0 3 1 
58 1 3 112 230 0 2 165 0 2.5 2 1 7 1 
51 1 3 110 175 0 0 123 0 0.6 1 0 3 0 
50 1 4 150 243 0 2 128 0 2.6 2 0 7 1 
65 0 3 140 417 1 2 157 0 0.8 1 1 3 0 
53 1 3 130 197 1 2 152 0 1.2 3 0 3 0 
41 0 2 105 198 0 0 168 0 0 1 1 3 0 
65 1 4 120 177 0 0 140 0 0.4 1 0 7 0 
44 1 4 112 290 0 2 153 0 0 1 1 3 1 
44 1 2 130 219 0 2 188 0 0 1 0 3 0 
60 1 4 130 253 0 0 144 1 1.4 1 1 7 1 
54 1 4 124 266 0 2 109 1 2.2 2 1 7 1 
50 1 3 140 233 0 0 163 0 0.6 2 1 7 1 
41 1 4 110 172 0 2 158 0 0 1 0 7 1 
54 1 3 125 273 0 2 152 0 0.5 3 1 3 0 
51 1 1 125 213 0 2 125 1 1.4 1 1 3 0 
53 1 3 130 197 1 2 152 0 1.2 3 0 3 0 
71 0 2 160 302 0 0 162 0 0.4 1 2 3 0 
57 1 4 150 276 0 2 112 1 0.6 2 1 6 1 
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91 2603 0 175 78 0 0 80 0 140 90 195 80 1 
80 2370 0 184 80 0 0 84 80 150 95 200 104 0 
68 2587 1 160 97.9 0 0 64 99 130 80 190 100 1 
85 2607 0 172 89 0 0 46 106 162 72 181 82 1 
91 2611 0 173 87 0 0 52 108 190 70 194 70 1 
89 2601 0 175 95 0 0 67 109 140 80 170 80 1 
87 2603 0 165 87 0 0 65 112 129 77 178 93 1 
84 2720 0 180 77 0 0 70 115 100 60 140 90 0 
65 2550 1 152.4 83.6 4.5 0 64 116 152 79 183 104 0 
81 2615 0 164 60 0 0 57 117 130 85 160 100 1 
76 2550 0 169 54 0 0 60 118 122 76 178 127 1 
80 2586 0 163 72 0 0 59 118 136 75 164 84 1 
87 2611 1 154 46 0 0 60 119 169 105 244 103 0 
91 2620 1 152 65 3.5 0 75 120 120 80 170 93 1 
79 2602 0 173 74 5.9 0 55 122 142 61 164 77 1 
79 2903 0 170 87 0 0 79 122 118 82 150 90 1 
79 2903 0 170 89.6 0 0 53 125 120 70 189 100 1 
63 2617 0 181 105 0 0 76 127 120 80 120 80 0 
82 2615 0 168 95 0 0 85 127 198 93 214 105 1 
78 2900 0 182 79 0 0 83 127 109 64 147 80 1 
84 2607 0 165.5 85.7 0 0 65 128 156 68 239 102 1 
78 2620 0 185 77 0 0 70 129 158 85 223 100 0 
87 2611 0 171 74 0 0 91 129 161 44 263 117 1 
83 2550 1 154.5 66 0 0 76 133 108 74 202 44 1 
83 2901 0 169 77.8 0 0 63 135 168 89 227 90 1 
82 2903 0 175 85.1 0 0 54 135 135 46 227 180 1 
71 2902 0 174 75 0 0 74 137 138 70 180 73 1 
73 2590 0 172 75 0 0 68 138 130 70 160 75 1 
92 2611 0 169 72 1.5 0 66 140 140 90 180 75 1 
97 2627 1 160 0 0 0 75 140 152 73 198 80 1 
84 2903 0 173 71.5 0 0 75 141 114 69 155 96 1 
91 2615 1 161 83 0 0 99 142 150 90 250 100 0 
85 2602 0 175 68 49 0 93 144 146 98 192 106 1 
87 2604 1 160 55 0 0 84 144 179 68 194 101 1 
91 2603 1 162 73 0 0 85 145 130 80 150 70 0 
75 2607 0 180 92 0 0 60 146 139 86 232 100 1 
87 2904 0 172 77 4.6 0 64 148 140 80 200 90 0 
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92 2600 0 172 98 0 0 82 149 163 95 215 117 1 
86 2606 1 161 59 0 0 81 149 134 66 185 72 1 
80 2537 0 158 57 0 0 77 150 140 70 220 100 1 
69 2611 0 168 82 0 0 84 150 164 110 227 122 1 
81 2615 0 188 94 0 0 70 150 182 90 215 75 1 
87 2617 1 158 58 0 0 67 151 160 69 206 90 0 
92 2601 0 187 86.8 0 0 73 152 105 63 163 89 1 
68 2611 1 157 77 0 0 66 153 130 70 130 70 0 
76 2615 1 150 55 0 0 93 153 160 73 199 87 0 
76 2536 0 175 126 4.3 0 75 154 164 96 234 99 1 
59 2585 0 172 90.9 5.7 0 71 156 140 75 230 100 1 
61 2902 1 145 85 0 0 100 159 152 71 176 81 0 
77 2904 1 152 59 0 0 78 160 153 70 228 82 0 
84 2602 1 167 79 0 0 79 161 150 78 191 93 0 
70 2611 1 149 90 3.8 0 81 164 103 70 240 70 0 
69 2904 1 167 68 0 0 86 164 135 68 209 84 0 
87 2606 0 171 72 0 0 70 165 142 85 170 80 0 
83 2586 0 170 88 0 0 79 168 148 68 161 80 1 
68 2902 0 0 0 0 0 71 170 151 90 235 102 0 
52 2604 0 174 91 0 0 74 171 150 73 212 91 0 
71 2611 0 180 86.4 0 0 74 172 139 94 224 107 0 
69 2619 1 152 68 0 0 79 172 120 61 141 48 0 
79 2611 0 182 76.5 0 0 69 172 125 80 200 85 1 
78 2600 0 182 76 0 0 73 176 134 80 190 80 0 
62 2905 1 174 83 0 0 87 178 148 91 183 82 0 
64 2904 1 161 97 4.9 0 91 180 106 68 169 64 0 
70 2602 1 165 57 0 0 121 181 112 64 149 60 0 
43 2903 0 175 90 0 0 82 181 141 61 236 84 0 
68 2903 0 188 109 0 0 95 181 152 79 207 87 0 
69 2582 1 155 94 0 0 77 182 143 90 257 102 0 
64 2584 1 163 73 0 0 107 182 120 80 140 80 1 
68 2590 0 174 78 0 0 80 183 135 75 176 93 1 
75 2906 1 147 57 0 0 113 184 155 90 180 95 0 
63 2611 1 154 92.4 0 0 102 185 98 61 121 74 0 
43 2913 1 156 74 0 0 93 213 108 85 169 73 0 
49 2906 1 157 94 3.6 1.5 114 169 129 62 164 41 0 
62 2904 0 152 59 3.4 1.7 94 157 171 66 193 84 0 
87 2607 1 166 69 3.5 1.7 79 160 165 72 240 76 1 
70 2607 1 165 56 3.8 1.7 79 181 166 75 201 120 0 
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62 2607 1 155.6 73 3.7 1.9 82 169 140 80 160 90 0 
74 2602 1 162 66.9 4 1.9 77 172 130 69 195 87 1 
65 2606 1 178 80 4.2 2 83 100 132 66 166 81 0 
64 2905 1 164 60 3.9 2 71 150 118 82 160 100 0 
85 2603 1 163 67 3.4 2 89 161 170 90 200 110 1 
83 2587 1 158 64 4.1 2 84 163 152 91 198 92 0 
75 2620 0 176 80 3.4 2 80 179 166 91 222 115 1 
79 2607 1 162 55 4.2 2 71 183 145 87 292 123 0 
72 2615 1 154 59 3.2 2.1 67 109 125 64 157 82 1 
81 2607 0 178 78 3.1 2.1 72 114 162 81 235 99 1 
65 2550 1 157 99 4.2 2.1 63 120 152 95 208 115 0 
87 2536 1 157 74.4 4.3 2.1 78 168 149 89 215 102 0 
68 2615 0 167 82 4 2.2 54 98 92 53 122 72 1 
73 2606 1 143 67 3.9 2.2 79 138 166 94 197 111 0 
68 2600 1 167 58 4.8 2.2 83 139 136 87 206 86 0 
85 2623 1 156 55 3.6 2.2 67 151 144 69 188 82 1 
69 2631 1 153 71 4.7 2.2 58 153 130 77 159 96 1 
66 2904 0 175 64 3.9 2.2 66 168 123 59 206 48 0 
79 2905 1 155 76 4.3 2.2 89 170 168 87 223 105 0 
52 2615 1 173 92.5 3.6 2.2 80 185 145 45 170 75 0 
83 2603 1 162 68 4.3 2.3 71 117 145 76 205 90 1 
74 2611 1 147 64 3.6 2.3 66 152 152 84 214 124 0 
75 2613 0 178 77 4.2 2.3 90 152 103 61 200 95 1 
89 2605 1 165 75 3.8 2.3 81 154 138 78 203 78 1 
73 2902 1 165 71 4.5 2.3 60 161 155 76 264 94 0 
87 2604 1 160 70 4.6 2.3 78 167 157 83 220 103 1 
81 2537 1 157 52 4 2.3 80 171 140 80 195 90 1 
73 2904 1 165 67 4.8 2.3 97 175 154 68 215 77 0 
63 2615 1 160 86 5 2.3 90 182 143 82 184 82 0 
63 2904 1 161 89 3.4 2.3 65 188 123 67 153 75 0 
52 2905 0 175 104.5 4.3 2.3 89 197 156 70 227 86 0 
88 2601 1 162 61 4.1 2.3 57 226 159 73 194 90 0 
88 2602 1 162 61 4.1 2.3 57 226 159 73 194 90 0 
85 2611 0 173 67 4.4 2.4 53 73 110 70 150 70 1 
94 2604 0 170 88 4.1 2.4 60 80 130 90 130 90 1 
84 7170 1 155 68 4.4 2.4 58 98 121 55 185 68 0 
59 2607 1 158 49 4 2.4 74 115 134 77 183 81 0 
60 2905 1 164 67 4.2 2.4 96 116 146 78 173 98 0 
86 2580 1 163 67.5 4.2 2.4 94 144 167 99 199 90 0 
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86 2614 1 163 67.5 4.2 2.4 94 144 167 99 199 90 0 
85 2607 0 165 68 4.8 2.4 85 146 159 75 206 86 0 
90 2621 1 158 84 4.4 2.4 75 150 165 84 230 102 1 
89 2607 1 160 64 4.4 2.4 67 152 138 80 150 70 0 
62 2902 0 178 89.04 5 2.4 73 179 145 95 210 100 0 
81 2900 1 162 67 3.9 2.4 75 180 200 100 200 100 0 
95 2606 1 168 59 4.1 2.5 62 118 150 90 185 90 0 
95 2903 0 173 69 4.3 2.5 63 122 100 65 125 65 1 
61 2904 1 165 79 4.5 2.5 69 134 150 100 170 100 0 
78 2913 1 152 59 4.5 2.5 68 140 158 80 180 90 0 
76 2620 1 174 80 4.3 2.5 87 152 130 76 164 60 0 
74 2607 1 155 69 4.3 2.5 64 159 118 80 170 60 0 
75 2900 1 167 66 4.2 2.5 73 161 143 67 203 79 0 
93 2605 1 165 68 4.8 2.5 76 162 150 80 180 100 0 
88 2905 0 164 89 3.2 2.5 0 165 160 98 220 98 0 
73 2611 1 155 69 3.9 2.5 94 169 124 74 238 82 0 
74 2603 1 165 70 3.9 2.5 74 170 110 75 180 90 0 
74 2601 0 163 65 3.4 2.5 77 172 121 79 202 87 1 
55 2906 0 177 105 4.5 2.5 61 173 128 79 200 82 0 
50 3888 0 178 94 4.3 2.5 102 180 122 73 181 55 0 
76 2611 0 182 83 3.8 2.5 79 183 189 86 200 82 0 
57 2617 0 170 65 4.8 2.5 80 189 139 75 308 75 0 
74 2607 1 163 80 4.5 2.6 57 108 111 65 181 58 0 
91 2611 1 150 54 3.9 2.6 69 110 130 76 170 70 1 
94 2630 0 165 77 5 2.6 63 110 140 75 160 80 1 
77 2602 1 155 82 3.8 2.6 76 130 118 58 162 63 0 
91 2904 1 160 76 4.7 2.6 68 130 140 80 210 80 0 
78 2632 0 173 108 5.2 2.6 65 150 165 100 240 90 1 
76 2606 1 0 0 4.8 2.6 94 155 125 72 159 73 0 
79 2537 0 171 96 5.3 2.6 62 155 110 60 200 70 1 
72 2906 1 163 78 3.8 2.6 55 166 113 75 156 89 0 
69 2551 0 176 79.6 4.6 2.6 85 167 136 54 198 83 0 
68 2606 1 160 75 4.3 2.6 88 173 142 74 223 88 0 
52 2615 0 176 100 5.2 2.6 90 179 145 89 224 89 0 
71 2632 0 177 92 5.1 2.6 91 193 142 92 160 70 0 
90 2612 1 165 65 3.4 2.7 53 93 160 85 160 88 1 
92 2619 0 178 62 4.3 2.7 82 107 140 80 160 90 1 
71 2606 1 165 65 4.7 2.7 76 120 159 66 205 53 0 
96 2600 0 160 73 4.6 2.7 67 125 138 80 170 80 1 
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64 2913 1 157 64 4.8 2.7 64 126 150 80 195 80 0 
75 2550 1 156 60.2 4.6 2.7 56 128 143 86 191 93 0 
81 2900 0 168 89 5.9 2.7 70 140 150 95 160 90 1 
83 2602 1 142 62 5.1 2.7 81 141 149 68 201 89 0 
79 2602 1 160 64 4.8 2.7 62 144 170 80 190 80 1 
65 2905 1 167 77 4.6 2.7 74 149 106 61 175 79 0 
86 2615 1 158 67 4.5 2.7 96 151 75 116 67 124 0 
72 2905 1 165 80 4.2 2.7 83 151 146 93 213 163 0 
74 2551 1 151 69 4.6 2.7 87 153 125 80 166 88 0 
84 2600 1 172 75 4.1 2.7 99 153 141 71 189 89 0 
56 2602 1 170 114 4.2 2.7 76 157 130 92 192 86 0 
74 2620 1 157 86 4.7 2.7 61 160 144 78 229 96 0 
69 2904 1 156 61 4.4 2.7 88 165 127 60 174 77 0 
69 2904 1 156 61 4.4 2.7 88 165 127 60 174 77 0 
80 2582 1 162 80 4.7 2.7 82 168 154 78 227 88 0 
68 2903 1 157 62 4.2 2.7 78 173 158 97 200 108 0 
47 2601 0 178 101.4 4.8 2.7 69 178 127 54 183 69 0 
68 2606 1 157.4 86.6 4.4 2.7 75 182 125 90 190 90 0 
77 2614 1 160 65 4.6 2.7 64 183 134 66 179 63 0 
82 2583 0 168.07 80 4.5 2.7 74 242 140 44 208 114 1 
66 2902 0 178 85 4.2 2.8 53 97 120 80 140 80 1 
79 2611 0 175 98 3.5 2.8 64 114 115 90 170 70 1 
83 2602 1 0 0 4.5 2.8 79 131 130 84 170 90 1 
75 2904 0 181 96 4.4 2.8 55 141 150 105 210 110 0 
82 2605 1 160 79 4.9 2.8 61 141 152 73 219 73 1 
72 2611 1 160 87 4.8 2.8 75 142 126 57 246 107 0 
81 2620 0 152 72 4.5 2.8 70 143 150 80 180 80 0 
92 2600 0 173 76 4.4 2.8 80 150 150 90 210 95 1 
91 2614 0 170 65 4 2.8 80 155 115 70 170 75 1 
65 2620 0 172 98 4.3 2.8 70 157 165 95 200 80 0 
63 2607 0 172 76 4.3 2.8 85 159 140 72 164 75 0 
90 2611 1 169 78 4.3 2.8 71 159 126 70 210 110 1 
62 2606 1 156 48 4.7 2.8 59 161 119 69 154 78 1 
81 2904 0 180 74 4.5 2.8 69 162 126 88 202 114 0 
74 2905 0 173 81 4.7 2.8 82 162 128 67 198 76 0 
78 2537 1 168 61 3.7 2.8 103 165 112 86 185 98 0 
95 2537 0 169 77 4.7 2.8 90 165 120 80 210 90 1 
72 2905 1 163 62 4.3 2.8 76 166 111 65 167 80 0 
70 2903 1 162 87 4.8 2.8 74 179 131 55 252 72 0 
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65 2904 0 183 160 5.6 2.8 96 180 145 88 171 88 0 
57 2902 0 186 86 4.9 2.8 85 186 156 50 214 103 1 
45 2601 0 178 98 4.7 2.8 96 199 136 73 191 79 1 
34 2906 0 171 94 5 2.8 60 202 130 60 200 90 0 
67 2902 1 155 66 5 2.9 178 65 130 70 190 80 0 
74 2607 1 166 92.5 5.2 2.9 63 103 120 60 160 80 1 
83 2607 0 170 73 4.4 2.9 61 108 151 42 173 57 1 
59 2550 0 158 66 5.6 2.9 67 123 118 69 156 93 1 
88 2606 1 160 65 4 2.9 79 123 110 70 170 80 1 
86 2617 0 168 83 5.2 2.9 73 126 160 95 240 90 1 
63 2902 0 179 86 5.7 2.9 57 132 132 86 256 73 1 
75 2905 1 161.5 58.1 4.6 2.9 66 133 160 70 160 80 0 
80 2605 1 168 55 4.3 2.9 77 138 163 91 220 42 0 
60 2663 1 165 69 4.8 2.9 70 138 101 53 168 60 1 
81 2903 0 175 85.6 5.3 2.9 68 140 148 60 191 57 0 
59 2905 0 180 105 4.7 2.9 59 140 162 84 189 90 0 
79 2611 1 163 84 4.9 2.9 70 140 150 80 203 120 1 
75 2611 1 165 91 4.6 2.9 97 146 152 76 212 90 0 
63 2611 1 165 126 4.3 2.9 76 151 123 67 173 78 0 
68 2605 1 162 74 4.8 2.9 73 153 98 64 158 76 0 
78 2615 0 175 93 4.8 2.9 64 153 138 80 212 110 1 
81 2606 0 179 78.4 4.4 2.9 65 154 125 85 170 70 1 
61 2616 1 167 87 4.4 2.9 98 157 160 90 180 100 1 
76 2580 0 174 81 4.3 2.9 78 160 161 88 210 88 1 
71 2620 1 174 91 4.4 2.9 71 161 130 90 185 95 0 
55 2606 0 166 84 4.6 2.9 74 163 114 65 269 94 0 
67 2601 0 170 80 5.1 2.9 66 164 136 90 184 85 0 
67 2602 1 158 59 4.3 2.9 85 166 154 74 197 77 0 
76 2607 1 160 90.8 4.9 2.9 85 166 138 89 210 84 0 
70 2606 1 154 70 4.3 2.9 94 166 162 83 198 100 1 
76 2601 1 170 107 4.7 2.9 83 168 120 68 168 44 0 
76 2611 0 180 80 4.4 2.9 78 170 124 67 204 82 1 
56 2615 1 155 81 4.4 2.9 74 183 111 96 180 96 0 
67 2611 1 161 78 5.1 2.9 79 188 120 90 160 90 0 
87 2903 1 162.5 71.3 5 3 53 94 87 162 81 171 0 
98 2902 1 162 78 4.9 3 66 96 140 90 210 100 1 
82 2904 1 155 63 4.3 3 77 120 158 85 200 82 0 
85 2546 0 169 78.7 4.6 3 75 122 155 85 215 105 0 
88 2536 1 0 0 5.1 3 83 122 120 70 130 65 1 
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79 2903 0 181 85 4.6 3 78 125 136 62 216 88 1 
75 2617 1 171 96.6 4.7 3 68 135 111 79 170 91 0 
92 2603 0 170 76 4.8 3 75 136 133 62 222 82 1 
77 2902 1 160 84 4.9 3 70 144 147 78 215 75 0 
84 2549 1 164 79 4.6 3 60 150 130 80 165 80 0 
85 2600 1 162 84.8 5.5 3 56 155 144 90 180 100 0 
84 2905 0 180 87.6 5.5 3 78 158 130 80 180 90 0 
70 2603 1 153 73 4.8 3 68 163 160 90 230 100 0 
65 2906 1 161 78 4.3 3 76 163 140 90 200 100 0 
78 2603 0 175 86 4.9 3 89 175 130 80 190 80 1 
85 2615 1 162 72 4.6 3 91 182 159 74 213 94 0 
61 2536 0 178 73 4.4 3 79 183 134 76 247 97 1 
63 2904 1 162 65 4.7 3 100 186 147 86 236 92 0 
62 2537 1 160.05 80.07 5.1 3 71 197 153 86 246 194 0 
57 2581 1 175 58 4.5 3 101 197 138 85 232 90 0 
83 2536 1 160 62 5.1 3.1 62 92 160 90 150 90 1 
74 2620 1 148 103 5.5 3.1 64 100 128 67 168 60 0 
81 2904 0 173 108.7 5.5 3.1 69 102 110 70 160 90 0 
86 2605 1 160 70 5.3 3.1 73 117 142 69 207 70 1 
73 2602 0 170 75 4.5 3.1 64 121 140 70 150 90 1 
82 2615 1 149 64 4.5 3.1 67 127 140 64 161 70 0 
84 2614 1 160 59 4.5 3.1 76 128 142 74 169 76 0 
75 2607 0 167 73 5.1 3.1 89 137 142 56 194 107 1 
94 2904 1 155 85 4.6 3.1 62 142 170 100 232 110 0 
90 2620 1 145 51 5.2 3.1 73 144 126 69 161 71 1 
71 2617 0 168 94 5.4 3.1 59 147 149 82 242 118 1 
78 2604 0 167 85 5.2 3.1 72 159 134 81 191 81 0 
63 2620 1 160 52 4.1 3.1 87 160 137 80 172 109 0 
76 2605 1 150 46.8 4.6 3.1 58 161 130 8 175 85 1 
72 2902 1 165 75 5.2 3.1 82 167 160 90 200 90 0 
78 2603 1 169 80 5.2 3.1 93 169 117 62 169 180 0 
55 2913 0 160 67 4.7 3.1 59 172 126 88 173 93 0 
74 2902 0 167 78 5 3.1 73 175 170 94 196 88 0 
55 2904 1 164 88 4.8 3.1 110 183 137 42 155 101 0 
62 2903 0 178 79 5.3 3.1 93 201 154 90 198 111 0 
97 2605 1 155 51 4.6 3.2 70 124 140 70 190 80 1 
85 2611 0 175 110 5 3.2 78 141 150 95 190 90 0 
91 2606 0 178 83 5.3 3.2 79 146 157 81 163 86 1 
70 2611 0 173 106 5.3 3.2 76 149 150 100 240 100 0 
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70 2611 0 173 106 5.3 3.2 76 149 150 100 240 100 0 
72 2614 0 195 94 5.7 3.2 79 150 163 75 187 92 0 
83 2611 1 163 81 4.6 3.2 92 152 134 62 198 104 1 
77 2603 0 177 102 5.1 3.2 60 160 129 78 199 83 0 
63 2620 1 155 61 4.7 3.2 72 161 142 80 196 57 0 
63 2611 0 180 86 5.4 3.2 79 169 154 83 182 75 0 
83 2604 0 173 84 5.2 3.2 63 174 150 80 156 80 1 
81 2550 0 174 78.7 5.1 3.3 65 65 126 84 150 80 1 
90 2611 1 151 100.6 5.2 3.3 62 109 140 80 160 90 1 
70 2620 0 178 81 4.8 3.3 58 118 130 80 160 80 1 
73 2606 0 177 80 4.9 3.3 88 120 120 85 160 80 1 
90 2620 1 170 61 4.9 3.3 58 121 153 61 181 68 1 
88 2582 1 165 62 5.5 3.3 61 122 159 63 315 81 1 
89 2903 1 165 75 4.8 3.3 61 125 125 75 198 88 0 
83 2615 1 151 59 0 3.3 89 125 120 85 170 70 1 
74 2905 1 167 101 5.2 3.3 67 132 104 55 189 82 0 
68 2913 0 182 78 5 3.3 84 144 126 80 168 79 0 
92 2587 0 172 76 5.6 3.3 69 148 155 75 200 70 1 
72 2905 0 168 67 5.2 3.3 93 153 126 70 163 70 0 
78 2604 0 162 67 5.4 3.3 74 158 147 66 208 62 0 
69 2620 1 167 84 5 3.3 116 159 135 94 203 87 0 
73 2607 0 170 79 4.5 3.3 70 159 140 87 223 103 1 
64 2601 0 175 78 4.3 3.3 79 160 120 58 161 81 0 
77 2904 1 158 82 4.9 3.3 666 160 163 72 218 95 0 
60 2905 1 160 110 5.3 3.3 80 162 133 70 184 94 0 
70 2611 0 178 80 5.4 3.3 78 164 120 70 170 90 1 
69 2902 1 150 96 5.1 3.3 88 166 119 53 177 48 0 
66 2602 1 175 99 5.5 3.3 70 167 70 167 170 85 0 
64 2606 1 157 109 4.8 3.3 113 168 120 65 153 78 0 
77 2605 0 172 83.5 5.2 3.3 109 169 139 64 197 68 0 
67 2486 0 177 121 4.6 3.3 88 171 157 43 266 80 0 
67 2612 1 151 74 5.4 3.3 80 175 115 73 144 40 0 
64 2611 0 170 89 5.2 3.3 69 180 140 110 220 100 1 
71 2611 0 0 0 5 3.3 69 181 140 83 216 110 0 
66 200 0 180 93.9 5.3 3.3 71 248 114 74 267 86 0 
86 2550 1 155 62 4.4 3.4 48 109 120 80 175 85 1 
55 2628 1 160 71 5.4 3.4 75 149 140 95 190 120 0 
78 2607 0 173 83 5.5 3.4 59 152 163 92 213 100 0 
72 2607 0 183 78 5.2 3.4 74 159 105 105 200 105 1 
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89 2611 1 159 53.9 4.5 3.4 130 161 140 60 170 60 1 
89 2606 1 160 61 4.8 3.4 137 162 150 90 160 100 1 
66 2604 0 185 86 5 3.4 80 167 104 71 282 83 0 
66 2546 1 170 79 5 3.4 65 171 162 75 268 76 0 
63 2617 0 170 79 5.4 3.4 85 174 144 84 217 76 1 
75 2607 0 173 76 5.7 3.4 75 175 144 71 199 107 1 
59 2607 1 168 88 5.1 3.4 76 200 120 80 160 80 0 
68 2607 0 165 77 5.7 3.5 80 104 156 60 157 48 1 
78 2902 1 152 60 4.9 3.5 80 107 156 88 209 62 0 
92 2622 0 167 77 4.7 3.5 58 112 110 66 160 70 1 
86 2601 0 171 57 5 3.5 79 120 150 45 169 71 1 
67 2605 0 172 75 5.2 3.5 60 139 110 90 170 90 1 
88 2602 0 184 95 4.2 3.5 69 142 143 92 231 127 1 
73 2607 1 164 97 5.3 3.5 92 150 138 76 150 95 0 
81 2600 0 182 102 5.2 3.5 66 154 145 77 236 107 1 
66 2324 0 184 78 4.7 3.5 66 161 145 100 190 80 0 
76 2546 0 173 88 4.9 3.5 87 180 153 79 324 297 1 
62 2550 1 162 70 5.3 3.5 81 188 125 80 140 90 0 
89 2601 0 158 64 5.3 3.6 70 120 135 71 179 83 1 
88 2620 1 158 66.08 5.6 3.6 92 143 190 86 210 70 1 
65 2611 1 469 79 4.8 3.6 80 144 152 87 217 102 0 
72 2614 0 170 70 5.5 3.6 59 144 124 72 183 92 0 
61 2902 1 166.5 109 5.1 3.6 83 149 154 72 176 98 0 
69 2904 1 170 69 5 3.6 73 150 171 76 238 64 0 
64 2606 1 162.5 81 5.3 3.6 80 157 104 66 186 85 0 
71 2586 1 155 89.03 5.4 3.6 92 163 152 95 224 95 0 
63 2600 0 180 100 5.4 3.6 76 169 153 97 190 110 0 
58 2904 0 185 122 5.5 3.6 71 169 120 80 160 90 0 
66 2611 1 167 80 5.4 3.6 82 171 142 100 257 94 0 
64 2904 0 177 102 4.7 3.6 89 180 167 57 270 109 0 
72 2905 0 170.1 72.4 5.7 3.6 98 180 137 66 268 70 0 
90 2903 0 162 54 4.6 3.7 82 121 130 75 150 80 1 
89 2602 0 168 72.5 5 3.7 55 123 127 90 215 105 1 
92 2537 0 170 73 5.2 3.7 80 129 130 80 180 80 1 
64 2903 0 160 73 5.1 3.7 91 139 130 70 150 80 0 
94 2615 0 157 68 4.4 3.7 71 144 150 70 170 70 1 
93 2618 0 173 82 4.7 3.7 57 145 137 81 216 104 1 
75 2607 1 158 84 5.2 3.7 76 156 166 66 200 92 0 
81 2620 1 163 75 5.2 3.7 72 159 141 76 183 90 0 
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54 2611 0 183 93 5.5 3.7 51 166 120 73 194 84 0 
57 2902 0 177 80 5.4 3.7 67 168 129 77 182 95 1 
82 2611 0 181 77 5.6 3.7 75 169 157 90 197 108 0 
86 2602 0 173 86 5.4 3.7 66 183 140 85 202 116 1 
83 2615 0 168 80 4.7 3.7 110 203 111 85 132 88 1 
87 2603 1 152 68 5.3 3.7 97 214 165 89 222 95 1 
87 2614 0 182 81 6.6 3.8 44 98 134 95 221 106 1 
68 2615 0 187 115 5.8 3.8 74 105 125 78 170 85 1 
97 2550 1 159 74.7 5.4 3.8 64 112 165 74 216 78 1 
75 2620 0 175 93 5.8 3.8 65 115 112 80 160 90 1 
88 2615 0 188 93.5 5.3 3.8 45 128 145 75 160 80 1 
62 2902 0 185 119 5.7 3.8 69 154 131 72 302 86 0 
93 2614 1 160 112 4.6 3.8 106 156 182 91 226 69 1 
70 2620 1 170.5 101 5.8 3.8 105 158 150 93 196 75 1 
81 2546 0 164 67.6 5.8 3.8 57 159 163 83 228 102 1 
80 2587 1 161 66 5.1 3.8 71 160 152 82 202 82 1 
69 2605 0 171 73 6.2 3.8 71 161 125 65 175 90 0 
59 2607 1 161 70 5.3 3.8 77 164 115 66 151 76 0 
44 2905 1 170 73 5.7 3.8 93 169 126 54 150 56 0 
76 2810 0 172 75 5.6 3.8 65 170 122 82 160 90 1 
61 2902 0 165 76 5.5 3.8 85 175 130 95 140 100 0 
80 2604 1 163 63 4.7 3.8 87 188 146 85 218 102 0 
58 2905 0 187 91 5.6 3.8 74 192 141 77 199 87 0 
56 2620 0 204 103 5.8 3.8 79 200 120 80 160 80 0 
82 2580 1 168 64 5 3.9 77 0 150 80 190 100 0 
87 2614 0 178 75 5.3 3.9 69 129 140 65 187 87 1 
77 2913 0 176 109 5.5 3.9 72 132 166 99 228 54 0 
73 2903 1 160 106 5.2 3.9 110 138 160 104 160 90 0 
66 2607 0 182 86 5.2 3.9 57 142 137 68 195 97 1 
77 2605 0 186 95 6.2 3.9 90 144 132 54 195 102 1 
73 2620 0 182 80 5.5 3.9 105 152 120 78 190 93 1 
69 2606 1 165 83 5 3.9 53 154 114 65 189 82 0 
65 2902 0 174 88.2 5.2 3.9 80 155 130 70 160 80 0 
75 2546 0 172.5 96.8 5.5 3.9 96 165 166 87 233 102 1 
36 2606 0 193 103 5.6 3.9 76 174 149 68 252 72 0 
63 2611 0 189 92 5.5 3.9 72 176 131 78 170 72 0 
85 2602 0 167 67 5.8 4 79 0 134 70 175 70 1 
91 2607 0 182 70 4.8 4 58 80 159 55 175 68 1 
81 2605 0 170 79 5.6 4 83 113 130 75 150 90 1 
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91 2600 0 180 97 5.8 4 55 117 165 78 223 88 1 
78 2605 0 182 75 5.2 4 75 129 105 65 140 70 1 
93 2548 1 168 69 5.2 4 93 137 150 80 170 80 1 
50 2545 0 172 60 6 4 87 138 171 82 219 91 0 
71 2603 0 0 0 6.1 4 75 155 124 74 298 159 1 
68 2611 0 180 105 6.1 4 73 160 140 79 194 94 0 
84 2607 0 183 91 6.2 4 82 169 136 89 186 100 1 
62 2604 0 179 92 5.1 4 57 173 128 44 196 113 1 
80 2536 1 172 66.09 5.5 4 111 174 140 70 210 90 1 
49 2621 0 182 101 5.8 4 80 181 153 95 191 92 0 
68 2580 0 166 81 5.4 4.1 45 127 130 60 170 90 0 
47 2905 0 181 91 5.9 4.1 91 135 126 58 169 56 0 
71 2611 0 168 104 5.1 4.1 87 139 120 90 160 80 1 
50 2315 0 170 94 5.6 4.1 123 173 153 62 202 101 0 
64 2615 0 190 116 6.5 4.1 71 176 140 90 200 80 1 
88 2536 0 175 81 5.7 4.2 50 112 100 50 160 70 1 
75 2605 0 177.8 66.5 5.8 4.2 61 135 167 77 199 111 1 
83 2902 0 175 84 6.5 4.2 63 146 125 57 221 168 0 
81 2607 0 181 83 5.5 4.2 77 164 126 65 199 98 1 
80 2614 0 177 78 5.5 4.2 92 171 138 106 302 168 1 
78 2903 0 164 75 5.5 4.2 71 176 137 95 210 115 1 
72 2602 0 173 96.4 5.3 4.2 105 207 132 85 174 103 0 
75 2620 1 164 70 5.6 4.3 79 107 94 62 170 59 0 
75 2620 1 164 70 5.6 4.3 79 107 94 62 170 59 0 
64 2605 1 176 84 6.2 4.3 59 121 117 63 154 75 0 
78 2602 0 177 90 6.7 4.3 74 144 140 90 160 90 1 
75 2604 0 175 92.5 6.2 4.3 92 145 139 79 185 74 1 
85 2600 0 181 92 5.5 4.3 67 155 128 79 216 83 1 
78 2600 0 180 78 6.4 4.3 70 160 139 63 207 93 0 
58 2902 1 165 76.5 6 4.3 65 186 137 72 157 86 0 
89 2794 1 173 95 6.5 4.4 76 106 150 100 190 90 0 
85 2550 1 166 69 5.3 4.4 88 136 112 72 165 72 1 
75 2606 0 188 83 6 4.4 77 155 119 73 174 83 1 
96 2605 0 170 64 5.5 4.4 78 161 120 65 145 60 1 
60 2902 0 167 72 5.7 4.4 87 172 139 90 199 91 1 
99 2810 0 182 85 6.2 4.5 70 85 120 60 160 86 1 
92 2536 1 160 59 5.7 4.5 79 124 140 90 190 110 1 
92 2605 0 167 64 6 4.5 54 126 120 60 120 60 1 
81 2546 0 177 76 6 4.5 73 151 130 90 170 90 1 
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93 2605 0 167 82.1 6.1 4.5 66 155 140 80 199 80 1 
74 2630 0 179 90.2 5.4 4.5 83 159 127 67 208 89 0 
75 2621 0 168.8 81.8 6.1 4.6 53 142 130 70 200 85 1 
88 2607 0 170 81 5.8 4.7 59 89 130 82 170 85 1 
78 2582 0 170 81.05 5.4 4.7 90 132 145 80 190 80 1 
57 2903 0 167 90 6.1 4.7 101 148 154 75 180 92 0 
60 2903 0 178 104 7.1 4.7 73 166 150 81 177 98 0 
92 2604 0 185 84.1 3.3 4.7 81 182 140 80 220 121 0 
80 2550 0 175 102 6.9 4.8 71 116 120 70 160 80 1 
79 2615 0 187 81 5.8 4.8 66 124 135 82 177 107 0 
87 2537 0 166 74.02 6.1 4.8 87 136 150 90 200 100 1 
81 2630 0 172 78 6.1 4.8 103 163 158 81 198 88 0 
65 2621 0 182 78 5.8 4.8 74 169 115 74 199 83 1 
67 2607 0 177 97 5.7 4.8 148 198 140 90 200 90 1 
77 2456 0 185 93 6.4 5 74 108 150 98 160 95 1 
75 2580 0 167 104 6.3 5 97 136 149 88 173 110 1 
87 2902 1 161 84 7 5.1 56 122 138 82 160 90 1 
87 2537 0 173 77 6.5 5.2 87 143 168 55 177 89 1 
63 2619 0 170 60 6.7 5.3 57 142 100 70 120 70 1 
82 2537 1 163 60.8 6.6 5.3 68 160 130 95 170 100 1 
70 2620 1 165 62 6.8 5.4 61 124 129 65 202 83 0 
66 2607 1 167 68 6.4 5.5 86 171 146 92 192 70 0 
69 2615 0 170 83 5.9 5.5 76 191 120 80 200 90 0 
64 2902 0 177 107 7 5.6 82 141 149 95 196 110 1 
81 2606 0 178 91 6.4 5.6 69 163 154 67 212 110 1 
81 2603 0 163 83 6.9 5.8 68 162 133 54 149 63 0 
90 2546 0 164 58 6.7 6.1 55 84 150 80 180 80 1 
84 2582 0 161 76 6.8 6.1 48 146 150 85 214 107 1 
74 2602 0 184 105 7.7 6.1 75 160 145 95 165 85 1 
70 2903 0 171 83 6.6 6.2 64 170 152 76 199 116 0 
79 2537 1 164 85 7.5 6.4 100 150 160 90 200 90 1 
88 2903 1 80.8 161 6.8 6.8 71 140 153 81 262 97 0 
83 2611 0 190 81 6.9 6.8 74 164 135 67 151 91 1 
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3. Cleveland and Canberra Continuous Data Attributes Discretization 

Dataset Attribute Intervals 

Cleveland 

Age 

0: < 46  
1: ≥ 46 < 53  
2: ≥ 53 < 58  
3: ≥ 58 < 63  
4: ≥ 63 

Trestbps 

0: < 120  
1: ≥ 120 < 126  
2: ≥ 126 < 134  
3: ≥ 134 < 145  

4: ≥ 145 

Chol 

0: <  205  
1: ≥ 205 < 233  
2: ≥ 233 < 257  
3: ≥ 257 < 288  

4: ≥  288 

Thalach 

0:  < 130  
1: ≥ 130 < 147  
2:  ≥ 147 < 159  
3:  ≥ 159 < 170  

4: ≥  170 

Old peak ST 

0: < 0  
1: ≥  0 < 0.3  

2:  ≥ 0.3 < 1.2  
3:  ≥ 1.2 < 1.9  

4: ≥  1.9 

Canberra 

Age 

0:  < 65  
1:  ≥ 65 < 72  
2:  ≥ 72 < 79  
3:  ≥ 79 <86  
4:  ≥ 86 

Postcode 

0:  < 2602  
1:  ≥ 2602 < 2607  
2:  ≥ 2607 < 2615  
3:  ≥ 2615 <2902  

4:  ≥  2902 

Height 

0:  < 158  
1:  ≥ 158 < 164  
2:  ≥ 164 < 170  
3:  ≥ 170 < 177  

4: ≥  177 
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Dataset Attribute Intervals 

Canberra 

Weight 

0:  <66  
1:  ≥ 66 < 75  
2:  ≥ 75 < 81  
3:  ≥ 81 < 92  
4:  ≥ 92 

Diastole 

0:  <3.8  
1:  ≥ 3.8 < 4.5  
2:  ≥ 4.5 < 4.9  
3:  ≥ 4.9 < 5.3  

4: ≥  5.3 

Systole 

0: < 2.1  
1:  ≥ 2.1 < 2.7  
2:  ≥ 2.7 < 3.1  
3:  ≥ 3.1 < 3.6  

4: ≥  3.6 

Resting Heart Rate 

0: < 64  
1:  ≥ 64 < 71  
2:  ≥ 71 < 79  
3:  ≥ 79 <87  
4:  ≥ 87 

Peak Heart Rate 

0:  < 126  
1:  ≥ 126 < 147  
2:  ≥ 147 < 160  
3:  ≥ 160 < 172  

4: ≥  172 

Resting Blood Pressure 
High 

0:  < 123  
1:  ≥ 123 < 134  
2:  ≥ 134 < 145  
3:  ≥ 145 < 156  

4: ≥  156 

Resting Blood Pressure 
Low 

0:  < 67  
1:  ≥ 67 < 74  
2:  ≥ 74 < 80  
3:  ≥ 80 < 90  
4:  ≥ 90 

Peak Blood Pressure High 

0:  < 163  
1:  ≥ 163 < 181  
2:  ≥ 181 < 199  
3:  ≥ 199 < 217  

4: ≥  217 
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Dataset Attribute Intervals 

Canberra Peak Blood Pressure Low 

0:  < 75  
1:  ≥ 75 < 82  
2:  ≥ 82 < 90  
3:  ≥ 90 < 100  
4:  ≥ 100 
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1. Different Discretization Methods on Cleveland All Data Attributes 

Data 
Mining 

Technique 

Discretization 
Method 

Sensitivity Specificity Accuracy 

Mean St Dev Mean St Dev Mean St Dev 

Decision 
Tree 

Equal 
Frequency 75.6 6.1 81.6 12.1 79.1 5.8 

Equal Width 70.5 8.7 80.7 11.6 76.3 4.9 

Chi-Merge 68.6 13 83.9 12.8 77.3 4.5 

Entropy 71.7 7.5 82.4 8.9 76.3 6.1 

Naïve 
Bayes 

Equal 
Frequency 78 13.8 80.8 12.6 83.5 5.2 

Equal Width 75.3 17.2 81.7 13 83.3 4.2 

Chi-Merge 71.9 17.5 84 12.5 82.6 5.9 

Entropy 73.8 15.5 79.6 11.6 81 4.2 

 
KNN 
 K = 1 

Equal 
Frequency 69.2 16.3 77.8 13.5 76.5 9.7 

Equal Width 69.2 16.3 77.8 13.5 76.5 9.7 

Chi-Merge 69.2 16.3 77.8 13.5 76.5 9.7 

Entropy 69.2 16.3 77.8 13.5 76.5 9.7 

 
KNN 
 K = 9 

Equal 
Frequency 78.6 8.9 84.5 5.9 83.4 2.7 

Equal Width 78.6 8.9 84.5 5.9 83.4 2.7 

Chi-Merge 78.6 8.9 84.5 5.9 83.4 2.7 

Entropy 78.6 8.9 84.5 5.9 83.4 2.7 

 
KNN  
K= 19 

 

Equal 
Frequency 76.7 10.7 85.1 7.5 83.2 4.1 

Equal Width 76.7 10.7 85.1 7.5 83.2 4.1 

Chi-Merge 76.7 10.7 85.1 7.5 83.2 4.1 

Entropy 76.7 10.7 85.1 7.5 83.2 4.1 
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2. Cleveland Single, Combined Non-Invasive Attributes 

2.1. Naïve bayes 

Cleveland Data 

Attributes 

Sensitivity Specificity Accuracy 

Mean St Dev Mean St Dev Mean St Dev 

Age 52 18.8 66.8 21.7 56.3 7.9 

Sex 83 10.1 41.7 18.5 61.5 10.1 

Resting Blood Pressure 26.4 13.3 78.2 12.3 54.2 12.1 

Age, Sex 59 13 71.4 10.9 64.8 7.5 

Age, RBP 51 15.8 66.8 13.5 58.6 5.5 

Sex, RBP 60.6 23 54.8 17.5 55.1 11.4 

Age, Sex, RBP 

 

62.1 10.3 72.4 9.1 67.9 7.2 

 

2.2. K = 1 Nearest Neighbour  

Cleveland Data 

Attributes 

Sensitivity Specificity Accuracy 

Mean St Dev Mean St Dev Mean St Dev 

Age 11.2 8 91.4 5.9 54.5 16.5 

Sex 75 26.9 47.5 25.5 62.6 9.9 

Resting Blood Pressure 1.7 5.1 100 0 54.7 20.7 

Age, Sex 20.3 27.5 90.4 21.7 54.1 17.2 

Age, RBP 0 0 100 0 54.3 20.1 

Sex, RBP 9.7 24 94.2 17.4 53.6 20.3 

Age, Sex, RBP 

 

17.5 19.8 82.6 18 49.4 16.5 
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2.3. K = 9 Nearest Neighbour  

 

Cleveland Data 

Attributes 

Sensitivity Specificity Accuracy 

Mean St Dev Mean St Dev Mean St Dev 

Age 0 0 100 0 54.3 20.1 

Sex 0 0 100 0 54.3 20.1 

Resting Blood Pressure 0 0 100 0 54.3 20.1 

Age, Sex 28.5 33.5 75.9 29.9 53.3 16.8 

Age, RBP 0 0 100 0 54.7 20.7 

Sex, RBP 0 0 100 0 54.3 20.1 

Age, Sex, RBP 

 

7 15.5 95.1 8.6 52.5 18.9 

 

2.4. K = 19 Nearest Neighbour  

Cleveland Data 

Attributes 

Sensitivity Specificity Accuracy 

Mean St Dev Mean St Dev Mean St Dev 

Age 0 0 100 0 54.3 20.1 

Sex 0 0 100 0 54.3 20.1 

Resting Blood Pressure 0 0 100 0 54.3 20.1 

Age, Sex 2 6 100 0 54.6 20.6 

Age, RBP 0 0 100 0 54.7 20.7 

Sex, RBP 52.9 43.7 65.2 33.5 56.8 13.7 

Age, Sex, RBP 

 

26.3 22 81.8 18.1 55.5 10.9 
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3. Canberra Single, Combined, equation Non-Invasive Attributes 

3.1. Naïve bayes 

Canberra Data 

Attributes 

Sensitivity Specificity Accuracy 

Mean 
St 

Dev 
Mean 

St 

Dev 
Mean 

St 

Dev 
Age 61.6 16.5 75.3 19.7 71 8.2 

Sex 67.4 14.7 58.4 16.3 66 8.3 

Resting Blood Pressure 29.4 7.8 71.6 8 51 8.8 

Height 53.9 16.3 52.4 10.6 52.3 10.3 

Weight 26 25.7 69.7 25.1 46.5 9.1 

Age, Sex 68.3 14 73.8 21.4 74.2 7.5 

Age, RBP 60.2 13.9 73.8 16.9 68.9 6.8 

Age, Height 63.5 11.6 72.2 18.8 69.4 9.7 

Age, Weight 63.2 13.5 71.4 19.8 68.4 8 

Sex, RBP 62.2 11.9 62.5 15 65 7.6 

Sex, Height 64.8 12.8 59.2 15.9 64.9 7.3 

Sex, Weight 66 13.9 59.3 16.4 65.2 7.8 

RBP, Height 41.1 9 63 9.9 53.9 9.6 

RBP, Weight 36.5 11.3 71.4 12.1 53.7 10.9 

Height, Weight 44.4 11.3 61.4 10.8 53 10 

Age, Sex, RBP 65.5 12.8 74.3 20 72.8 6.6 

Age, Sex, Height 61.2 15.1 76.5 16 72.6 7.7 

Age, Sex, Weight 65.3 13.2 74.9 19.7 72.9 5.8 

Age, RBP, Height 60.5 12.1 72.8 19.8 69.1 8.5 

Age, RBP, Weight 60.4 12.6 71.8 18.9 67.7 6 

Age, Height, Weight 63.5 12.1 71.6 20.3 68.9 9.9 

Age, Sex, RBP, Height 63.2 9.8 75.4 13.7 71.9 5.6 

Age, Sex, RBP, Weight 64.7 13 74.9 17.3 72.3 6.1 

Age, Sex, Height, Weight 63.3 9.1 76.8 11.4 72.3 6.4 
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Canberra Data 

Attributes 

Sensitivity Specificity Accuracy 

Mean 
St 

Dev 
Mean 

St 

Dev 
Mean 

St 

Dev 

Age, RBP, Height, Weight 61.5 12 71.8 21.1 68.4 9.2 

Sex, RBP, Height, Weight 63.1 10.4 61.4 14.6 64.9 5.9 

Age, Sex, RBP, Height, Weight 62.4 11.8 75.6 13.2 71.9 6.7 

Age, Sex, RBP 65.5 12.8 74.3 20 72.8 6.6 

Age, BMI 63.4 14.5 71.7 18.5 68.7 6.9 

Sex, BMI 60.9 14.2 69.5 11.9 68.8 6.1 

RBP, BMI 56 12.5 58.2 10.8 54.3 3.7 

Age, Sex, BMI 70.5 12.8 74.6 18.1 74.5 6.4 

Age, RBP, BMI 62.5 10.3 71.9 16.3 68.1 5.9 

Sex, RBP, BMI 56.7 11.2 69 11 66 4.6 

Age, Sex, RBP, BMI 66.7 11.7 72.7 16.2 71.8 6 

Age, Sex, RBP 65.5 12.8 74.3 20 72.8 6.6 

Age, Rohrer’s index 64.5 12 73 19.7 70.3 7.7 

Sex, Rohrer’s index 63 15 63.7 15.5 67.1 6.5 

RBP, Rohrer’s index 50.5 7.8 63.3 8.1 56.5 6.5 

Age, Sex, Rohrer’s index 70.4 10.6 73.9 17.6 74.2 5.7 

Age, RBP, Rohrer’s index 62.4 10.5 74.2 17.6 69.8 5.7 

Sex, RBP, Rohrer’s index 59.6 14.6 65.1 14.1 66 5.7 

Age, Sex, RBP, Rohrer’s index 69.1 12.3 73.1 16.4 73.3 6.1 

Age, Sex, RBP 65.5 12.8 74.3 20 72.8 6.6 

Age, RBPDiff 62.3 15.3 72.9 18.5 69.6 6.4 

Sex, RBPDiff 64.2 13.8 59.6 15.4 64.5 9 

RBP, RBPDiff 35.6 8.6 69.8 13 52 7.8 

Age, Sex, RBPDiff 65.2 12.1 75.8 19.8 73.6 7.3 

Age, RBP, RBPDiff 59.3 14.2 71.4 19.5 67.3 8.4 

Sex, RBP, RBPDiff 56.4 10.8 63.1 14.8 62.2 9 
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Canberra Data 

Attributes 

Sensitivity Specificity Accuracy 

Mean 
St 

Dev 
Mean 

St 

Dev 
Mean 

St 

Dev 
Age, Sex, RBP, RBPDiff 64.9 12 76.5 14.7 72.7 6.6 

Age, Sex, RBP, BMI, RBPDiff 68.7 12.3 73.6 16 72.6 6.2 

Age, Sex, RBP, Rohrer’s index, 

 

63.9 12.4 73.9 16.6 73.9 4.9 

3.2. K = 1 Nearest Neighbour  

Canberra Data 

Attributes 

Sensitivity Specificity Accuracy 

Mean 
St 

Dev 
Mean 

St 

Dev 
Mean 

St 

Dev 
Age 8.2 7.4 97.9 2.7 57 14 

Sex 98.2 5.4 5.5 16.5 45 15.1 

Resting Blood Pressure 53.8 21.1 48.9 20.7 52.1 10.4 

Height 63.1 11.1 44.9 13.9 52.6 6.8 

Weight 50.6 10.8 44.9 12 46.3 8 

Age, Sex 9.4 7.8 99.1 1.9 58.1 15.6 

Age, RBP 42.8 21.3 82.2 16.8 62.2 10.4 

Age, Height 8.5 7 97.3 4.1 57 16.2 

Age, Weight 7.5 8.3 96.8 3.7 56.7 15.6 

Sex, RBP 71.2 15.4 54.8 16.7 65 9.3 

Sex, Height 67.6 9.2 60.9 8.6 64 6.6 

Sex, Weight 51.2 11.4 56.1 8.6 54.3 8.8 

RBP, Height 55.5 20.6 47.8 19.8 52.6 9.2 

RBP, Weight 47.6 23.4 51.1 18.9 50.7 6.3 

Height, Weight 47.6 10.1 46.2 9.5 46.7 4 

Age, Sex, RBP 54.8 10.8 77.2 15.7 66.5 11.1 

Age, Sex, Height 13.8 5.6 97.3 4.1 59.8 14 

Age, Sex, Weight 13.2 10.1 98.5 2.3 59.8 14.9 

Age, RBP, Height 45.3 20 81.9 16.8 63.1 10.4 
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Canberra Data 

Attributes 

Sensitivity Specificity Accuracy 

Mean 
St 

Dev 
Mean 

St 

Dev 
Mean 

St 

Dev 

Age, RBP, Weight 44 18.6 81.4 17.1 62.1 9.8 

Age, Height, Weight 8.1 6.3 97.6 2.7 57.3 13.4 

Age, Sex, RBP, Height 54.4 10.7 77.2 15.7 66.2 10.8 

Age, Sex, RBP, Weight 55.4 14.6 78.8 15.1 66.5 10.5 

Age, Sex, Height, Weight 12.4 8.4 98.5 2.3 59.6 14.4 

Age, RBP, Height, Weight 45.8 18.6 80.5 17.7 62.6 10.5 

Sex, RBP, Height, Weight 64.9 18.2 59.2 16.5 64.3 9.1 

Age, Sex, RBP, Height, Weight 55.7 15.5 79.1 15.3 66.7 10.6 

Age, Sex, RBP 54.8 10.8 

 

77.2 15.7 66.5 11.1 

Age, BMI 11.1 11.5 97.4 3.6 58.1 14.5 

Sex, BMI 54.6 12.2 65.6 13.9 59.5 8.4 

RBP, BMI 51.5 22.3 48.6 20.4 50.8 10 

Age, Sex, BMI 10.9 10.6 98.5 2 58.4 15.2 

Age, RBP, BMI 47.8 20.8 81 17.3 63.9 10.8 

Sex, RBP, BMI 70.9 15.3 54.5 16.3 64.6 9 

Age, Sex, RBP, BMI 56.4 11.6 77.2 15.3 67.2 11 

Age, Sex, RBP 54.8 10.8 77.2 15.7 66.5 11.1 

Age, Rohrer’s index 10.4 8.6 97.4 3 58 12.8 

Sex, Rohrer’s index 61.6 14.8 51.2 11.9 54.5 6.1 

RBP, Rohrer’s index 53 22.1 49.2 21.3 52 10.2 

Age, Sex, Rohrer’s index 10 7.7 98.5 2 58.3 13.9 

Age, RBP, Rohrer’s index 44.2 21.2 81.6 17.2 62.4 10.2 

Sex, RBP, Rohrer’s index 71.2 15.4 54.8 16.7 65 9.3 

Age, Sex, RBP, Rohrer’s index 55.7 11.3 77.2 15.7 67 11 

Age, Sex, RBP 54.8 10.8 77.2 15.7 66.5 11.1 

Age, RBPDiff 10.4 9.4 90 4.2 54.7 9.4 
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Canberra Data 

Attributes 

Sensitivity Specificity Accuracy 

Mean 
St 

Dev 
Mean 

St 

Dev 
Mean 

St 

Dev 
Sex, RBPDiff 51 12.1 57.6 11.8 55 10.9 

RBP, RBPDiff 66.8 13.8 31.6 11.4 47.1 6.7 

Age, Sex, RBPDiff 12.1 8.5 94.2 5.1 58 10 

Age, RBP, RBPDiff 47.7 16.6 75.3 13.6 61.4 8.4 

Sex, RBP, RBPDiff 73.2 12.7 39.4 12.7 56.5 7 

Age, Sex, RBP, RBPDiff 50.9 15 78.5 11.8 64.2 7.2 

Age, Sex, RBP, BMI, RBPDiff 51.9 15.3 78.5 11.8 64.6 7 

Age, Sex, RBP, Rohrer’s index, 

 

51.6 15.4 78.5 11.8 64.4 7.2 

3.3. K = 9 Nearest Neighbour  

Canberra Data 

Attributes 

Sensitivity Specificity Accuracy 

Mean St 

Dev 
Mean St 

Dev 
Mean St 

Dev 
Age 0.8 2.4 100 0 55.1 15.5 

Sex 90 30 10 30 39.9 12.4 

Resting Blood Pressure 14.7 19.4 85.3 15.7 54.9 11.4 

Height 51.1 12.2 59.4 17.7 54.5 7.4 

Weight 35.6 14.3 56.1 10.8 45.6 10.6 

Age, Sex 0.8 1.6 100 0 55.3 14.9 

Age, RBP 0 0 100 0 54.9 15.3 

Age, Height 0 0 100 0 54.9 15.3 

Age, Weight 0 0 100 0 54.9 15.3 

Sex, RBP 67.4 14.7 58.4 16.3 66 8.3 

Sex, Height 61.4 12.1 64.8 17.3 62.8 8.4 

Sex, Weight 62 11.7 64.6 11 65.8 6.6 

RBP, Height 15.3 20.3 85.1 14.9 55.2 13.1 

RBP, Weight 26.2 11.6 76.9 12.8 54.8 7.7 
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Canberra Data 

Attributes 

Sensitivity Specificity Accuracy 

Mean 
St 

Dev 
Mean 

St 

Dev 
Mean 

St 

Dev 

Height, Weight 51.1 9.3 58.5 8.6 55.2 6.5 

Age, Sex, RBP 14.1 9.7 98.2 5.4 60.9 13.8 

Age, Sex, Height 0 0 100 0 54.9 15.3 

Age, Sex, Weight 3.6 3.6 99.7 0.9 55.9 15.6 

Age, RBP, Height 0 0 100 0 54.9 15.3 

Age, RBP, Weight 0 0 100 0 54.9 15.3 

Age, Height, Weight 0 0 100 0 54.9 15.3 

Age, Sex, RBP, Height 14.6 10.7 98.2 5.4 61.2 13.9 

Age, Sex, RBP, Weight 20.8 10.5 97.2 5.5 63.6 12.8 

Age, Sex, Height, Weight 4 3.4 99.7 0.9 56.1 15.3 

Age, RBP, Height, Weight 1.4 2.8 99 1.5 54.7 15.2 

Sex, RBP, Height, Weight 65.1 14.8 59.2 15.6 65.4 7.1 

Age, Sex, RBP, Height, Weight 21.2 10.3 97.2 5.5 63.9 12.4 

Age, Sex, RBP 14.1 9.7 98.2 5.4 60.9 13.8 

Age, BMI 0.4 1.2 100 0 55.1 15.2 

Sex, BMI 54.4 9.1 68.3 10.8 63.5 6.9 

RBP, BMI 15.2 19.6 85.5 15.3 55.1 12.1 

Age, Sex, BMI 6 3.9 100 0 57.4 14.4 

Age, RBP, BMI 0 0 100 0 54.9 15.3 

Sex, RBP, BMI 67.4 14.7 58.4 16.3 66 8.3 

Age, Sex, RBP, BMI 14.1 9.7 98.2 5.4 60.9 13.8 

Age, Sex, RBP 14.1 9.7 98.2 5.4 60.9 13.8 

Age, Rohrer’s index 0.8 2.4 99.7 0.9 54.9 15.3 

Sex, Rohrer’s index 52.3 13.5 65.5 9.4 61.5 3.5 

RBP, Rohrer’s index 14.7 20.1 84.5 15.2 54.4 11.3 

Age, Sex, Rohrer’s index 0.7 2.1 100 0 55.1 15.4 
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Canberra Data 

Attributes 

Sensitivity Specificity Accuracy 

Mean 
St 

Dev 
Mean 

St 

Dev 
Mean 

St 

Dev 
Age, RBP, Rohrer’s index 0 0 100 0 54.9 15.3 

Sex, RBP, Rohrer’s index 67.4 14.7 58.4 16.3 66 8.3 

Age, Sex, RBP, Rohrer’s index 14.1 9.7 98.2 5.4 60.9 13.8 

Age, Sex, RBP 14.1 9.7 98.2 5.4 60.9 13.8 

Age, RBPDiff 0 0 100 0 54.9 15.3 

Sex, RBPDiff 50.8 16 59.1 15.3 57.9 10.8 

RBP, RBPDiff 22.8 14 77.6 10 54.3 10.3 

Age, Sex, RBPDiff 0 0 100 0 54.9 15.3 

Age, RBP, RBPDiff 0 0 100 0 54.9 15.3 

Sex, RBP, RBPDiff 62.5 13.3 61.3 13.8 64.7 8.4 

Age, Sex, RBP, RBPDiff 10.8 8.8 99.1 2.7 59.5 14.7 

Age, Sex, RBP, BMI, RBPDiff 10.8 8.8 99.1 2.7 59.5 14.7 

Age, Sex, RBP, Rohrer’s index, 

 

10.8 8.8 99.1 2.7 59.5 14.7 

3.4. K = 19 Nearest Neighbour  

Canberra Data 

Attributes 

Sensitivity Specificity Accuracy 

Mean St 

Dev 
Mean St 

Dev 
Mean St 

Dev 
Age 0 0 100 0 54.9 15.3 

Sex 59.2 24.1 62.9 20.5 60.9 14.5 

Resting Blood Pressure 22.4 31.7 82.2 24.2 51.6 13.2 

Height 51 12.4 62.6 16.1 58.1 7.3 

Weight 35.8 17.3 56.3 9.8 44.8 9.4 

Age, Sex 0 0 100 0 54.9 15.3 

Age, RBP 0 0 100 0 54.9 15.3 

Age, Height 0 0 100 0 54.9 15.3 

Age, Weight 0 0 100 0 54.9 15.3 
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Canberra Data 

Attributes 

Sensitivity Specificity Accuracy 

Mean 
St 

Dev 
Mean 

St 

Dev 
Mean 

St 

Dev 

Sex, RBP 67.1 14.5 58.4 16.3 65.8 8.1 

Sex, Height 62.3 13.3 67.7 14.3 66.9 8.4 

Sex, Weight 61.5 11.7 66 10.1 66.1 5.8 

RBP, Height 22.3 30.7 83.2 20.7 52.6 14.2 

RBP, Weight 30.6 21.9 68.8 19.4 48.6 9.7 

Height, Weight 50.5 9.9 58.6 7.3 53.9 6.2 

Age, Sex, RBP 10.4 8.4 100 0 59.4 14.6 

Age, Sex, Height 0 0 100 0 54.9 15.3 

Age, Sex, Weight 0.4 1.2 100 0 55.1 15.2 

Age, RBP, Height 0 0 100 0 54.9 15.3 

Age, RBP, Weight 0 0 100 0 54.9 15.3 

Age, Height, Weight 0 0 100 0 54.9 15.3 

Age, Sex, RBP, Height 10.7 8.3 100 0 59.6 14.2 

Age, Sex, RBP, Weight 13.6 8.5 99.4 1.8 60.8 13.5 

Age, Sex, Height, Weight 0.7 2.1 100 0 55.1 15.4 

Age, RBP, Height, Weight 0 0 100 0 54.9 15.3 

Sex, RBP, Height, Weight 67 15 58.8 16.3 66 8 

Age, Sex, RBP, Height, Weight 13.6 8.5 99.4 1.8 60.8 13.5 

Age, Sex, RBP 10.4 8.4 100 0 59.4 14.6 

Age, BMI 0 0 100 0 54.9 15.3 

Sex, BMI 57.4 12.2 67.9 13.2 65.2 8 

RBP, BMI 22.9 32.6 81.2 24.5 51.2 14.4 

Age, Sex, BMI 0 0 100 0 54.9 15.3 

Age, RBP, BMI 0 0 100 0 54.9 15.3 

Sex, RBP, BMI 67.1 14.5 58.4 16.3 65.8 8.1 

Age, Sex, RBP, BMI 10.4 8.4 100 0 59.4 14.6 

Age, Sex, RBP 10.4 8.4 100 0 59.4 14.6 
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Canberra Data 

Attributes 

Sensitivity Specificity Accuracy 

Mean 
St 

Dev 
Mean 

St 

Dev 
Mean 

St 

Dev 
Age, Rohrer’s index 0 0 100 0 54.9 15.3 

Sex, Rohrer’s index 55.8 13.1 66.3 12.3 64.5 5.9 

RBP, Rohrer’s index 22.3 31.6 81.7 23.9 51.4 13.5 

Age, Sex, Rohrer’s index 0 0 100 0 54.9 15.3 

Age, RBP, Rohrer’s index 0 0 100 0 54.9 15.3 

Sex, RBP, Rohrer’s index 67.1 14.5 58.4 16.3 65.8 8.1 

Age, Sex, RBP, Rohrer’s index 10.4 8.4 100 0 59.4 15.6 

Age, Sex, RBP 10.4 8.4 100 0 59.4 14.6 

Age, RBPDiff 0 0 100 0 54.9 15.3 

Sex, RBPDiff 50.9 15.8 62.4 17.3 59.7 7.8 

RBP, RBPDiff 13.2 15.5 88.6 14.6 52.9 13.3 

Age, Sex, RBPDiff 0.6 1.8 100 0 55.1 15.3 

Age, RBP, RBPDiff 0 0 100 0 54.9 15.3 

Sex, RBP, RBPDiff 64.1 13.7 60.7 17.2 65.5 8.9 

Age, Sex, RBP, RBPDiff 7.6 8 99.1 2.7 58.3 14.7 

Age, Sex, RBP, BMI, RBPDiff 7.6 8 99.1 2.7 58.3 14.7 

Age, Sex, RBP, Rohrer’s index, 

 

7.6 8 99.1 2.7 58.3 14.7 
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4. Cleveland All Data Attributes Results 

4.1. Integrating K-Means clustering with Naïve Bayes 

Cleveland All Data Attributes 

Integrating Clustering with Naïve Bayes 

Data Mining Technique 
Sensitivity Specificity Accuracy 

Mean St Dev Mean St Dev Mean St Dev 

Without Clustering 78 13.8 80.8 12.6 83.5 5.2 

Number of Clusters = 2 
 

Inlier 73.2 22 83.3 12.2 83.1 4.7 

Outlier 76.4 15.2 82.3 13.1 83.4 4.5 

Range 76.4 15.2 82.3 13.1 83.4 4.5 

Random Row 76.5 14.6 82 12.7 83.1 3.4 

Random Attribute 76.4 15.2 83.8 12.5 84 4.4 

Number of Clusters = 3 
 

Inlier 75.9 14.7 83.7 12.6 83.6 4.4 

Outlier 75.9 14.7 83.7 12.6 83.6 4.4 

Range 78 13.1 81.3 14.6 84.1 4.3 

Random Row 76.6 14.4 85 13.2 84.8 4.7 

Random Attribute 74.3 17.6 82.2 14.1 82.3 6 

Number of Clusters = 4 
 

Inlier 76.9 13.5 81.7 13.1 83.5 3.1 

Outlier 70.1 17.4 83.1 12.9 80.7 6.8 

Range 76.9 13.5 81.7 13.1 83.5 3.1 

Random Row 71.4 19.6 83 13.1 81.6 6.3 

Random Attribute 70.9 20.5 83.5 12.3 82 5.7 

Number of Clusters = 5 

Inlier 76.9 13.5 81.7 13.1 83.5 3.1 

Outlier 70.1 17.4 83.1 12.9 80.7 6.8 

Range 76.9 13.5 81.7 13.1 83.5 3.1 

Random Row 71.1 14.8 81.1 13.1 80.4 4.7 

Random Attribute 71.1 14.8 81.1 13.1 80.4 4.7 
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4.2. Integrating K-Means clustering with K = 1 Nearest Neighbour 

Cleveland All Data Attributes 

Integrating Clustering with K =1 Nearest Neighbour 

Data Mining Technique 
Sensitivity Specificity Accuracy 

Mean St Dev Mean St Dev Mean St Dev 

Without Clustering 69.2 16.3 77.8 13.5 76.5 9.7 

Number of Clusters = 2 
 

Inlier 70.8 10.6 78 13.7 77.9 7.1 

Outlier 71.4 10.8 79.9 9.2 78 7.2 

Range 70.8 10.6 78 13.7 77.9 7.1 

Random Row 71.5 11.3 80.6 9.8 78.7 7.6 

Random Attribute 69.6 10.5 79.6 9.6 77.3 7.2 

Number of Clusters = 3 
 

Inlier 84.2 13.3 65.4 14.7 76.2 6.7 

Outlier 74.9 18.1 66 17.3 75.7 6.8 

Range 80.9 13.1 66.7 14.8 76.6 6.3 

Random Row 75.5 18.2 67.2 14.7 75.2 7.7 

Random Attribute 77.3 18.9 63 23.4 75.7 6.5 

Number of Clusters = 4 
 

Inlier 78.6 13.1 72 11.1 76.5 7.9 

Outlier 78.1 10.4 61.8 25 72.2 7.6 

Range 80.9 13.1 66.7 14.8 76.6 6.3 

Random Row 74.9 16.7 74 7.6 75.5 7.1 

Random Attribute 75.6 12 69.4 16.5 74.5 5.6 

Number of Clusters = 5 

Inlier 78 13.1 76.3 7.6 78.3 7.7 

Outlier 73.9 15.9 69.1 17.5 73.9 4.1 

Range 80.3 14.6 70.7 11.6 75.8 8.2 

Random Row 70.9 18.7 66.2 12.4 71.2 11.6 

Random Attribute 69.2 13.5 69.9 10.1 72.4 7.4 
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4.3. Integrating K-Means clustering with K = 9 Nearest Neighbour 

Cleveland All Data Attributes 

Integrating Clustering with K = 9 Nearest Neighbour 

Data Mining Technique 
Sensitivity Specificity Accuracy 

Mean St Dev Mean St Dev Mean St Dev 

Without Clustering 78.6 8.9 84.5 5.9 83.4 2.7 

Number of Clusters = 2 
 

Inlier 76.9 10.6 85.3 11 82.1 7.4 

Outlier 79.6 13.6 81.8 7.6 82.7 6 

Range 76.9 10.6 85.3 11 82.1 7.4 

Random Row 78.9 14.2 83.1 9 83.2 6.1 

Random Attribute 77.1 11.4 80.8 7.2 80.6 6.4 

Number of Clusters = 3 
 

Inlier 83 14.6 74 12.7 79.7 6.2 

Outlier 69.7 16 71.6 17.2 75.8 6.2 

Range 81.3 13.4 73.1 13 78.7 7 

Random Row 80.4 15.4 74 13 78 7 

Random Attribute 78.2 14.8 72.7 12.7 77.3 7.7 

Number of Clusters = 4 
 

Inlier 55.8 21.1 83.2 9.6 72.6 8.7 

Outlier 81.1 15.1 68.9 16.8 77 6.4 

Range 81.3 13.4 73.1 13 78.7 7 

Random Row 74.3 12.1 80.4 9.3 78.7 5 

Random Attribute 74.4 13 79.2 20.1 81.1 5.1 

Number of Clusters = 5 

Inlier 53.8 19.8 82.4 11.5 71.4 8.6 

Outlier 78.8 14.3 70.3 10.4 75.7 4.8 

Range 60.8 24.8 82.8 9.9 73.3 8.9 

Random Row 72.8 20.3 75.8 12.6 74.1 5 

Random Attribute 69.1 18.2 81.8 12.1 74.4 3.7 
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4.4. Integrating K-Means clustering with K = 19 Nearest Neighbour 

Cleveland All Data Attributes 

Integrating Clustering with K = 19 Nearest Neighbour 

Data Mining Technique 
Sensitivity Specificity Accuracy 

Mean St Dev Mean St Dev Mean St Dev 

Without Clustering 76.7 10.7 85.1 7.5 83.2 4.1 

Number of Clusters = 2 
 

Inlier 77.8 13 88.8 5.9 85.7 5.4 

Outlier 75.9 17.7 84.2 9.8 83.6 5.6 

Range 77.8 13 88.8 5.9 85.7 5.4 

Random Row 77.9 12.9 86 10.3 84.7 4.9 

Random Attribute 79.8 11.7 86.6 6.4 85.7 5.4 

Number of Clusters = 3 
 

Inlier 63.8 15.7 78.1 12.9 75.3 6.4 

Outlier 61.3 13.6 76.1 11.9 72.8 5.8 

Range 67.2 11.9 79 12.9 76.7 5.7 

Random Row 61.9 14 77.4 12.4 74.2 5.2 

Random Attribute 63.4 14.2 79.2 12.5 75.2 6.3 

Number of Clusters = 4 
 

Inlier 50.5 15 81.1 8.5 70 7.8 

Outlier 67.4 13.2 71.6 11.2 72.1 6.2 

Range 67.2 11.9 79 12.9 76.7 5.7 

Random Row 57.3 16.2 82.9 11.1 72.8 8.2 

Random Attribute 57.5 17 78.9 14.2 74.1 5.9 

Number of Clusters = 5 

Inlier 50.5 15.9 81.8 8.7 70.4 7.5 

Outlier 66.5 14.9 71.4 11.2 70.7 5.2 

Range 50.5 15 80.7 8.7 69.7 7.9 

Random Row 56 16.1 80 16.2 70.1 7.4 

Random Attribute 52.7 21.4 75.6 13.5 67.8 6.4 
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5. Cleveland Non-Invasive Data Attributes Results 

5.1. Integrating K-Means clustering with Naïve Bayes 

Cleveland Non-Invasive Data Attributes 

Integrating Clustering with Naïve Bayes 

Data Mining Technique 
Sensitivity Specificity Accuracy 

Mean St 
Dev Mean St 

Dev Mean St 
Dev 

Without Clustering 62.1 10.3 72.4 9.1 67.9 7.2 

Number of Clusters = 2 
 

Inlier 60.2 11.6 67.7 10.3 64.9 9 

Outlier 57.9 11.7 70.8 11 65.6 9.6 

Range 57.9 11.7 70.8 11 65.6 9.6 

Random Row 58.7 13.5 67.1 10.6 63.5 9.1 
Random 
Attribute 59.7 11.6 67.7 9.5 64.1 8.7 

Number of Clusters = 3 
 

Inlier 52.5 15.3 69.6 7.9 61.4 9.3 

Outlier 52.5 15.3 69.6 7.9 61.4 9.3 

Range 64.7 10.9 66 11.6 66.4 9.2 

Random Row 59.5 10.6 65.8 10.4 63.5 9.8 
Random 
Attribute 56.3 13.7 66.4 10.2 61.5 8.6 

Number of Clusters = 4 
 

Inlier 58.9 13.8 65.8 7.5 62.6 8.2 

Outlier 53.6 12.9 66.8 8.3 60.1 8.7 

Range 58.9 13.8 65.8 7.5 62.6 8.2 

Random Row 59.3 13.1 65.8 8.2 62.5 8.8 

Random 
Attribute 58.2 14.4 63.6 7.1 60.4 7.7 

Number of Clusters = 5 

Inlier 58.9 13.8 65.8 7.5 62.6 8.2 

Outlier 53.6 12.9 66.8 8.3 60.1 8.7 

Range 58.9 13.8 65.8 7.5 62.6 8.2 

Random Row 59.9 12.1 62.9 7.1 61.2 7.7 

Random 
Attribute 59.9 12.1 62.9 7.1 61.2 7.7 
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5.2. Integrating K-Means clustering with K = 1 Nearest Neighbour 

Cleveland Non-Invasive Data Attributes 

Integrating Clustering with K = 1 Nearest Neighbour 

Data Mining Technique 
Sensitivity Specificity Accuracy 

Mean St 
Dev Mean St 

Dev Mean St 
Dev 

Without Clustering 17.5 19.8 82.6 18 49.4 16.5 

Number of Clusters = 2 
 

Inlier 12.5 20.1 90.8 17.8 51.5 17.7 

Outlier 17.4 14.7 79.2 18.7 47 15.7 

Range 12.5 20.1 90.8 17.8 51.5 17.7 

Random Row 13.1 20.2 86.9 18 49.5 16.6 
Random 
Attribute 13 20.5 88.1 17.3 49.1 15.6 

Number of Clusters = 3 
 

Inlier 65.8 19.1 65.5 16.3 64.7 11 

Outlier 36.8 20 74.5 11.5 55.9 7.6 

Range 62.5 15.4 67.7 11.7 65.8 8.9 

Random Row 45.3 19.2 72.8 11.9 59.6 9.7 

Random 
Attribute 52.4 22.8 66.4 12.8 61.7 9.1 

Number of Clusters = 4 
 

Inlier 39.2 22.8 80.9 16.5 61.6 11.3 

Outlier 56.2 24.9 66.5 22.3 58 9.6 

Range 62.5 15.4 67.7 11.7 65.8 8.9 

Random Row 40.8 21.8 75.6 17.2 59.4 11.7 
Random 
Attribute 42.2 25.8 72.9 20.7 55.4 8.2 

Number of Clusters = 5 

Inlier 36 19.7 84.1 9.3 61.9 11.4 

Outlier 51.4 15.9 60.2 17.9 54.1 8.6 

Range 47.5 27.8 74.8 22 58.4 11.3 

Random Row 52.1 12 54 22.2 55.2 12 
Random 
Attribute 43.8 11.2 60.7 12.2 50.8 10.5 
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5.3. Integrating K-Means clustering with K = 9 Nearest Neighbour 

Cleveland Non-Invasive Data Attributes 

Integrating Clustering with K = 9 Nearest Neighbour 

Data Mining Technique 
Sensitivity Specificity Accuracy 

Mean St 
Dev Mean St 

Dev Mean St 
Dev 

Without Clustering 7 15.5 95.1 8.6 52.5 18.9 

Number of Clusters = 2 
 

Inlier 44.8 30 65.7 20.4 51 16.8 

Outlier 35.1 14.2 67.1 15.5 50.7 14.5 

Range 44.8 30 65.7 20.4 51 16.8 

Random Row 37 23.9 67.7 16.1 50 17.5 
Random 
Attribute 36.1 16.1 65.9 16.9 50.3 14.5 

Number of Clusters = 3 
 

Inlier 63.2 23.1 52.3 16.6 57.5 10.8 

Outlier 35.5 11.3 65 14.9 52.9 10.5 

Range 63.2 23.1 53.1 15.2 58.1 9.6 

Random Row 49.1 19.6 56.9 19.9 54.7 10.7 
Random 
Attribute 53.2 23.1 57.5 12.8 54.2 9.9 

Number of Clusters = 4 
 

Inlier 38.5 17.7 70.6 10.6 58.4 6.9 

Outlier 61.2 20.8 57.1 18.8 57.2 12.6 

Range 63.2 23.1 53.1 15.2 58.1 9.6 

Random Row 53.6 22.9 61.4 23.8 58.3 12.9 
Random 
Attribute 62.5 21.3 53.6 22.2 55.1 14.9 

Number of Clusters = 5 

Inlier 35.6 14.7 72.2 13.4 58 7.7 

Outlier 58.9 20.1 47.6 16.8 52.4 15.6 

Range 45.1 20.5 65.8 16.9 56 9.1 

Random Row 62.4 21.9 56 23.5 55.6 12.8 
Random 
Attribute 56 26.8 54.5 22 53.7 13.7 
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5.4. Integrating K-Means clustering with K = 19 Nearest Neighbour 

Cleveland Non-Invasive Data Attributes 

Integrating Clustering with K = 19 Nearest Neighbour 

Data Mining Technique 
Sensitivity Specificity Accuracy 

Mean St 
Dev Mean St 

Dev Mean St 
Dev 

Without Clustering 26.3 22 81.8 18.1 55.5 10.9 

Number of Clusters = 2 
 

Inlier 0 0 100 0 54.3 20.1 

Outlier 41.4 22.6 82.3 11.6 59.9 19.8 

Range 0 0 100 0 54.3 20.1 

Random Row 25.7 26.4 91.7 9.3 57.6 21 
Random 
Attribute 20.7 26.8 93.9 7.8 54.9 20.9 

Number of Clusters = 3 
 

Inlier 38.9 12.9 74.1 7.9 60.7 6.8 

Outlier 29.2 11.7 76.9 8.1 57.2 8.7 

Range 37.2 16.4 76.3 11.1 62.1 8.7 

Random Row 32.5 13.2 75.1 8.7 58.2 8 
Random 
Attribute 36.9 15.4 74.6 8.1 60.3 7 

Number of Clusters = 4 
 

Inlier 35 13.9 75 8.3 59 7.2 

Outlier 43.9 10.1 71.3 8.6 59.4 8.8 

Range 37.2 16.4 76.3 11.1 62.1 8.7 

Random Row 39.9 26.1 76 5.3 60.1 7.3 
Random 
Attribute 46.8 23.6 70.3 14.4 60.3 8.6 

Number of Clusters = 5 

Inlier 36.2 15.6 72.6 13.5 58.6 7.5 

Outlier 45.5 17.8 73.7 13.4 59.3 16.1 

Range 35 13.9 75 8.3 59 7.2 

Random Row 58.5 21.7 65.6 10.6 63.9 6.8 
Random 
Attribute 59.4 13.5 65.5 10.4 62.8 8.5 
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6. Canberra All Data Attributes Results 

6.1. Integrating K-Means clustering with Naïve Bayes 

Canberra All Data Attributes 

Integrating Clustering with Naïve Bayes 

Data Mining Technique 
Sensitivity Specificity Accuracy 

Mean St 
Dev Mean St 

Dev Mean St 
Dev 

Without Clustering 65.9 15.1 76.8 23.1 75.4 9.1 

Number of Clusters = 2 
 

Inlier 58.2 15.4 77.5 19.3 72.3 7.6 

Outlier 63.9 20.1 73.1 20.2 71.4 9.5 

Range 63.9 20.1 73.1 20.2 71.4 9.5 

Random Row 61.2 16 78.1 16.2 72.9 8.2 
Random 
Attribute 58.2 18.5 77.3 17 71.2 8.9 

Number of Clusters = 3 
 

Inlier 60.6 16.5 77.4 14.9 71.9 7.8 

Outlier 60.6 16.5 77.4 14.9 71.9 7.8 

Range 63.9 18.3 73.5 18.9 71.4 8.2 

Random Row 65 17.4 75.7 18.5 72.7 9.1 
Random 
Attribute 61.7 16.9 73.7 16.4 70.9 7.3 

Number of Clusters = 4 
 

Inlier 61.6 15.2 77.4 13.9 72.3 6.8 

Outlier 62.4 17.4 74.4 14.4 70.5 7.4 

Range 61.6 15.2 77.4 13.9 72.3 6.8 

Random Row 63.1 17 76.6 15.3 71.9 7.8 
Random 
Attribute 60.3 16.4 76.7 14.4 71.1 6.7 

Number of Clusters = 5 

Inlier 61.6 15.2 77.4 13.9 72.3 6.8 

Outlier 62.4 17.4 74.4 14.4 70.5 7.4 

Range 61.6 15.2 77.4 13.9 72.3 6.8 

Random Row 63.3 15.5 74.5 13.4 70.8 6.5 
Random 
Attribute 63.3 15.5 74.5 13.4 70.8 6.5 
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6.2. Integrating K-Means clustering with K = 1 Nearest Neighbour 

Canberra All Data Attributes 

Integrating Clustering with K = 1 Nearest Neighbour 

Data Mining Technique 
Sensitivity Specificity Accuracy 

Mean St 
Dev Mean St 

Dev Mean St 
Dev 

Without Clustering 64.2 19 57 17.1 58.8 8.6 

Number of Clusters = 2 
 

Inlier 52.8 21.6 61.8 13.8 61.3 9.3 

Outlier 63 17.5 55.7 12.9 61.4 9.6 

Range 52.8 21.6 61.8 13.8 61.3 9.3 

Random Row 60.9 18.6 57.7 14.1 61.9 9.9 
Random 
Attribute 59.3 22.2 58 12.4 62 9.2 

Number of Clusters = 3 
 

Inlier 50.8 27.2 52.6 25.3 50.4 12.5 

Outlier 54.4 23.4 61.5 15.5 59.8 11.2 

Range 50.8 27.2 52.6 25.3 50.4 12.5 

Random Row 49.8 27.7 65.1 15.8 54.1 13.7 
Random 
Attribute 48.1 18.5 56.8 18.4 56.3 6.6 

Number of Clusters = 4 
 

Inlier 56.3 20.8 67.4 19.2 62.1 10.4 

Outlier 62.1 14.8 48.3 9.8 55.3 6.7 

Range 54.4 20.6 69.9 18.4 62.5 10.3 

Random Row 74.7 16.1 44 22.9 59 14.4 
Random 
Attribute 53.6 25.5 46.2 22.7 53.3 11.3 

Number of Clusters = 5 

Inlier 72.4 27.1 51.1 22.8 64.8 9.5 

Outlier 69.8 20.6 43.9 24.8 57.5 10.3 

Range 56.3 20.8 67.4 19.2 62.1 10.4 

Random Row 78.3 19.2 34.6 22 57 14.6 
Random 
Attribute 72.8 19.3 37.6 28.6 56.8 12.3 
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6.3. Integrating K-Means clustering with K = 9 Nearest Neighbour 

Canberra All Data Attributes 

Integrating Clustering with K = 9 Nearest Neighbour 

Data Mining Technique 
Sensitivity Specificity Accuracy 

Mean St 
Dev Mean St 

Dev Mean St 
Dev 

Without Clustering 41.9 20 85.5 15.3 68.8 8.6 

Number of Clusters = 2 
 

Inlier 58.4 16.4 76.1 15.7 71.5 9.2 

Outlier 55.9 19.8 78 14.9 71.7 8.9 

Range 58.4 16.4 76.1 15.7 71.5 9.2 

Random Row 58.4 16.4 77.2 14.6 72 9 
Random 
Attribute 58.4 16.4 77.2 14.6 72 9 

Number of Clusters = 3 
 

Inlier 58.1 20.2 75.2 13.9 68.6 9.1 

Outlier 50.7 12.3 78.1 11 65.4 8.9 

Range 58.1 20.2 75.2 13.9 68.6 9.1 

Random Row 55.7 16.7 75.2 8.8 67.9 8.9 
Random 
Attribute 48.3 19.4 75.5 12 64.1 5.1 

Number of Clusters = 4 
 

Inlier 56.1 16.9 79.8 14.7 70 6.1 

Outlier 40.8 16.4 83.1 14.3 65.8 10.7 

Range 55.2 17.4 79.4 14.7 69.3 6.6 

Random Row 43.8 20.3 78.6 21.1 63.5 13.6 
Random 
Attribute 54.8 9.2 74.6 18.6 67.7 10.6 

Number of Clusters = 5 

Inlier 57.3 19.9 79.3 14.5 71.9 6.8 

Outlier 60.5 25.2 70.7 19.3 63.9 11.9 

Range 56.1 16.9 79.8 14.7 70 6.1 

Random Row 57.5 27 73.8 23.1 66.6 11.6 
Random 
Attribute 53.2 20.7 78 18.7 68 11 
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6.4. Integrating K-Means clustering with K = 19 Nearest Neighbour 

Canberra All Data Attributes 

Integrating Clustering with K = 19 Nearest Neighbour 

Data Mining Technique 
Sensitivity Specificity Accuracy 

Mean St 
Dev Mean St 

Dev Mean St 
Dev 

Without Clustering 45.1 22.2 83.5 15.1 68.6 10 

Number of Clusters = 2 
 

Inlier 56.5 16.3 79.1 14.8 72.4 8 

Outlier 61.1 14.4 76.7 15.7 72 9.5 

Range 56.5 16.3 79.1 14.8 72.4 8 

Random Row 58.5 15.3 77.6 14 71.6 7.5 
Random 
Attribute 60.7 14.7 75.9 15.3 71.4 9.7 

Number of Clusters = 3 
 

Inlier 58.4 14.5 75.2 19.6 69.7 8.2 

Outlier 50.7 14.2 79.6 16.5 67.7 9.7 

Range 58.4 14.5 75.2 19.6 69.7 8.2 

Random Row 53.9 14.3 82.6 13.6 69.5 8.3 
Random 
Attribute 55.6 17.3 78.3 18.8 70.1 7.4 

Number of Clusters = 4 
 

Inlier 50.7 16.9 85.9 10.7 69.9 6 

Outlier 35.5 13.5 87.9 13.4 65.5 11.8 

Range 51.7 16.1 83.8 9.7 69.2 6.4 

Random Row 49.7 22.2 86.2 9.2 70.1 10 
Random 
Attribute 44.4 20 82.6 12.7 65.3 12.4 

Number of Clusters = 5 

Inlier 56.6 20.6 80.4 18.6 71 9.7 

Outlier 50.5 25.5 82.2 13.3 67.3 13.4 

Range 50.7 16.9 85.9 10.7 69.9 6 

Random Row 65.1 19.1 76.5 17.7 74.1 6.8 
Random 
Attribute 64.1 17.5 73.5 21.7 71.8 7.6 
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7. Canberra Non-Invasive Data Attributes Results 

7.1. Integrating K-Means clustering with Naïve Bayes 

Canberra Non-Invasive Data Attributes 

Integrating Clustering with Naïve Bayes 

Data Mining Technique 
Sensitivity Specificity Accuracy 

Mean St 
Dev Mean St 

Dev Mean St 
Dev 

Without Clustering 69.1 12.3 73.1 16.4 73.3 6.1 

Number of Clusters = 2 
 

Inlier 68.3 11.6 73.7 15.7 73.4 4.6 

Outlier 69.5 12.2 70.1 15 72.7 4.2 

Range 69.5 12.2 70.1 15 72.7 4.2 

Random Row 69.7 11.9 73.4 15.8 74.3 4.4 
Random 
Attribute 69.7 11.9 71.8 16.1 73.4 4.2 

Number of Clusters = 3 
 

Inlier 68.8 11.1 73.6 16.7 73.7 5 

Outlier 68.8 11.1 73.6 16.7 73.7 5 

Range 64.1 11.2 70.1 14.6 70.2 4.4 

Random Row 66.3 12.1 72.1 16.1 72.2 4.4 
Random 
Attribute 66.5 9.7 71.4 15.3 71.5 5.2 

Number of Clusters = 4 
 

Inlier 64.6 9.4 72.9 15.9 71.5 4.9 

Outlier 71.8 11.3 72 16.3 73.8 4.7 

Range 64.6 9.4 72.9 15.9 71.5 4.9 

Random Row 67.3 9.6 74.1 16.3 73.3 4.9 
Random 
Attribute 

68.7 10.4 73.6 16 73.4 4.5 

Number of Clusters = 5 

Inlier 64.6 9.4 72.9 15.9 71.5 4.9 

Outlier 71.8 11.3 72 16.3 73.8 4.7 

Range 64.6 9.4 72.9 15.9 71.5 4.9 

Random Row 67.5 9.7 71.2 15.5 71.6 4.9 

Random 
Attribute 67.5 9.7 71.2 15.5 71.6 4.9 
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7.2. Integrating K-Means clustering with K = 1 Nearest Neighbour 

Canberra Non-Invasive Data Attributes 

Integrating Clustering with K = 1 Nearest Neighbour 

Data Mining Technique 
Sensitivity Specificity Accuracy 

Mean St 
Dev Mean St 

Dev Mean St 
Dev 

Without Clustering 55.7 11.3 77.2 15.7 67 11 

Number of Clusters = 2 
 

Inlier 48 22.3 82.6 15.5 70.8 9.2 

Outlier 51.3 15.1 80.6 17.6 69.8 11.4 

Range 48 22.3 82.6 15.5 70.8 9.2 

Random Row 47.7 21.9 81.5 18.3 69.7 11.3 
Random 
Attribute 52.1 15.2 82.8 14.3 71.6 9 

Number of Clusters = 3 
 

Inlier 56.4 14.3 59.8 19.2 60.5 10 

Outlier 52.7 23.4 79.1 14.7 69.8 7.4 

Range 56.4 14.3 59.8 19.2 60.5 10 

Random Row 44.9 23 80.8 11.9 65.9 10 
Random 
Attribute 52.9 20.6 73.8 20.5 66.4 10.4 

Number of Clusters = 4 
 

Inlier 30.2 30.3 83.5 13.6 58.8 14.6 

Outlier 62.5 22.4 71.1 19.5 69.2 9.3 

Range 30.7 30.5 84.3 12.9 59.4 14.6 

Random Row 72.4 15.4 72.2 5.8 71.7 10.3 
Random 
Attribute 54.2 21 73.1 16.2 65 12.8 

Number of Clusters = 5 

Inlier 51.6 22.2 66.9 22.5 63.5 9.8 

Outlier 63.3 18.3 64.9 23.5 66.1 12.5 

Range 30.2 30.3 83.5 13.6 58.8 14.6 

Random Row 62 32.2 57.3 31 62.5 13.3 
Random 
Attribute 54.7 22.6 71.5 13.7 65.2 12.4 

 

 

201 
 



Prototype Development of a Novel Heart Disease Risk Evaluation Tool Using Data Mining Analysis 

Mai Shouman                            Appendix B 

 
 
7.3. Integrating K-Means clustering with K = 9 Nearest Neighbour 

Canberra Non-Invasive Data Attributes 

Integrating Clustering with K = 9 Nearest Neighbour 

Data Mining Technique 
Sensitivity Specificity Accuracy 

Mean St 
Dev Mean St 

Dev Mean St 
Dev 

Without Clustering 14.1 9.7 98.2 5.4 60.9 13.8 

Number of Clusters = 2 
 

Inlier 51.3 16.2 84.9 11.5 72.7 7.3 

Outlier 45.9 19.7 86.6 10.6 71.7 7.8 

Range 51.3 16.2 84.9 11.5 72.7 7.3 

Random Row 47.8 18.4 85.8 10.4 71.9 6.9 
Random 
Attribute 50 15.5 85.8 10.8 72.4 7.8 

Number of Clusters = 3 
 

Inlier 49.6 18.7 83.1 11.8 70.4 8.1 

Outlier 43.8 18.8 83 17.5 66.3 7.8 

Range 49.6 18.7 83.1 11.8 70.4 8.1 

Random Row 50.8 15.1 75.2 17.4 65 9.7 
Random 
Attribute 44 19.4 85.6 14.2 67.6 7.3 

Number of Clusters = 4 
 

Inlier 43.7 14.7 85.4 10.7 67.3 8.3 

Outlier 38.2 15.8 85.7 15.5 65.8 9.6 

Range 44.2 14.4 83.7 9.5 66.6 8.5 

Random Row 40 16.4 81 18.7 64.7 8.5 
Random 
Attribute 45.1 21.8 81.7 13.1 65.1 10 

Number of Clusters = 5 

Inlier 44.3 23.6 83.2 19.2 69.3 9.4 

Outlier 61.7 20.3 70.8 16.1 65.2 9.5 

Range 43.7 14.7 85.4 10.7 67.3 8.3 

Random Row 52.6 26.5 79.1 21.6 68 8.6 
Random 
Attribute 54 14.8 73.3 18.9 64.6 8.2 
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7.4. Integrating K-Means clustering with K = 19 Nearest Neighbour 

Canberra Non-Invasive Data Attributes 

Integrating Clustering with K = 19 Nearest Neighbour 

Data Mining Technique 
Sensitivity Specificity Accuracy 

Mean St 
Dev Mean St 

Dev Mean St 
Dev 

Without Clustering 10.4 8.4 100 0 59.4 14.6 

Number of Clusters = 2 
 

Inlier 51.3 16.2 84.9 11.5 72.7 7.3 

Outlier 45.9 19.7 86.6 10.6 71.7 7.8 

Range 51.3 16.2 84.9 11.5 72.7 7.3 

Random Row 48.7 19 85.7 11.4 72.3 7.6 
Random 
Attribute 48.1 19.2 85.2 11.4 71.7 7.9 

Number of Clusters = 3 
 

Inlier 41.2 16.2 86.5 10.7 68.9 7.6 

Outlier 41.5 18.9 88.2 12.4 66.2 11.3 

Range 41.2 16.2 86.5 10.7 68.9 7.6 

Random Row 49.5 14.4 85.2 13.1 69 8.9 
Random 
Attribute 42.1 18.4 83.9 18.4 67.6 7 

Number of Clusters = 4 
 

Inlier 52.8 16.9 81.9 16.6 69.7 7.9 

Outlier 34.9 13.4 89.3 13.3 65.9 11.6 

Range 52.8 16.9 80.7 15.6 69 8.2 

Random Row 36.7 19.8 85.6 13.6 63.9 11 
Random 
Attribute 40.4 14.2 86 14.4 66.1 10.9 

Number of Clusters = 5 

Inlier 46 14.7 84.4 16.9 67.4 9.5 

Outlier 43.2 22.6 86.2 11 65.7 12.9 

Range 52.8 16.9 81.9 16.6 69.7 7.9 

Random Row 46.4 20.6 82.4 12.5 65.6 12.7 
Random 
Attribute 47.5 14.8 80 14.1 65 11.5 
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1. Canberra Non-Invasive Attributes Rules (Age, Sex, Systolic, Diastolic, and 

Rohrer Index (RI)) Decision Tree Rules 
If SEX = 0, Age = 0, Systolic= 0, Diastolic = 3 => Then The Target Value Equals 0  

If SEX = 0, Age = 0 , Systolic= 0 , Diastolic = 0  => Then The  Target Value Equals 0  

If SEX = 0 , Age = 0 , Systolic= 2 , RI = 3  => Then The  Target Value Equals 1  

If SEX = 0 , Age = 0 , Systolic= 2 , RI = 2  => Then The  Target Value Equals 0  

If SEX = 0 , Age = 0 , Systolic= 3  => Then The  Target Value Equals 0  

If SEX = 0 , Age = 0 , Systolic= 4  => Then The  Target Value Equals 0  

If SEX = 0 , Age = 0 , Systolic= 1  => Then The  Target Value Equals 0  

If SEX = 0 , Age = 0 , Systolic= 0 , Diastolic = 1 , RI = 2  => Then The  Target Value Equals 1  

If SEX = 0 , Age = 0 , Systolic= 0 , Diastolic = 1 , RI = 1  => Then The  Target Value Equals 0  

If SEX = 0 , Age = 0 , Systolic= 0 , Diastolic = 1 , RI = 0  => Then The  Target Value Equals 1  

If SEX = 0 , Age = 0 , Systolic= 2 , RI = 1 , Diastolic = 1  => Then The  Target Value Equals 0  

If SEX = 0 , Age = 0 , Systolic= 2 , RI = 1 , Diastolic = 4  => Then The  Target Value Equals 1 

 If SEX = 0 , Age = 1 , RI = 2  => Then The  Target Value Equals 0  

If SEX = 0 , Age = 1 , RI = 1 , Systolic= 0  => Then The  Target Value Equals 1  

If SEX = 0 , Age = 1 , RI = 3 , Diastolic = 4  => Then The  Target Value Equals 1  

If SEX = 0 , Age = 1 , RI = 3 , Diastolic = 3  => Then The  Target Value Equals 0  

If SEX = 0 , Age = 1 , RI = 0  => Then The  Target Value Equals 0  

If SEX = 0 , Age = 1 , RI = 4 , Systolic= 4  => Then The  Target Value Equals 0  

If SEX = 0 , Age = 1 , RI = 4 , Systolic= 0  => Then The  Target Value Equals 1  

If SEX = 0 , Age = 1 , RI = 1 , Systolic= 2 , Diastolic = 4  => Then The  Target Value Equals 0  

If SEX = 0 , Age = 1 , RI = 1 , Systolic= 2 , Diastolic = 2  => Then The  Target Value Equals 1  

If SEX = 0 , Age = 1 , RI = 1 , Systolic= 2 , Diastolic = 0  => Then The  Target Value Equals 0  

If SEX = 0 , Age = 1 , RI = 1 , Systolic= 1 , Diastolic = 3  => Then The  Target Value Equals 1  

If SEX = 0 , Age = 1 , RI = 1 , Systolic= 1 , Diastolic = 1  => Then The  Target Value Equals 0  

If SEX = 0 , Age = 1 , RI = 1 , Systolic= 1 , Diastolic = 0  => Then The  Target Value Equals 0  

If SEX = 0 , Age = 1 , RI = 3 , Diastolic = 0 , Systolic= 0  => Then The  Target Value Equals 1  

If SEX = 0 , Age = 1 , RI = 3 , Diastolic = 0 , Systolic= 4  => Then The  Target Value Equals 1  

If SEX = 0 , Age = 1 , RI = 3 , Diastolic = 0 , Systolic= 1  => Then The  Target Value Equals 0  

If SEX = 0 , Age = 1 , RI = 3 , Diastolic = 2 , Systolic= 1  => Then The  Target Value Equals 1  

If SEX = 0 , Age = 1 , RI = 3 , Diastolic = 2 , Systolic= 2  => Then The  Target Value Equals 0  
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If SEX = 0 , Age = 1 , RI = 4 , Systolic= 3  => Then The  Target Value Equals 0  

If SEX = 0 , Age = 2  => Then The  Target Value Equals 1  

If SEX = 0 , Age = 3 , RI = 3  => Then The  Target Value Equals 1  

If SEX = 0 , Age = 3 , RI = 0  => Then The  Target Value Equals 1  

If SEX = 0 , Age = 3 , RI = 2 , Diastolic = 2  => Then The  Target Value Equals 1  

If SEX = 0 , Age = 3 , RI = 2 , Diastolic = 1  => Then The  Target Value Equals 1  

If SEX = 0 , Age = 3 , RI = 1  => Then The  Target Value Equals 1  

If SEX = 0 , Age = 3 , RI = 4 , Systolic= 4  => Then The  Target Value Equals 1  

If SEX = 0 , Age = 3 , RI = 4 , Systolic= 3  => Then The  Target Value Equals 0  

If SEX = 0 , Age = 3 , RI = 4 , Systolic= 1  => Then The  Target Value Equals 0  

If SEX = 0 , Age = 3 , RI = 2 , Diastolic = 3  => Then The  Target Value Equals 1  

If SEX = 0 , Age = 3 , RI = 2 , Diastolic = 0 , Systolic= 2  => Then The  Target Value Equals 1  

If SEX = 0 , Age = 3 , RI = 2 , Diastolic = 0 , Systolic= 3  => Then The  Target Value Equals 0  

If SEX = 0 , Age = 3 , RI = 2 , Diastolic = 0 , Systolic= 1  => Then The  Target Value Equals 0  

If SEX = 0 , Age = 3 , RI = 4 , Systolic= 0 , Diastolic = 0  => Then The  Target Value Equals 1  

If SEX = 0 , Age = 3 , RI = 4 , Systolic= 0 , Diastolic = 1  => Then The  Target Value Equals 0  

If SEX = 0 , Age = 4  => Then The  Target Value Equals 1  

If SEX = 1 , Age = 1  => Then The  Target Value Equals 0  

If SEX = 1 , Age = 4 , Diastolic = 0  => Then The  Target Value Equals 1  

If SEX = 1 , Age = 2  => Then The  Target Value Equals 0  

If SEX = 1 , Age = 0  => Then The  Target Value Equals 0  

If SEX = 1 , Age = 4 , Diastolic = 4 , RI = 0  => Then The  Target Value Equals 0  

If SEX = 1 , Age = 4 , Diastolic = 4 , RI = 2  => Then The  Target Value Equals 0  

If SEX = 1 , Age = 4 , Diastolic = 4 , RI = 1  => Then The  Target Value Equals 1  

If SEX = 1 , Age = 4 , Diastolic = 3 , Systolic= 0  => Then The  Target Value Equals 1  

If SEX = 1 , Age = 4 , Diastolic = 3 , Systolic= 1  => Then The  Target Value Equals 0  

If SEX = 1 , Age = 4 , Diastolic = 3 , Systolic= 4  => Then The  Target Value Equals 1  

If SEX = 1 , Age = 4 , Diastolic = 1  => Then The  Target Value Equals 1  

If SEX = 1 , Age = 4 , Diastolic = 2  => Then The  Target Value Equals 1  

If SEX = 1 , Age = 3 , Diastolic = 2 , RI = 2  => Then The  Target Value Equals 1  

If SEX = 1 , Age = 3 , Diastolic = 2 , RI = 1  => Then The  Target Value Equals 0  

If SEX = 1 , Age = 3 , Diastolic = 4 , Systolic= 3  => Then The  Target Value Equals 0  
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If SEX = 1 , Age = 3 , Diastolic = 4 , Systolic= 1  => Then The  Target Value Equals 1  

If SEX = 1 , Age = 3 , Diastolic = 3 , RI = 2  => Then The  Target Value Equals 1  

If SEX = 1 , Age = 3 , Diastolic = 3 , RI = 1  => Then The  Target Value Equals 0  

If SEX = 1 , Age = 3 , Diastolic = 1  => Then The  Target Value Equals 1  

If SEX = 1 , Age = 3 , Diastolic = 0  => Then The  Target Value Equals 0  

If SEX = 1 , Age = 4 , Diastolic = 4 , RI = 4  => Then The  Target Value Equals 0  

If SEX = 1 , Age = 4 , Diastolic = 4 , RI = 3 , Systolic= 0  => Then The  Target Value Equals 0  

If SEX = 1 , Age = 4 , Diastolic = 4 , RI = 3 , Systolic= 2  => Then The  Target Value Equals 1  

If SEX = 1 , Age = 4 , Diastolic = 4 , RI = 3 , Systolic= 3  => Then The  Target Value Equals 0  

If SEX = 1 , Age = 4 , Diastolic = 3 , Systolic= 3  => Then The  Target Value Equals 0  

If SEX = 1 , Age = 4 , Diastolic = 3 , Systolic= 2 , RI = 2  => Then The  Target Value Equals 0  

If SEX = 1 , Age = 4 , Diastolic = 3 , Systolic= 2 , RI = 3  => Then The  Target Value Equals 0  

If SEX = 1 , Age = 4 , Diastolic = 3 , Systolic= 2 , RI = 4  => Then The  Target Value Equals 1  

If SEX = 1 , Age = 3 , Diastolic = 2 , RI = 3  => Then The  Target Value Equals 0  

If SEX = 1 , Age = 3 , Diastolic = 4 , Systolic= 4 , RI = 1  => Then The  Target Value Equals 1  

If SEX = 1 , Age = 3 , Diastolic = 4 , Systolic= 4 , RI = 2  => Then The  Target Value Equals 0  

If SEX = 1 , Age = 3 , Diastolic = 4 , Systolic= 4 , RI = 0  => Then The  Target Value Equals 0  

If SEX = 1 , Age = 3 , Diastolic = 4 , Systolic= 4 , RI = 4  => Then The  Target Value Equals 1  

If SEX = 1 , Age = 3 , Diastolic = 3 , RI = 0 , Systolic= 3  => Then The  Target Value Equals 0  

If SEX = 1 , Age = 3 , Diastolic = 3 , RI = 0 , Systolic= 2  => Then The  Target Value Equals 1  

If SEX = 1 , Age = 3 , Diastolic = 3 , RI = 0 , Systolic= 1  => Then The  Target Value Equals 1  

If SEX = 1 , Age = 3 , Diastolic = 3 , RI = 4 , Systolic= 4  => Then The  Target Value Equals 0  

If SEX = 1 , Age = 3 , Diastolic = 3 , RI = 4 , Systolic= 3  => Then The  Target Value Equals 1  

If SEX = 1 , Age = 3 , Diastolic = 3 , RI = 3 , Systolic= 4  => Then The  Target Value Equals 0  

If SEX = 1 , Age = 3 , Diastolic = 3 , RI = 3 , Systolic= 1  => Then The  Target Value Equals 0  

If SEX = 1 , Age = 3 , Diastolic = 3 , RI = 3 , Systolic= 0  => Then The  Target Value Equals 1 
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2. 2 Clusters K means Clustering Outlier Method Decision Tree Rules 

2.1. The First Cluster the Age < 75 

SEX = 1 => Then the Target Value Equals 0  

SEX = 0, Age = 0, Systolic= 2, Rohrer’s Index = 1, Diastolic = 1 => Then the Target Value Equals 0  

SEX = 0, Age = 0, Systolic= 2, Rohrer’s Index = 1, Diastolic = 4 => Then the Target Value Equals 1  

SEX = 0, Age = 0, Systolic= 0, Diastolic = 3 => Then the Target Value Equals 0  

SEX = 0, Age = 0, Systolic= 0, Diastolic = 0 => Then the Target Value Equals 0  

SEX = 0, Age = 0, Systolic= 2, Rohrer’s Index = 3 => Then the Target Value Equals 1  

SEX = 0, Age = 0, Systolic= 2, Rohrer’s Index = 2 => Then the Target Value Equals 0  

SEX = 0, Age = 0, Systolic= 3 => Then the Target Value Equals 0  

SEX = 0, Age = 0, Systolic= 4 => Then the Target Value Equals 0  

SEX = 0, Age = 0, Systolic= 1 => Then the Target Value Equals 0  

SEX = 0, Age = 0, Systolic= 0, Diastolic = 1, Rohrer’s Index = 2 => Then the Target Value Equals 1  

SEX = 0, Age = 0, Systolic= 0, Diastolic = 1, Rohrer’s Index = 1 => Then the Target Value Equals 0  

SEX = 0, Age = 0, Systolic= 0, Diastolic = 1, Rohrer’s Index = 0 => Then the Target Value Equals 1  

SEX = 0, Age = 1, Rohrer’s Index = 2 => Then the Target Value Equals 0  

SEX = 0, Age = 1, Rohrer’s Index = 1, Systolic= 0 => Then the Target Value Equals 1  

SEX = 0, Age = 1, Rohrer’s Index = 3, Diastolic = 4 => Then the Target Value Equals 1  

SEX = 0, Age = 1, Rohrer’s Index = 3, Diastolic = 3 => Then the Target Value Equals 0  

SEX = 0, Age = 1, Rohrer’s Index = 0 => Then the Target Value Equals 0  

SEX = 0, Age = 1, Rohrer’s Index = 4, Systolic= 4 => Then the Target Value Equals 0  

SEX = 0, Age = 1, Rohrer’s Index = 4, Systolic= 0 => Then the Target Value Equals 1  
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SEX = 0, Age = 1, Rohrer’s Index = 1, Systolic= 2, Diastolic = 4 => Then the Target Value Equals 0  

SEX = 0, Age = 1, Rohrer’s Index = 1, Systolic= 2, Diastolic = 2 => Then the Target Value Equals 1  

SEX = 0, Age = 1, Rohrer’s Index = 1, Systolic= 2, Diastolic = 0 => Then the Target Value Equals 0  

SEX = 0, Age = 1, Rohrer’s Index = 1, Systolic= 1, Diastolic = 3 => Then the Target Value Equals 1  

SEX = 0, Age = 1, Rohrer’s Index = 1, Systolic= 1, Diastolic = 1 => Then the Target Value Equals 0  

SEX = 0, Age = 1, Rohrer’s Index = 1, Systolic= 1, Diastolic = 0 => Then the Target Value Equals 0  

SEX = 0, Age = 1, Rohrer’s Index = 3, Diastolic = 0, Systolic= 0 => Then the Target Value Equals 1  

SEX = 0, Age = 1, Rohrer’s Index = 3, Diastolic = 0, Systolic= 4 => Then the Target Value Equals 1  

SEX = 0, Age = 1, Rohrer’s Index = 3, Diastolic = 0, Systolic= 1 => Then the Target Value Equals 0  

SEX = 0, Age = 1, Rohrer’s Index = 3, Diastolic = 2, Systolic= 1 => Then the Target Value Equals 1  

SEX = 0, Age = 1, Rohrer’s Index = 3, Diastolic = 2, Systolic= 2 => Then the Target Value Equals 0  

SEX = 0, Age = 1, Rohrer’s Index = 4, Systolic= 3 => Then the Target Value Equals 0  

SEX = 0, Age = 2 => Then the Target Value Equals 1  

2.2. The Second Cluster Age >=75 

SEX = 0 => Then the Target Value Equals 1  

SEX = 1, Diastolic = 0, Age = 3 => Then the Target Value Equals 0  

SEX = 1, Diastolic = 0, Age = 4 => Then the Target Value Equals 1  

SEX = 1, Diastolic = 1 => Then the Target Value Equals 1  

SEX = 1, Diastolic = 2, Age = 3, Rohrer’s Index = 2 => Then the Target Value Equals 1  

SEX = 1, Diastolic = 2, Age = 3, Rohrer’s Index = 1 => Then the Target Value Equals 0  

SEX = 1, Diastolic = 2, Age = 4 => Then the Target Value Equals 1  

SEX = 1, Diastolic = 2, Age = 3, Rohrer’s Index = 3 => Then the Target Value Equals 0  
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SEX = 1, Diastolic = 3, Systolic= 0 => Then the Target Value Equals 1  

SEX = 1, Diastolic = 3, Systolic= 1, Rohrer’s Index = 3 => Then the Target Value Equals 0  

SEX = 1, Diastolic = 3, Systolic= 1, Rohrer’s Index = 0 => Then the Target Value Equals 1  

SEX = 1, Diastolic = 3, Systolic= 3, Rohrer’s Index = 0 => Then the Target Value Equals 0  

SEX = 1, Diastolic = 3, Systolic= 3, Rohrer’s Index = 2 => Then the Target Value Equals 1  

SEX = 1, Diastolic = 3, Systolic= 2, Rohrer’s Index = 0 => Then the Target Value Equals 1  

SEX = 1, Diastolic = 3, Systolic= 2, Rohrer’s Index = 2 => Then the Target Value Equals 0  

SEX = 1, Diastolic = 3, Systolic= 2, Rohrer’s Index = 3 => Then the Target Value Equals 0  

SEX = 1, Diastolic = 3, Systolic= 2, Rohrer’s Index = 4 => Then the Target Value Equals 1  

SEX = 1, Diastolic = 3, Systolic= 3, Rohrer’s Index = 4, Age = 4 => Then the Target Value Equals 0  

SEX = 1, Diastolic = 3, Systolic= 3, Rohrer’s Index = 4, Age = 3 => Then the Target Value Equals 1  

SEX = 1, Diastolic = 3, Systolic= 3, Rohrer’s Index = 1 => Then the Target Value Equals 0  

SEX = 1, Diastolic = 3, Systolic= 4, Age = 4 => Then the Target Value Equals 1  

SEX = 1, Diastolic = 3, Systolic= 4, Age = 3, Rohrer’s Index = 4 => Then the Target Value Equals 0  

SEX = 1, Diastolic = 3, Systolic= 4, Age = 3, Rohrer’s Index = 2 => Then the Target Value Equals 1  

SEX = 1, Diastolic = 3, Systolic= 4, Age = 3, Rohrer’s Index = 3 => Then the Target Value Equals 0  

SEX = 1, Diastolic = 4, Rohrer’s Index = 1 => Then the Target Value Equals 1  

SEX = 1, Diastolic = 4, Rohrer’s Index = 2 => Then the Target Value Equals 0  

SEX = 1, Diastolic = 4, Rohrer’s Index = 0, Systolic= 4 => Then the Target Value Equals 0  

SEX = 1, Diastolic = 4, Rohrer’s Index = 0, Systolic= 3 => Then the Target Value Equals 0  

SEX = 1, Diastolic = 4, Rohrer’s Index = 0, Systolic= 1 => Then the Target Value Equals 1  

SEX = 1, Diastolic = 4, Rohrer’s Index = 3, Systolic= 0 => Then the Target Value Equals 0  
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SEX = 1, Diastolic = 4, Rohrer’s Index = 3, Systolic= 2 => Then the Target Value Equals 1  

SEX = 1, Diastolic = 4, Rohrer’s Index = 3, Systolic= 3 => Then the Target Value Equals 0  

SEX = 1, Diastolic = 4, Rohrer’s Index = 4, Systolic= 4 => Then the Target Value Equals 1  

SEX = 1, Diastolic = 4, Rohrer’s Index = 4, Systolic= 3 => Then the Target Value Equals 0  
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