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ABSTRACT

This thesis focuses on the utilization of reliable location information in

wireless physical layer security. Specifically, new optimal Location Verification

Systems (LVSs) are first developed to authenticate claimed locations, and then

robust transmission strategies that utilize the verified locations are exploited

in order to enhance physical layer security.

In the first half of this thesis, new optimal LVSs are developed and ana-

lyzed, leading to the following three main contributions. First, an information-

theoretic framework for optimizing an LVS is developed and analyzed, in which

the mutual information between the input and output data of the LVS is u-

tilized as the optimization metric. Our analysis reveals that relative to more

general frameworks the information-theoretic framework has a weaker depen-

dence on critical unknown parameters of the system. Second, new optimal

LVSs for a range of optimization metrics are proposed and examined under

spatially correlated shadowing, with the conclusion that correlation in shad-

owing can lead to dramatic LVSs performance improvements. Third, analysis

on an LVS under Rician fading channels discloses that the performance of the

LVS increases significantly as the proportion of the line-of-sight component

in the legitimate channel increases, or the tracking information on claimed

locations accumulates. Surprisingly, our analysis also demonstrates that the

performance limit of the LVS does not depend on the inherent properties of

the channel between an adversary and the LVS.



In the second half of this thesis, robust transmission strategies utilizing

verified location information are developed, leading to the following additional

contributions. Fourth, an optimal location-based beamforming scheme that

solely requires the locations of the intended receiver and the potential eaves-

dropper is proposed and analyzed under a Rician wiretap channel. Specifically,

we provide the optimal location-based beamformer that minimizes the secre-

cy outage probability. Fifth, new antenna selection schemes which rely on

verified locations are proposed. Our analysis reveals that the new antenna

selection schemes enhance wireless physical layer security at the cost of only

a minor increase in the feedback overhead. Sixth and finally, the optimization

of wiretap code rates is investigated for a range of passive eavesdropping sce-

narios. Specifically, the optimal wiretap code rates for given locations of the

eavesdropper are determined.
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Chapter 1

Introduction

As wireless services become increasingly ubiquitous, a growing amount of research

effort has been devoted to the security issues pertaining to wireless networks. This is

due to the fact that wireless networks suffer from security threats and vulnerabilities

that are mainly caused by the broadcast nature of the wireless medium. Traditional

cryptographic techniques require complex key distribution and management mecha-

nisms. Also, the secrecy of cryptographic techniques is conditioned on the limited

computational capability of attackers. Against this background, physical layer secu-

rity is of growing importance since it eliminates the requirement of key distribution

and management, and can guarantee secrecy regardless of an attacker’s computation-

al capability [1]. The core concept behind physical layer security is the exploitation

of the inherent properties of wireless channels to realize secrecy [2].

This thesis focuses on the utilization of location information in enhancing physical

layer security for wireless communications. Specifically, new optimal Location Verifi-

cation Systems (LVSs) are first developed and analyzed, and then robust transmission

strategies that utilize verified location information are explored to enhance physical

layer security in wireless communications.

In this chapter, location verification and physical layer security in wireless com-

munications are introduced in Section 1.1. Then, the motivations and challenging

1
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research questions in location verification and physical layer security for wireless com-

munications are outlined in Section 1.2. Finally, the thesis organization, together with

our main contributions, is presented in Section 1.3.

1.1 Physical Layer Security in Wireless Networks

In this section, we first introduce location verification and physical layer security in

wireless communications.

1.1.1 Location Verification

As location-based technologies and services become ubiquitous in emerging wireless

networks, the authentication (verification) of location information has attracted con-

siderable research interest in recent years [3–11]. In early wireless positioning systems,

accuracy and performance issues were to the fore, with the authentication of location

information relegated to a secondary concern. This is now changing. Many current

mainstream wireless positioning systems, such as the now ubiquitous WiFi position-

ing systems, are highly vulnerable to location-spoofing attacks due to their openness

and wide public availability [12, 13]. In particular, in many configurations wireless

network positioning systems (e.g., GPS) are client-based [14, 15], meaning that only

the client (the device whose location is to be verified) can obtain its location directly.

The wider wireless networks can then only obtain the client’s position through re-

questing the client to report its location. Such reported location information can be

used to empower some functionalities of the wireless network such as in geographic

routing protocols (e.g., [16–18]), to provide for location-based access control protocols

(e.g., [19, 20]), and to provide some new location-based services (e.g., location-based

key generation [21]). However, the use of such reported locations as an enabler of

some functionalities or services within the wireless network, also provides ample op-

portunity to attack the system since any reported locations can be easily spoofed.
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Figure 1.1: Illustration of a simple scenario of location spoofed attack.

LVSs are dedicated to detecting spoofed locations and eliminating the impact of

such spoofed location information in wireless networks. The importance of location

verification can be witnessed by the adverse effects that spoofed location information

can have on a variety of network functions. For example, spoofed position informa-

tion can lead to packet delivery rate in geographic routing protocols [18,22,23] being

reduced dramatically [16, 17]. Performance of location-based access control can be

decreased markedly by spoofed locations [19,20,24]. As mentioned in [25], WiFi, Cel-

lular, and GPS position information within the E911 framework can be easily spoofed

by clients, in order to maliciously attract emergency services to false locations. In ad-

dition, the adverse effects of location spoofing are arguably more severe in Vehicular

Ad Hoc Networks (VANETs) [26–29]. Most importantly, location spoofing can lead

to serious consequences in the collision avoidance aspects of VANETs. Beyond such

critical effects, a malicious vehicle might spoof its position in order to cause serious

service disruptions to other users [26–28], or to enhance in a selfish manner its own

functionality within the network [30, 31]. Finally, we present a simple scenario of

location spoofed attack in Fig. 1.1. In this figure, we can see that a user (not intend

to take a taxi) can easily cheat a taxi driver to a fake location through reporting a

spoofed location to the wireless network.
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Location verification is different from the more general problem of locating a

user in wireless networks [32]. A key difference between an LVS and a localization

system is that we are provided some additional a priori (but potentially false) location

information (i.e., a claimed location) in the LVS. Another key difference is that the

output of an LVS is usually a binary decision, whereas in a localization system the

output is usually an estimated location. An LVS aims at verifying a user’s reported

position based on observations and inferring whether the user is legitimate (reports

its true position) or malicious (attempts to spoof its reported position). We focus on

LVSs dedicated to physical layer, and thus the observations of such focused LVSs are

obtained over wireless channels. From a statistical perspective, an location verification

problem can be modeled as a binary hypotheses testing problem, where the null

hypothesis H0 represents that the user is legitimate and alternative hypothesis H1

represents that the user is malicious. The output of an LVS are binary decisions,

where D0 represents the decision that the user is legitimate and D1 represents the

decision that the user is malicious. A statistical model for an LVS is presented in

Fig. 1.2, where the binary realizations of the input X are H0 and H1, the binary

realizations of the output Y are D0 and D1, and P (Dj|Hi) (i = 0, 1 and j = 0, 1)

denotes the transition probability of deciding Dj for Hi. In order to map X to Y ,

a binary decision rule has to be constructed based on observations and a claimed

location in an LVS.

The traditional performance metrics of an LVS are false positive and detection

rates. The false positive rate is the probability of deciding incorrectly that a legitimate

user is malicious and is given by α = P (D1|H0). The detection rate is the probability

of deciding correctly that a user is malicious and is given by β = P (D1|H1). We

are expecting an LVS to provide a high detection rate and a low false positive rate.

But there is a tradeoff between the false positive and detection rates. The receiver

operating characteristic (ROC) curve is used to demonstrate this tradeoff, and is

constructed by plotting β versus α. However, the ROC curve by itself does not lead

to an optimized setting in any sense (e.g., [33]).



1.1 Physical Layer Security in Wireless Networks 5

Figure 1.2: A Location Verification System (LVS) model.

To optimize an LVS, some unique evaluation criterion should be adopted as the

performance metric. The transition probability P (Dj|Hi) determines the performance

of an LVS, thus the unique evaluation criterion should be a function of P (Dj|Hi). One

widely used metric is the Bayes’ average cost, which is defined as [34]

R =

1∑

i=0

1∑

j=0

CjiP (Dj|Hi)P (Hi), (1.1)

where Cji is the assigned cost associated with the decision Dj given the hypothesisHi,

and P (H0) and P (H1) are the a priori probabilities of the occurrence of H0 and H1,

respectively. In the Bayesian framework, the optimal LVS is the one which minimizes

R. It is worthwhile to highlight that the Bayes’ average cost requires that both Cji

and P (Hi) are known a priori. If the Cji’s are unknown, the maximum a posteriori

probability (MAP) criterion can be adopted [34], where the unique cost (i.e., total

error [8]) is determined through

RM = P (D1|H0)P (H0) + P (D0|H1)P (H1). (1.2)

Comparing (1.1) and (1.2), we can see that RM is a special case of R with C00 =

C11 = 0, and C10 = C01 = 1. Thus, the MAP criterion is well suited for scenarios

where the cost of rejecting a legitimate user is equal to that of accepting a malicious

user.



1.1 Physical Layer Security in Wireless Networks 6

In the following we first provide an overview on the state-of-the-art of LVS designs

for generic wireless networks. Since collecting Received Signal Strength (RSS) does

not require extra hardware, many LVSs for general wireless networks were developed

based on RSS measurements. In [35], the authors proposed an algorithm to detect

location spoofing attacks by matching the input instantaneous measurements with

the normal signal fingerprints. Through exploiting experimental test results, the

authors of [7] found that the RSSs follow a mixture of two Gaussian distributions if

the prover (the user who provides the claimed location) and verifier are both equipped

with two antennas. To perform the verification, [7] employed a likelihood ratio test

constructed from the instantaneous measurements and expected normal profiles. An

RSS fingerprints based location verification algorithm was also proposed in [5], where

it was observed that solely analyzing the residual of RSS measurements can not

robustly detect location spoofing attacks. However, if this residual is used referenced

to a claimed location, it can provide for a verification algorithm robust against various

forms of attacks. In [8], the location verification was formulated as a statistical

significance testing problem. The authors analyzed the spatial correlation of RSS

measurements to detect location attacks, and derived theoretic false positive and

detection rates in 1-Dimension and 2-Dimension physical spaces. The algorithms

of [5, 7, 8, 35] are representative of many similar RSS based wireless local verification

algorithms.

Some generic challenge-response based location verification algorithms for wireless

networks have been proposed in the literature (e.g., [6,36,37]). The well-known Echo

protocol was proposed in [36], which is based on the delay of the two challenge-

response messages sent through wireless and ultrasonic channels. The relative delay

in the two channels is compared with the ideal theoretic delay, the latter of which

is derived according to a prover’s claimed location. A location verification protocol

with hidden or mobile base stations was presented in [6]. The hidden or mobile base

stations can securely estimate the distances to the prover since the locations of the

hidden or mobile base stations are unknown to the prover. The distance error between
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the estimated and claimed locations of a prover is compared with some threshold as a

means to verification. In [37], several location verification algorithms were proposed

based on power-modulated challenge-response method to detect malicious vehicles.

The authors of [38] proposed a probabilistic location verification algorithm for a

wireless sensor network (WSN) with a high node density. In this WSN, the number

of hops a packet (sent by a prover) traverses in order to reach a verifier, is shown

to be probabilistically dependent on the Euclidean distance between the prover and

the verifier. The proposed algorithm in [38] verifies a prover’s claimed location by

checking the correlation between the number of hops and the Euclidean distance

(which is calculated based on the prover’s claimed location). Assuming a high node

density for the WSN, two location verification algorithms were proposed in [39]. These

algorithms explored the inconsistencies between a prover’s claimed location and the

verifiers one-hop neighbor’s determination that it can hear the prover.

We note that all the literature works discussed above are just representative (not

exhaustive) of location verification algorithms proposed for generic wireless networks.

We have tried to classify them into three classes, RSS-based, challenge-response based,

and high-node-density based. Although the above discussed location verification al-

gorithms can be applied to VANETs scenarios subject to some requirements (e.g.,

the vehicle density is high, the verifiers possess the ability to adjust their transmit

power), many specific properties of VANETs were not explored in the above location

verification algorithms. In the following, we review some location verification systems

that are dedicated to VANETs.

By exploiting the specific properties of VANETs, such as high node density and

mobility, the authors of [40] proposed an autonomous scheme and a cooperative

scheme to detect and mitigate falsified locations. The acceptance range, mobility

grade, and vehicle density are used in the binary decision rule in the autonomous

scheme, where the thresholds are determined based on the maximum communication

range, maximum velocity, and maximum density, respectively. The test statistics used

in the cooperative scheme, such as neighbor tables, can only be obtained through co-
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operating with other neighbor vehicles. The overall decision on a prover’s claimed

location is made by combining the local decisions with weight factors. Since the pro-

posed location verification is applied in location-based routing protocols, in which it is

assumed a malicious vehicle does not forward the packet to the correct next hop, the

packet delivery ratio can be used as a performance criterion. The proposed schemes

in [40] provide the basis of location verification in VANETs. Similar to [40], the

authors of [41] also proposed location verification algorithms based on communica-

tion range, velocity, and density, but extended their test statistics to include traveled

distance and map location.

To overcome the no line-of-sight (LOS) problem in LVSs, a cooperative location

verification scheme was proposed in [42]. The proposed scheme focused on verifying

a prover with no LOS to a verifier. To estimate the distance between the prover and

verifier, this protocol requests help from a cooperative vehicle, which has LOS com-

munications with both the prover and the verifier. The distances from the cooperator

to the prover, and from the cooperator to the verifier, can be estimated, which then

allows for the distance between the prover and verifier to be calculated. In addition,

the claimed distance between the verifier and the prover’s claimed location can be

calculated. The main point of this protocol is its ability to verify vehicle locations

that could not otherwise be verified due to obstacles.

A location verification solely based on messages exchange among neighbor vehicles

was proposed in [43]. The authors focused on detecting a malicious vehicle which

spoofs its position as the farthest one (within range) from the packet sender, so that

it will be selected as the next hop in geographic routing protocols. In [43] it is assumed

each vehicle is equipped with two directional antennas: forwards and backwards, and

each vehicle constructs two corresponding tables of one-hop neighbors. The decision

on a prover is made though exchanging and comparing such neighbor tables. The

theoretic detection rate is derived as a function of the vehicle density. As expected,

it is found that the larger the network density is, the higher the probability that

malicious vehicles are detected by the proposed system will be.
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A location verification algorithm based on a vehicle’s direct connectivity (one-hop

connectivity) with other vehicles was proposed in [44]. In this algorithm one-hop

information is exchanged between vehicles so that each vehicle can build a two-hop

neighborhood connectivity diagram. Using such diagrams, each vehicle can then

attempt to verify the location information being passed to it. Each vehicle does

this by constructing a plausibility area. Simply put, if a vehicle cannot hear directly

from another vehicle, say vehicle A, at some location (since that vehicle is two hops

away), then it should not be able to hear directly from a prover who claims to be

further away than vehicle A. Similarly, in [45] a map-guided trajectory-based location

verification algorithm was proposed, in which the plausibility area is constructed by

using a prover’s history location and map information (e.g., road dimensions).

In order to prevent the distance enlargement attack in VANETs, the authors

of [46] proposed a cooperative verification algorithm to verify a prover’s claimed

location. In this scheme, both the verifier and cooperator can measure the TOA of

the challenge-response messages from a prover. By using such TOA measurements,

both the verifier and cooperator can conduct local verification on whether the prover

launched distance reduction attacks. In such location verification algorithms, the test

statistic is the difference between the TOA calculated distance and claimed distance

derived from the prover’s claimed location, and the threshold is determined using the

processing delay of the challenge-response message. Since the cooperator is selected so

as to locate the prover between the verifier and cooperator, the proposed cooperative

algorithm is able to detect the distance enlargement attack.

In contrast to the previously reviewed works which focus on the one-hop location

verification problem, the authors of [47] proposed a beacon-based trust managemen-

t system, which combines the one-hop and multiple-hop verification algorithms to

thwart internal attackers in VANETs. In the proposed system, the authors adopted

the cosine similarity [48] between estimated vector (including position and velocity)

and claimed vector in order to determine the beacon trustworthiness of a neighbor ve-

hicle. The Tanimoto coefficient between history beacon messages and received event
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messages is utilized to calculate the one-hop event trustworthiness, based on which

an algorithm to determine the multiple-hop trustworthiness of an event message is

also provided. Then, the Dempster-Shafer theory [49] is applied to combine all local

event trustworthiness and determine the overall trustworthiness of an event message.

Finally, the overall decision on the beacon message is made by comparing the overall

trustworthiness with a predetermined threshold of trust degree.

Besides location spoofing attacks, Sybil attacks may also compromise some location-

based services in VANETs. The Sybil attack refers to the scenario where a malicious

vehicle illegitimately adopts multiple identities or locations to realize its attack pur-

poses. This type of attacks is possibly launched by a selfish driver to mimic traffic

congestion at some location on the road (used say as a mechanism to deter other

vehicles from driving into his planned path). To detect such Sybil attacks, two lo-

cation verification algorithms based on RSS measurements were proposed in [31]. In

the first algorithm of [31], the verifier first estimates the prover’s location through

the Minimum Mean-Square Error on the distribution of RSS measurements. Then,

the distance error between the estimated and claimed locations is utilized as the test

statistic. In the second algorithm, the test statistic is derived from the distributions

of such distance errors under H0 and H1, and the threshold is derived from a given

false positive rate.

1.1.2 Physical Layer Security for Wireless Communications

The core concept behind physical layer security in wireless communications is to

exploit the properties of wireless channels to perform secret data transmission [2]. In

pioneering studies [50–52], a wiretap channel was characterized as the fundamental

system model to protect information at the physical layer in wireless communications.

As shown in Fig. 1.3, in the wiretap channel an eavesdropper (Eve) attempts to

wiretap the communication between a transmitter (Alice) and an intended receiver

(Bob). If Alice, Bob, and Eve are equipped with a single antenna, it was proved that
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Figure 1.3: Illustration of the wiretap channel.

perfect secrecy can be achieved when the channel between Alice and Eve (henceforth

referred to as the eavesdropper’s channel) is worse than the channel between Alice

and Bob (henceforth referred to as the main channel) [50–52]. As such, there are two

methodologies to enhance physical layer security in wireless communications. The

first one aims at enhancing the quality of the main channel. The second one aims at

reducing the quality of the eavesdropper’s channel.

Motivated by emerging multiple-input multiple-output (MIMO) techniques, phys-

ical layer security in MIMO wiretap channels is of growing interest [53, 54]. In the

MIMO wiretap channel where Alice, Bob, and/or Eve are equipped with multiple

antennas, physical layer security for wireless communications can be enhanced via

many techniques, such as beamforming with and without artificial noise [53, 55–57]

and transmit antenna selections [58–61]. The beamforming scheme (without artifi-

cial noise) was proposed and analyzed in [53], where the optimal beamformer that

maximizes the secrecy capacity is achieved based on the generalized singular value de-

composition of the main channel matrix and the eavesdropper’s channel matrix. The

beamforming with artificial noise scheme was proposed and analyzed in [55], in which

Alice transmits artificial noise deliberately in the null space of the main channel ma-

trix in order to confuse Eve. It is noted that beamforming with and without artificial
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noise requires the precise channel state information (CSI) of the main channel and/or

the eavesdropper’s channel being fed back to Alice, which results in high feedback

overhead and high signal processing cost [62]. In addition, it is shown in [57] that the

secrecy performance of the beamforming with or without artificial scheme is highly

dependent on the accuracy of the CSI of the main channel and/or the eavesdropper’s

channel.

To avoid the high feedback overhead and high signal processing cost required by

beamforming, transmit antenna selection (TAS) was proposed to enhance physical

layer security in MIMO wiretap channels [58–60]. In this TAS scheme, only one

antenna is selected at Alice to maximize the instantaneous signal-to-noise ratio (SNR)

of the main channel. Throughout this thesis, we refer to this scheme as single TAS.

Single TAS significantly reduces the feedback overhead and hardware complexity,

since only the index of the selected transmit antenna is fed back from Bob and only

one radio-frequency chain is implemented at Alice. Motivated by this, [58] derived

the secrecy outage probability of single TAS for the wiretap channel with multiple

antennas at Alice and Eve but a single antenna at Bob. A general wiretap channel

model with multiple antennas at Alice, Bob, and Eve was investigated in [59], in which

the performance of single TAS with maximal-ratio combining (MRC) or selection

combining (SC) was thoroughly examined in Rayleigh fading. Considering versatile

Nakagami-m fading, [60] analyzed the secrecy performance of single TAS.

In a wiretap channel, the secrecy capacity, denoted as Cs, is defined as

Cs =





CB − CE, γB > γE

0, γB ≤ γE,
(1.3)

where CB = log2 (1 + γB) is the capacity of the main channel, CE = log2 (1 + γE) is

the capacity of the eavesdropper’s channel, γB and γE are the instantaneous SNRs of

the main channel and the eavesdropper’s channel, respectively. The secrecy capacity

Cs is the metric to evaluate the secrecy performance of the wiretap channel when both

CB and CE are achievable at Alice. However, in many practical application scenarios

the eavesdropper is passive and CE cannot be obtained. As such, the secrecy capacity
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Cs cannot be used as the secrecy performance metric in such scenarios and the secrecy

outage probability is adopted as a performance metric. The secrecy outage probability

is defined as the probability of the secrecy capacity Cs being less than a specific target

secrecy rate Rs (bits/channel-use) [63] and is given by

Pout (Rs) = Pr (Cs < Rs) . (1.4)

In addition, the probability of non-zero secrecy capacity and the ε-outage secrecy

capacity are also adopted as secrecy performance metrics for the scenarios in which

Cs is intractable. The probability of non-zero secrecy capacity is defined as the

probability that the secrecy capacity is positive and is given by

Pnon = Pr (Cs > 0) = Pr (γB > γE) . (1.5)

We note that Pnon is a function of Pout (Rs) for Rs = 0, which is Pnon = 1− Pout (0).

The ε-outage secrecy capacity is defined as the maximum secrecy rate at which the

secrecy outage probability is no larger than ε and is given by

Cout (ε) = argmax
Pout(Rs)≤ε

Rs. (1.6)

Based on the definitions of Pnon and Cout (ε), we know that Pout (Rs) is the core

secrecy performance metric when Cs is inapplicable.

1.2 Challenges and Motivations

In the context of LVSs, the core performance metrics are the false positive and detec-

tion rates, and the tradeoff between them is illustrated by the ROC curve. However,

ROC curves are not always ideal in comparing performances of two LVSs [64,65]. For

example, if the ROC curves of two LVSs intersect each other at a point, it is impos-

sible to claim which one of these two LVSs is better. As such, a unique performance

metric is required in order to compare performances of different LVSs or to optimize

an LVS. As presented in the previous section, the Bayes’ average cost is such a unique
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performance metric widely adopted in the literature. However, the Bayes’ average

cost is subjective. This subjectivity arises through the necessity to pre-assign costs to

all possible decisions. It has been discussed before how such subjectivity in Bayesian

criteria can give rise to confusion when comparisons of detection performances are

made [64, 65]. As such, although many of the previous works on LVSs have their

own specific verification performance goals in mind, and their own advantages and

disadvantages, none of these works identify an optimal LVS in any non-subjective

sense. This leaves an important gap in objectively evaluating and optimizing an LVS.

Filling this gap mainly forms the core of our work in Chapter 2.

The observations collected by an LVS obtained over wireless channels are related

to location information, including (but not limited to) RSS, Time of Arrival (TOA),

and Angle of Arrival (AOA). Among such location information metrics, RSS is the

most desirable one in wireless networks due to its robustness, cost-effectiveness, and

wide availability. In the literature, many LVSs that utilize RSS as input observations

have been developed (e.g., [3–5, 7, 8, 35]). Most existing studies in the RSS-based

systems simply assume that the shadowing at two different locations is independent.

However, it is known from empirical studies that shadowing at different locations can

be significantly correlated in some scenarios (e.g., the locations are close to each other,

different locations possess similar terrain configurations [66–70]). Although some

specific studies have investigated the performance of RSS-based localization systems

under correlated shadowing [71, 72], the impact of spatially correlated shadowing

on an LVS has not been previously explored. This leaves an important gap in the

understanding on the performance levels of an LVS in a class of realistic wireless

channel settings. As such, “How does the correlated shadowing quantitatively impact

the detection performance of an RSS-based LVS?” is the main question answered in

Chapter 3.

Motivated by the practical significance of location authentication in the context of

VANETs, LVSs have been introduced to VANETs application scenarios and form part

of the decision logic in the revocation of malicious-vehicle certificates within IEEE
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1609.2 [74]. As such, many location verification protocols dedicated for VANETs have

been proposed and studied in the literature (e.g., [31,32,40,42,46,48,75–77]). However,

the quantitative impact of an inherent wireless channel property, the proportion of

the line-of-sight (LOS) in a wireless channel, was not investigated. The proportion

of the LOS in a wireless channel impacts the characteristics of observations obtained

over wireless channels, such as the shadowing variance of RSS, the estimation error of

TOA, and the statistics on AOA determinations. The follow-on impact of such effects

on LVS performances is non-trivial. As such, examining the quantitative dependence

between the optimal detection performance of an LVS and the proportion of the LOS

of a wireless channel is our main objective in Chapter 4.

In the context of physical layer security for wireless communications, many tech-

niques developed in the literature require precise CSI of the main channel and/or the

eavesdropper’s channel (e.g., [53, 55, 56, 60, 61]). However, such precise CSI may not

be available in some practical application scenarios. For example, in massive MIMO

techniques the CSI of a channel (e.g., the main channel, the eavesdropper’s channel)

cannot be precisely known to a receiver or transmitter due to pilot contamination

issues [78–81]. In addition, it is well known that Alice cannot precisely know the

CSI of the eavesdropper’s channel if Eve is passive. Against this background, there

are many circumstances where location information of Bob and Eve could be avail-

able. For example, in some specific military application scenarios, Alice may achieve

Bob’s location through direct requests, and Eve’s location through some a priori

surveillance. Such location information can be potentially verified by an LVS and

then utilized to enhance physical layer security for wireless communications, which

was not examined in the literature. Then, “How does the location information of Bob

and/or Eve quantitatively enhance physical layer security in wireless communication-

s?” is the main question we intend to explicitly answer in Chapter 5.

In the literature, single TAS was proposed to enhance physical layer security

while avoiding the high feedback overhead and complex signal processing required

by other techniques (e.g., beamforming) [58–60]. The cost paid by the low-complex
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single TAS is the secrecy performance. The quantitative performance improvement

brought by some specific increase in the complexity of TAS is of interest and was

not explored in the literature. Specifically, in the context of TAS within MIMO

wiretap channels, we are interested in the following question in Chapter 6: “What is

the secrecy performance if two antennas are selected at Alice?”. Given the secrecy

performance of the single TAS, answering the above question initiates the quantitative

examine of the trade-off between feedback overhead and secrecy performance in the

context of TAS schemes.

In wireless physical layer security, the capacities of the main channel and the

eavesdropper’s channel are required at Alice to determine wiretap code rates in order

to guarantee perfect secrecy [82, 83]. In the case where either the capacity of the

main channel CB or the capacity of the eavesdropper’s channel CE is not available,

wiretap code rates have to be set through guaranteing some given constraints. For

example, the wiretap code rates can be set based on a given value of the secrecy

outage probability given by (1.4) [58,60,63,84]. However, the use of the secrecy outage

probability given by (1.4) in determining the wiretap code rates has the drawback

that it requires a subjectively predetermined value of the secrecy outage probability.

Then, in Chapter 7 from a new perspective we investigate the optimization of wiretap

code rates for a range of passive eavesdropping scenarios, including the one where even

Eve’s location is unavailable.

1.3 Thesis Outline and Contributions

The outline of the remaining thesis, together with the main contributions, is summa-

rized as follows.

In Chapter 2, we develop a new LVS focussed on network-based Intelligent Trans-

port Systems and VANETs. The system we develop is based on an information

theoretic framework in which the mutual information between the system’s input and

output data is maximized. Our system takes as inputs a user’s claimed location and
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base-station RSS measurements in order to form an optimal decision rule on the le-

gitimacy of the claimed location. The scenario we consider is where a non-colluding

malicious user alters his transmit power in an attempt to fool the LVS. We develop

a practical threat model for this attack scenario, and investigate the performance of

the LVS in terms of its input/output mutual information. We show how our LVS

decision rule can be implemented straightforwardly with a performance that delivers

near-optimality under realistic threat conditions. The practical advantages our new

information-theoretic scheme delivers, relative to more traditional Bayesian verifica-

tion frameworks, are discussed.

In Chapter 3, the verification of the location information utilized in wireless com-

munication networks is a subject of growing importance. In this chapter we formally

analyze, for the first time, the performance of a wireless LVS under the realistic set-

ting of spatially correlated shadowing. Our analysis illustrates that anticipated levels

of correlated shadowing can lead to a dramatic performance improvement of a RSS-

based LVS. We also analyze the performance of an LVS that utilizes DRSS, formally

proving the rather counter-intuitive result that a DRSS-based LVS has identical per-

formance to that of an RSS-based LVS, for all levels of correlated shadowing. Even

more surprisingly, the identical performance of RSS and DRSS-based LVSs is found

to hold even when the adversary does not optimize his true location. Only in the case

where the adversary does not optimize all variables under her control, do we find

the performance of an RSS-based LVS to be better than a DRSS-based LVS. The

results reported in this chapter are important for a wide range of emerging wireless

communication applications whose proper functioning depends on the authenticity of

the location information reported by a transceiver.

In Chapter 4, we propose and examine LVSs for VANETs in the realistic setting of

Rician fading channels. In our LVSs, a single authorized Base Station (BS) equipped

with multiple antennas aims to detect a malicious vehicle that is spoofing its claimed

location. We first determine the optimal attack strategy of the malicious vehicle,

which in turn allows us to analyze the optimal LVS performance as a function of the
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Rician K-factor of the channel between the BS and a legitimate vehicle. Our analysis

also allows us to formally prove that the LVS performance limit is independent of

the properties of the channel between the BS and the malicious vehicle, provided the

malicious vehicle’s antenna number is above a specified value. We also investigate how

tracking information on a vehicle quantitatively improves the detection performance

of an LVS, showing how optimal performance is obtained under the assumption of

the tracking length being randomly selected. The work presented here can be readily

extended to multiple BS scenarios, and therefore forms the foundation for all optimal

location authentication schemes within the context of Rician fading channels. Our

study closes important gaps in the current understanding of LVS performance within

the context of VANETs, and will be of practical value to certificate revocation schemes

within IEEE 1609.2.

In Chapter 5, we develop a new optimal Location-Based Beamforming (LBB)

scheme for the wiretap channel, where both the main channel and the eavesdropper’s

channel are subject to Rician fading. In our LBB scheme the two key inputs are

the location of the legitimate receiver and the location of the potential eavesdropper.

Notably, our scheme does not require as direct inputs any channel state information

of the main channel or the eavesdropper’s channel, making it easy to deploy in a host

of application settings in which the location inputs are known. Our beamforming

solution assumes a multiple-antenna transmitter, a multiple-antenna eavesdropper,

and a single-antenna receiver, and its aim is to maximize the physical layer security

of the channel. To obtain our solution we first derive the secrecy outage probability

of the LBB scheme in a closed-form expression that is valid for arbitrary values of

the Rician K-factors of the main channel and the eavesdropper’s channel. Using this

expression we then determine the location-based beamformer solution that minimizes

the secrecy outage probability. To assess the usefulness of our new scheme, and

to quantify the value of the location information to the beamformer, we compare

our scheme to another scheme that does not utilize any location information. Our

new beamformer solution provides optimal physical layer security for a wide range of
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location-based applications.

In Chapter 6, we propose a new TAS scheme which examines the trade-off be-

tween feedback overhead and secrecy performance in MIMO wiretap channels. Our

new scheme is carried out in two steps. First, the transmitter selects the first two

strongest antennas to maximize the instantaneous SNR of the main channel. Second,

Alamouti coding is employed at the selected antennas in order to perform secret data

transmission. When equal power is applied to the selected antennas, we refer to our

new scheme as TAS-Alamouti. To provide valuable insights into TAS-Alamouti, we

derive new closed-form expressions for the secrecy performance metrics. In terms

of these metrics, we show how in a Rayleigh fading channel that our TAS-Alamouti

scheme outperforms the traditional single TAS scheme conditioned on the SNR of the

main channel being larger than a specific value. We show how in some antenna config-

urations no additional feedback, relative to single TAS, is required in order to realize

such performance enhancements. Furthermore, we show how optimal power alloca-

tion (OPA) across the selected antennas at the transmitter leads to a new scheme,

which we refer to as TAS-Alamouti-OPA, that outperforms single TAS uncondition-

ally. Relative to TAS-Alamouti, TAS-Alamouti-OPA requires only one additional

feedback bit.

In Chapter 7, we develop a new framework for optimizing the wiretap code rates

of single-input single-output multi-antenna eavesdropper (SISOME) wiretap channels

when the capacity of the eavesdropper’s channel is not available at the transmitter.

In our framework we introduce the effective secrecy throughput as a new performance

metric that explicitly captures the two key features of wiretap channels, namely, re-

liability and secrecy. Notably, the effective secrecy throughput measures the average

rate of the confidential information transmitted from the transmitter to the intended

receiver without being eavesdropped on. We optimize wiretap code rates for adaptive

and fixed-rate transmission schemes when the capacity of the main channel is avail-

able and unavailable at the transmitter, respectively. Such optimizations are further

extended into an absolute passive eavesdropping scenario where even the average S-
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NR of the eavesdropper’s channel is not available at the transmitter. Notably, our

solutions for the optimal wiretap code rates do not require us to set reliability or

secrecy constraints for the transmission in wiretap channels.



Chapter 2

Optimal Information-Theoretic

Wireless Location Verification

2.1 Introduction

In an LVS, one aims at verifying a user’s claimed position based on some input mea-

surements so as to perform a binary decision on whether the user is legitimate (claims

his true position) or malicious (spoofs his claimed position). In a binary decision rule

embedded in an LVS, we have to determine both the test statistic and the corre-

sponding threshold. In general, an LVS aims at obtaining a low false positive rate for

legitimate users and a high detection rate for malicious users, leading to a tradeoff

perhaps best illustrated by an ROC curve. However, it is established that ROCs are

not always ideal in comparing performances of two separate systems (e.g., [64, 65]).

It is also the case that the use of a ROC does not in any formal sense indicate what

the optimal operating point of an LVS is. A possible direction to follow in attempt-

ing an optimization of an LVS is to utilize a Bayesian hypothesis test, which with

uninformative priors contains the structure of a Likelihood Ratio Test (LRT) - which

minimizes the input/output classification error in the scenario where the cost of all

types of misclassifications are equal [8]. Additionally, if the costs of misclassifications

21
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are not equal, then a variation of the LRT decision rule can be formed, namely the

Bayesian criterion [34]. However, it is well known that these Bayes-decision criteria

possess a weakness - they are subjective. This subjectivity arises through the necessity

to pre-assign costs to the different types of misclassifications. It has been discussed

before how such subjectivity in Bayesian criteria can give rise to confusion when

comparisons of detector performances are made [64, 65]. As such, although many of

the previous works on LVSs have their own specific verification performance goals in

mind, and their own advantages and disadvantages, none of these works identify an

optimal LVS in any non-subjective sense.

To make progress, what is actually required is an objective measure of detector

performance, namely a single unified metric that takes into account all key aspects

of intrusion detection in an objective fashion. As argued in [65], this metric should

be the mutual information, and it is this approach we develop here in the context

of location verification. More specifically, we develop here an information-theoretic

framework for an LVS in which the mutual information between the input and output

LVS data is used as the objective optimization criterion.

In general an LVS can be characterized as follows. The input data (a user to be

verified) is represented by a binary random variable X = x, x ∈ [0, 1], whose realized
elements indicate legitimate (x = 0) or malicious (x = 1). Likewise the output data

can be represented by a binary random variable Y = y, y ∈ [0, 1], whose realized

elements indicate the binary decisions made by the LVS, namely verified (y = 0) or

not verified (y = 1). In the LVS, a decision rule is formed which indicates whether

a user is malicious or not. This decision rule ultimately forms a test on whether

some statistic (derived from network measurements and some prior information) is

less than or equal to some threshold.

With these definitions in place, the contributions of this chapter can be specifical-

ly summarized as follows. (i) We develop for the first time an information-theoretic

framework for an LVS, which allows us to utilize the mutual information between X

and Y as a unique criterion to evaluate and optimize the performance of an LVS.
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(ii) Under the assumption of known likelihood functions for the measurements, we

prove that the likelihood ratio is the test statistic that produces the maximum mutual

information between X and Y . (iii) Identifying the threshold value that maximizes

the mutual information between X and Y , we then show how the LRT is the decision

rule which maximizes the mutual information between X and Y , and leads to the

optimal information-theoretic LVS. We take the further step of determining the likeli-

hood functions under a series of threat models. This leads to a working LVS that will

be an optimal information-theoretic approach under the given threat models. (iv) We

show from our analysis how an effectively optimal LVS, which is simple to deploy in

practice, can be developed. We show that our LVS leads to an optimal solution for

most realistic attack scenarios in which a malicious user, who is outside a network

region, is attempting to spoof that he is within the network region. We further show

how optimality is approached as the malicious user moves further from the network

region.

The remainder of this chapter is structured as follows. Section 2.2 presents both

the general network system model and our information-theoretic LVS framework.

The decision rule that maximizes mutual information is constructed in Section 2.3.

In Section 2.4, analysis and simulations of our LVS are presented for a series of threat

models. Discussion and results in relation to Bayesian frameworks are provided in

Section 2.5. Section 2.6 concludes this chapter.

2.2 System Model of an LVS

In this section, we first present the general model of an LVS and the related assump-

tions. The values of the input data X can be represented as two hypotheses. The first

of these is the null hypothesis, H0, which assumes the user to be verified is legitimate

(x = 0). The second one is the alternative hypothesis, H1, which assumes the user

to be verified is malicious (x = 1). Likewise, the possible values of the output data

Y can be represented as two decisions, where D0 denotes verified (y = 0), and D1
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denotes not verified (y = 1). We now outline the general LVS model, and detail the

assumptions we use.

1. A single user (legitimate or malicious) reports his claimed location, xc = (uc, vc) ∈
R2, to a network with K (K > 2) Base Stations (BSs) in the communication

range of the user (the K BSs are not in a line), where xi = (ui, vi) ∈ R2 is the

location of the i-th BS, i = 1, 2, ..., K. Any one of the K BSs can be chosen

as the Process Center (PC), and all other BSs will transmit the measurements

collected from the user to that PC. Although any BS can be chosen as the PC,

it would perhaps be wise to choose a BS which is not on the periphery of the

network (i.e., is not poorly or intermittently connected to the network). The PC

is to make decisions based on the user’s claimed location and the measurements

collected by all the K BSs. We assume all BSs are perfectly synchronized.

2. We assume a user (legitimate or malicious) knows the locations of the K BSs,

and that xc is supplied by the user to the PC.

3. For the legitimate user, we assume the true location is the same as his claimed

location (here we will ignore the small location determination error, e.g., the

GPS error1). We assume the malicious user’s true location xt = (ut, vt) ∈ R2 is

known exactly to him (i.e., again we ignore any small localization error), but is

unknown to the network.

4. We assume xt is a bivariate random variable following some distribution. The

prior distribution, i.e., the conditional probability density function (pdf), for xt

under H1 is denoted as p(xt|H1).

5. In general, the measurement (Mi) collected by the i-th BS from a legitimate user

is dependent on xi and the legitimate user’s xc. In practice, a malicious user

can impact the measurements collected by all BSs in order to avoid detection.

1When this error is much smaller than the average distance between BSs the effect on the results

is negligible.
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Thus, the measurement (Mi) collected by the i-th BS from a malicious user is

some function of xi, the malicious user’s xt, and his spoofed xc. Therefore, the

measurement (Mi) collected by the i-th BS can be given by a composite model

as below




H0 :Mi = h0 (xi,xc, ω) ,

H1 :Mi = h1 (xi,xc,xt, ω) ,
(2.1)

where h0 and h1 are some functions yet to be specified (can involve additional

parameters), and ω is random variable representing the communication system

noise. Given the statistical nature of ω, the composite system model in (2.1)

can produce the likelihood functions under H0 and H1, which are denoted as

p(m|H0) and p(m|H1), respectively, wherem = [m1,m2, ...,mK ] is a realization

of the measurement vector M = [M1,M2, ...,MK ].

6. We also assume a user is legitimate with a known prior probability, which

is P0 = P (x = 0). The probability of a user to be malicious is denoted as

P1, and P1 = 1 − P0. We note that the a priori probability (i.e., P0 or P1)

can be estimated based on historical data records (e.g., verification results of

previous LVSs). We also note that the a priori probability of a user being

malicious is low in practice and as we show later our proposed information-

theoretic framework is less sensitive to the estimation errors in the a priori

probabilities (e.g., P1) than the Bayesian framework. Finally, we note that if

the historical data records are not available, the initial a priori probability can

be set as P0 = P1 = 0.5 and updated sequentially based on neural network or

machine learning methodologies.
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Figure 2.1: A Location Verification System (LVS) model.

2.3 Optimal Information-Theoretic Framework of

an LVS

In this section, we first develop an information-theoretic framework for an LVS, which

allows us to utilize the mutual information between X and Y as an unique criterion

to evaluate and optimize an LVS. Then, based on the assumption of known likelihood

functions under bothH0 andH1, we take the additional step of identifying the optimal

information-theoretic location verification algorithm, which produces the maximum

I(X;Y ) relative to any other location verification algorithms.

2.3.1 Information-Theoretic Framework of an LVS

In general, the purpose of an LVS is to map the input data X to the output data Y ,

X → Y , and can be represented as shown in Fig. 2.1. In this figure, the false positive

rate, α, and the detection rate, β, are given as follows

α = P (D1|H0), 1− α = P (D0|H0),

β = P (D1|H1), 1− β = P (D0|H1),
(2.2)
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where P (·|·) is the probability of an outcome conditional on a hypothesis. The mutual
information between X and Y can be expressed as I(X;Y ) = H(X) − H(X|Y ),
where H(X) is the entropy of X, and H(X|Y ) is the conditional entropy of X given

Y . Given P0, the entropy of the discrete binary random variable X can be written

as H(X) = −∑
x P (X) log2 P (X) = −P0 log2 P0 − (1− P0) log2(1− P0). With these

definitions, the conditional entropy H(X|Y ) can be expressed as [64]

H(X|Y ) = −
∑

x

∑

y

P (X, Y ) log2 P (X|Y )

= P0(1−α)
(
−log2

P0(1−α)
P0(1−α) + (1−P0)(1−β)

)

+ P0α

(
−log2

P0α

P0α+(1−P0)β

)

+ (1−P0)(1−β)
(
−log2

(1−P0)(1−β)
P0(1−α)+(1−P0)(1−β)

)

+ (1−P0)β

(
−log2

(1−P0)β

P0α+(1−P0)β

)
. (2.3)

The mutual information I(X;Y ) measures the reduction of uncertainty of the in-

put X given the output Y . For example, if we make verification decisions without

any observations, X and Y will be independent of each other, and I(X;Y ) will be

minimized (zero). However, based on some observations our LVS attempts to map

X into Y so as to minimize the uncertainty of X given Y . An extreme example of

this is when X and Y are identical and therefore I(X;Y ) is maximized (of course

this would require infinite noisy observations or finite noiseless observations). More

generally, given some finite noisy observations, maximizing on the mutual information

I(X;Y ) leads to decisions which maximize the dependence between X and Y . As

such, the mutual information is the natural optimization metric for an LVS from an

information-theoretic viewpoint. The optimal information-theoretic location verifica-

tion algorithm can be defined as the one that maximizes I(X;Y ).
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2.3.2 Optimal Decision Rule

In the context of an LVS, a location verification algorithm must formulate a decision

rule to infer whether the user is consistent with H0 or H1. The algorithm ultimately

forms a comparison of some test statistic, F (m), and a corresponding threshold, TF ,

in the form of

F (m)

D1≥
<
D0

TF . (2.4)

For a given F (m), we will be interested in the value of TF which maximizes I(X;Y ),

i.e., T ∗F = argmax
TF

I(X;Y ). Furthermore, we will be interested in determining the

functional form of F (m) that maximizes I(X;Y ). This leads to our main result,

which is stated in the following theorem.

Theorem 1 Given the decision rule

F (m)

D1≥
<
D0

T ∗F , (2.5)

the functional form of F (m) that maximizes the mutual information I(X;Y ) is Λ (m),

where

Λ (m) ,
p (m|H1)

p (m|H0)
. (2.6)

To prove Theorem 1, we first introduce two lemmas, of which the first one is the

Neyman-Pearson Lemma [86].

Lemma 1 Consider two hypotheses H0 and H1, the decision rule to maximize a

detection rate (β) for any given false positive rate (α) is

Λ (m)

D1≥
<
D0

TΛ, (2.7)

where TΛ is determined by the specified value of α.
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For proof of Lemma 1, see [86]. Before proceeding, we note α < β will be a basic

requirement for any useful LVS.

Lemma 2 Given the assumption α < β, the mutual information I(X;Y ) is a mono-

tonic increasing function of the detection rate β.

We now prove Lemma 2. Since H(X) is not dependent on β, the first derivative

of I(X;Y ) with respect to β can be expressed as

∂I(X;Y )

∂β
=
∂ (H(X)−H(X|Y ))

∂β
= −∂H(X|Y )

∂β

= (1− P0)

(
log2

β[P0(1− α) + (1− P0)(1− β)]

(1− β)[P0α + (1− P0)β]

)

= (1−P0) log2 {β[P0(1−α) + (1−P0)(1−β)]}︸ ︷︷ ︸
V0

− (1−P0) log2 {[P0α + (1−P0)β](1−β)}︸ ︷︷ ︸
V1

. (2.8)

Note, since 0 < P0 < 1, and the logarithm is a monotonic increasing function, then

∂I(X;Y )/∂β has the same sign as (V0 − V1), where

V0 − V1 = β[P0(1− α) + (1− P0)(1− β)]− [P0α + (1− P0)β](1− β)

= P0(β − α). (2.9)

Thus, given the assumption α < β, then ∂I(X;Y )/∂β > 0, and Lemma 2 is proved.

Given Lemma 1 and Lemma 2, we now prove Theorem 1.

If the specified value of α in Lemma 1 is the one which results in the value T ∗F of

(2.5), then by Lemma 2 the result presented in Theorem 1 follows.

2.3.3 Optimal Location Verification Algorithm

The optimal information-theoretic location verification algorithm is presented in Al-

gorithm 2.1.

In order to apply the optimal information-theoretic location verification algorithm

(Algorithm 2.1), we first have to construct the null and alternative hypotheses based
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Algorithm 2.1 Optimal Location Verification Algorithm

Input: priori probability P0, measurement model, measurements, a claimed location.

Output: binary decisions D1 and D0.

1: For a given specific observation model, determine the functional forms of h0 and

h1 in (2.1).

2: Specify the prior distributions for xt, p(xt|H0) and p(xt|H1), and determine the

likelihood functions p(m|H0) and p(m|H1).

3: With (2.7) as the general decision rule, derive the functional form of α and β.

Note, α and β will be functions of TΛ.

4: Using I(X;Y ) as the objective function, search for T ∗Λ, which is the value of TΛ

that maximizes I(X;Y ).

5: Collect measurements and calculate the likelihood ratio Λ(m) according to the

likelihood functions determined in step 2.

6: Form the optimal decision rule as

Λ(m)

D1≥
<
D0

T ∗Λ. (2.10)

on a given claimed location. The null hypothesis (H0) is constructed by presuming

the claimed location is from a legitimate user (who utilizes his true location as the

claimed location), and the alternative hypothesis (H1) is constructed by presuming

the claimed location is from a malicious user (who utilizes a fake location as his

claimed location). In step 2 of Algorithm 2.1, the final likelihood function p(m|H1)

is obtained by averaging the conditional likelihood function p(m|xt,H1) over xt.
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2.4 RSS-based Optimal Information-Theoretic Lo-

cation Verifications

In order to implement the optimal location verification algorithm, in this section we

take the further step of determining the likelihood functions under H0 and H1 with

RSS as the system measurements, and we consider the algorithm under a series of

threat models.

2.4.1 Observation Model and Threat Model

Although the framework we develop can be used for any network observation model

(network location information metric), such as RSS, TOA, and TDOA (time difference

of arrival), later in this chapter we focus on the RSS measurements. This choice

is largely motivated by the fact that RSS measurements are the simplest network

measurements to obtain (lowest hardware complexity). However, it is important to

emphasize that other network metrics can be equally utilized within our framework,

and indeed in some circumstances even lead to improved verification performance.

For our claimed location information, we assume a GPS-based acquisition by the

user device due to the ubiquitous deployment of such on-board systems. However,

again we emphasize other sources of claimed location information could be utilized,

as long as such information is independent of the network measurements that utilized

for location verification. In the following, the measurement Mi is the RSS (in dB)

collected by the i-th BS. We also assume that the legitimate user and all BSs are

equipped with only a single omni-direction antenna.

Let us define the set of K BSs that are within the range of a legitimate user

positioned at xc as the in-range BSs. This set of BSs forms an effective perimeter for

the network used in the location verification. We will assume a single malicious user

has the technology that allows him to ensure (if required) that from some position

outside the perimeter only the in-range K BSs receive a non-zero signal power. The
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Figure 2.2: Illustration of the Minimum Distance (MD) threat model.

malicious user can set its transmit power. We do not allow an adversary to set

multiple beams to different BSs via colluding malicious users (see later discussion).

The threat model we adopt can be applied to any true/spoofed location pair.

The sole purpose of an attacker is to circumvent the LVS and thus be accepted as

a legitimate user. This is in spite of the fact that the attacker’s claimed position

(provided to the LVS) and true position are significantly different. However, as the

spoofed location approaches the true location, our detection rate will approach zero

(as expected for any verification system). As such, in the following we will make

the assumption that the true position of an attacker is some minimum distance (MD)

from the spoofed position. We henceforth refer to our generic threat model as the MD

threat model, a schematic of which is given in Fig. 2.2. In this scenario it is assumed

the BSs that form the infrastructure part of the VANET, are placed alongside the

highway (or on overhanging structures along the highway). This represents a realistic

expectation for the physical deployment architecture for VANETs that is emerging

from the ITS community. The scenario illustrated in Fig. 2.2 represents a generic
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attack on an LVS from a malicious user, who can be stationary (e.g., a user within a

building) or mobile on a different road.

Based on the log-normal propagation model [87], h0 in (2.1) can be specified as

(in the equations to follow we ignore some constants)

h0(xi,xc, ω) = −10γ log10 (dci) + ω, (2.11)

where γ is the path loss exponent, ω (in dB) is a zero-mean normal random variable

with variance σ2
dB, and d

c
i is the Euclidean distance from the i-th BS to the user’s

claimed location xc, which is given by

dci = d(xc,xi) =
√
(uc − ui)2 + (vc − vi)2. (2.12)

A malicious user can adjust his transmit power to impact the measurements collected

by the BSs, thus h1 in (2.1) can be expressed as

h1(xi,xc,xt, ω) = px − 10γ log10
(
dti
)
+ ω, (2.13)

where px is the additional transmit power (relative to the legitimate user’s transmit

power) boosted by the malicious user, and dti = d(xt,xi) is the Euclidean distance

from the i-th BS to the user’s true location xt = (ut, vt). Assuming all Mi’s are

independent from each other, the likelihood function p(m|H0) can be expressed as

p(m|H0) =

K∏

i=1

p(mi|H0) =

K∏

i=1

1√
2πσdB

exp

(
− (mi − µci)

2

2σ2
dB

)
, (2.14)

where

µci = −10γ log10 (dci) . (2.15)

Moreover, the pdf of m conditional on xt under H1, p(m|xt,H1), can be written as

p(m|xt,H1) =

K∏

i=1

p(mi|xt,H1)=

K∏

i=1

1√
2πσdB

exp

(
−(mi−px+10γ log10 (dti))2

2σ2
dB

)
.

(2.16)

A malicious user will utilize px in an attempt to impact the measurements collected

by the BSs in order to avoid detection. We now discuss how to determine the ‘optimal’
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value of px from a malicious user’s point of view. An LVS can be totally spoofed if the

measurements collected from a malicious user follow exactly p(m|H0), which is given

by (2.14). Therefore, in order to avoid detection a malicious user attempts to minimize

the difference between p(m|H0) and p(m|xt,H1). This difference can be quantified

through the Kullback-Leibler (KL)-divergence from p(m|xt,H1) to p(m|H0), which

is defined as follows [88]

DKL(p(m|xt,H1)||p(m|H0)) =

∫
p(m|xt,H1) ln

p(m|xt,H1)

p(m|H0)
dm

=

K∑

i=1

(µci − µti − px)
2

2σ2
dB

, (2.17)

where

µti = −10γ log10
(
dti
)
. (2.18)

We note the fact that the relation between mutual information and KL-divergence

can be written as I(X;Y ) = DKL (P (X, Y )||P (X)P (Y )), where P (X) and P (Y )

are the two marginal probability distributions obtained from the joint probability

distribution P (X, Y ). This KL-divergence is the information loss when p(m|H0)

is used to approximate p(m|xt,H1), and it becomes zero if and only if the two

distributions are identical. From an information-theoretic point of view, the optimal

value of px can be expressed as

p∗x = argmin
px

DKL (p(m|xt,H1)||p(m|H0)) =
1

K

K∑

i=1

(
µci − µti

)
. (2.19)

We note that in (2.19) µci is a function of the malicious user’s claimed location,

and µti is a function of the malicious user’s true location. As such, the malicious user

optimizes his transmit power (equivalently, px) to compensate the path loss difference

between his claimed location and his true location. However, it is important to

emphasize that we have taken a conservative approach (worst case scenario) within

our threat model, in which we have assumed the malicious user is in the possession

of critical information which in practice will be quite difficult for him to obtain.
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For example, the malicious user has to know the locations of all BSs, the path loss

exponent to BSs, and the legitimate user’s transmit power in order to optimize px. It

is therefore unlikely in practice that the attacker can fully optimize the px as given

by (2.19), making him even more likely to be detectable. Setting px = p∗x in (2.13),

h1 can be rewritten as

h1(xi,xc,xt, ω)= µ̄
c−µ̄t−10γ log10

(
dti
)
+ω, (2.20)

where

µ̄c =
1

K

K∑

i=1

µci , and µ̄
t =

1

K

K∑

i=1

µti. (2.21)

Although xt is a known deterministic parameter for a malicious user, it is unknown for

the network. This means h1 is still unknown, and therefore the likelihood function

p(m|H1) is unknown for the LVS in our MD threat model. To make progress, we

will present some approximations of our MD threat model within which p(m|H1)

becomes known. Although these approximations are not adopted in the MD threat

model, they do allow for additional insight and analytical clarity. We will also show

how the optimal threshold derived for the MD threat model is effectively the same as

the optimal threshold derived under some of the simplifying approximations.

2.4.2 Far Field Approximation

In this subsection we propose the deployment of our LVS within a threat model where

the Far Field Approximation (FFA) is made, meaning that the malicious user’s dis-

tance from the highway is far enough that we can assume all RSS mean values received

by all K BSs are equal. Although never achieved in practice this simplification will

allow us some initial insights into the performance of the LVS. Under the FFA we can

take the distance of a malicious user’s true location to every BS to be approximated

as a constant, i.e., dti = d(xt,xi) ∼= constant, ∀i ∈ [1, 2, . . . , K]. Therefore, we will

assume
1

K

K∑

i=1

10γ log10
(
dti
)
= 10γ log10

(
dti
)
. (2.22)
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Substituting (2.22) into (2.20), h1 under the FFA can be expressed as

h1 (xi,xc, ω) = µ̄c + ω. (2.23)

Then, p(m|H1) (which now does not depend on xt) can be written as

p(m|H1) =

K∏

i=1

1√
2πσdB

exp

(
− (mi − µ̄c)2

2σ2
dB

)
. (2.24)

Based on (2.6), (2.14), and (2.24), we construct the decision rule

Λ (m) =
exp

(
−

∑K
i=1(mi−µ̄c)2
2σ2

dB

)

exp
(
−∑K

i=1(mi−µci )2
2σ2

dB

)
D1≥
<
D0

TΛ. (2.25)

In order to determine α and β analytically, (2.25) can be rewritten as

̥(m)

D1≥
<
D0

Γ, (2.26)

where

̥(m) =

K∑

i=1

mi(µ̄
c − µci), (2.27)

and

Γ =
1

2

(
2σ2

dB lnTΛ −
K∑

i=1

(
(µci)

2 − (µ̄c)2
)
)
. (2.28)

Given (2.14) and (2.26), we have

p (̥(m)|H0) = N
(

K∑

i=1

µci (µ̄
c − µci) ,

K∑

i=1

(µ̄c − µci)
2 σ2

dB

)
, (2.29)

where N (a, b) represents a normal distribution with a and b as the mean and variance,

respectively. Likewise, given (2.24) and (2.26), we have

p (̥(m)|H1) = N
(

K∑

i=1

µ̄c (µ̄c − µci) ,
K∑

i=1

(µ̄c − µci)
2 σ2

dB

)
. (2.30)
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The false positive and detection rates under the FFA can now be expressed analyti-

cally as

α = P (Λ(m) > TΛ|H0) = P (̥(m) > Γ|H0) = Q


Γ−∑K

i=1 µ
c
i (µ̄

c − µci)√∑K
i=1 (µ̄

c − µci)
2 σ2

dB


 , (2.31)

β = P (Λ(m) > TΛ|H1) = P (̥(m) > Γ|H1) = Q


Γ−∑K

i=1 µ̄
c (µ̄c − µci)√∑K

i=1 (µ̄
c − µci)

2 σ2
dB


 , (2.32)

where Q(x) = 1√
2π

∫∞
x
exp−t

2/2 dt.

Having determined α and β under the FFA, we can use these in (2) for the

conditional entropy H(X|Y ). The value of Γ which maximizes I(X;Y ) = H(X) −
H(X|Y ), denoted as Γ∗, can be determined numerically. Using (2.28), the T ∗Λ can

be determined by Γ∗. Then, the decision rule in (2.10) which leads to the optimal

verification algorithm under the FFA can be formed, where Λ(m) is specified in (2.25).

We verify the false positive and detection rates, given by (2.31) and (2.32), re-

spectively, via detailed Monte Carlo simulations. The simulation settings are chosen

so as to mimic a location verification test over an area spanning the intersection of

several major freeways. The settings are detailed as follows.

• TheK BSs are randomly distributed in a 200m×200m square area, 4 ≤ K ≤ 10.

• The claimed locations of legitimate and malicious users are the same, which is

xc = [0, 0].

• The legitimate users are at xc. The malicious users are far away from xc, which

in practice means the measurements collected are generated according to (2.23).

• Each BS collects L measurements from each user.

In the following, the simulation results are obtained through 10,000 Monte Carlo

realizations of the measurement vector M, and in all the specific results shown we

have adopted the prior probability P0 = 0.9, and the path loss exponent γ = 3. Also



2.4 RSS-based Optimal Information-Theoretic Location Verifications 38

−3 −2 −1 0 1 2 3 4

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

log10 TΛ

F
a
ls

e
p
o
si

ti
v
e

ra
te

(α
),

D
et

ec
ti

o
n

ra
te

(β
),

N
M

I,
P

e

Analytical β

Simulated β

Analytical NMI

Analytical Pe

Analytical α

Simulated α

Figure 2.3: Analytical and simulated α, β, Normalized Mutual Information
(NMI), and the probability of misclassification (Pe) versus TΛ, whereK = 10,

L = 1, and σdB = 5.

note, we denote the Normalized Mutual Information (NMI) as

NMI = I(X;Y )/H(X). (2.33)

In Fig. 2.3, the analytical α and β are directly derived from (2.31) and (2.32),

respectively, and the analytical NMI is calculated using (2.3), (2.31), (2.32), and

(2.33). In order to obtain the simulated α, we randomly generate M according to

(2.11), from which we get a specific realization of Λ(m), and for each value of TΛ we

decide whether the user is legitimate or malicious by (2.25). To obtain the simulated

β, we randomly generate M according to (2.23), and follow the same procedure as

above for α. The simulated NMI is calculated using (2.3) and (2.33) by adopting the

simulated α and β. In Fig. 2.3 we have set K = 10, L = 1, and σdB = 5. From

Fig. 2.3, we can see that the comparison between simulation and analysis shows

excellent agreement, which verifies the analysis we have provided under the FFA. As

we can see from Fig. 2.3, relatively high false positive rates are found at low thresholds.

This is a consequence of the LVS operating at a point far from the optimal threshold.
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In Fig. 2.3 we can find that the value of the threshold, TΛ, that maximizes the NMI

(solid curve) is given by log10 TΛ = 0.45. The false positive rate (dash-dotted curve)

corresponding to log10 TΛ = 0.45 is given by α ≈ 0.044. This strong dependence on

the threshold (also seen in all our other results), re-emphasizes the critical importance

of always operating the LVS at the optimal threshold.

In Fig. 2.3 we also present the probability of misclassification, Pe, which is defined

as Pe = P0α + (1 − P0)(1 − β). Note that the optimal threshold determined by the

NMI method is given by log10 TΛ = 0.45 (set by the maximum value of NMI) and

the optimal threshold determined by the Pe method is given by log10 TΛ = 0.95 (set

by the minimum value of Pe). Both these values occur in a region where the false

positive rate is approximately flat, but where the detection rate is steep. Due to

this, relative to the Pe method, the NMI method results in a ∼ 0.25 improvement

in the detection rate at the cost of only a ∼ 0.01 degradation in the false positive

rate. Such results are typical of a comparison between the two methods, but to a

large extent do not quantify the main benefits of NMI over the Pe method. The

real practical benefits of the NMI method over other traditional methods can best

be summarized as: (i) no subjective determination of the false positive rate required,

(ii) no predetermined costs required, and (iii) less sensitivity to the unknown a priori

probability that the user is legitimate. These practical advantages are discussed in

more details in Section 2.5.2.

Fig. 2.4 plots β and NMI versus α for different values of P0. Based on (2.31)

and (2.32), we note that β is independent of P0. We observe that for different values

of P0 the curves for NMI are maximized at different values of α. For example, for

P0 = 0.9 the NMI is maximized when α = 0.044 (and where β = 0.816). With the

α and β (that maximize NMI) determined, we can then set the optimal threshold in

the binary decision rule.

We have investigated a range of other values of K, L, and σdB. Some of these

results are presented in Fig. 2.5, where the maximum NMI is shown as a function of

σdB for different values ofK. In Fig. 2.5, we first observe that the simulations precisely
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match the analytical results. As expected, we also observe that the maximum NMI

increases as K increases, and the maximum NMI decreases as σdB increases. In

practice, RSS values are obtained by averaging multiple received symbols over time

or frequency. This leads to that the effect of small-scale fading is negligeable in

RSS observation model. In the simulations of Fig. 2.5 we have assumed that such

averaging has been done sufficiently well that the impact of the small-scale fading and

the receiver SNR can be neglected. However, it is important to understand that as

the path loss increases, the amount of averaging symbols must increase if the receiver

SNR is to remain unimportant. Ultimately, when the path loss becomes large enough,

the ratio of the SNR receiver noise to the shadowing noise increases, and as this ratio

grows the verification performance of the system degrades.

2.4.3 Uniformly Distributed Approximation

In this subsection we propose the Uniformly Distributed Approximation (UDA),

where the malicious users are assumed to be uniformly distributed on a circle. A-

gain, although never achievable in practice this simplification will allow us additional

insights. More specifically, the malicious user’s true location is uniformly distributed

on a circle, whose radius and center are R and xc, respectively, where R > r and

r = max(dci).

The main purpose of this model is to commence our probe of how reliable the use

of the FFA will be when its assumptions are violated. To this end, we note that if the

maximum mean difference between any two measurements collected from a malicious

user, Mi and Mj (i 6= j), is no larger than σdB, the scale R at which this occurs

provides a natural distance at which we could anticipate the FFA and the UDA to

be approximately equivalent. To quantify this let us introduce ρ , R/r. Under the

UDA, the mean difference between Mi and Mj can be written as

E [|Mi−Mj|] =
∣∣10γ log10

(
dti
)
−10γ log10

(
dtj
)∣∣ . (2.34)

Given that for a malicious user, we have |dti − dtj| ≤ 2r and dti ≥ R− r, we can write
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(2.34) as

E [|Mi−Mj|] ≤
10γ

ln 10
ln

(
dti+2r

dti

)
≤ 10γ

ln 10
ln

(
1+

2r

R−r

)
, (2.35)

where without loss of generality we have assumed dtj > dti. In order to guarantee the

required constraint, maxE [|Mi−Mj|] ≤ σdB, we should have

10γ

ln 10
ln

(
1 +

2r

R− r

)
≤ σdB, (2.36)

which results in

ρ ≥ ρ∗ ,
2

exp
{
σdB ln 10

10γ

}
− 1

+ 1, (2.37)

where ρ⋆ is a reference value that will be utilized when comparison under the FFA is

made. Such a comparison is achieved by using the FFA decision rule in (2.25) but

under the UDA. In such a set up we would anticipate that the optimal thresholds

under the FFA and UDA would be very similar at ρ∗.

To proceed with a comparison under the FFA and UDA, we conduct Monte Carlo

simulations. In these simulations, although p(m|H0) given by (2.14) is used, the

likelihood function p(m|H1), which is given by

p(m|H1) =

∫
p(m|xt,H1)p(xt|H1)dxt, (2.38)

must be determined numerically. The other simulation settings are the same as that

under the FFA, except the malicious users are uniformly distributed on a circle,

whose radius and center are R and xc, respectively. The measurements collected

from the legitimate and malicious users are generated according to (2.11) and (2.20),

respectively. To obtain the true numerical NMI under the UDA, we use (2.14) and

(2.38) to calculate p(m|H0) and p(m|H1), respectively, and utilize (2.7) as the decision

rule. To simulate the NMI obtained from the use of the FFA decision rule (but under

the UDA) we use (2.14) and (2.24) in order to implement the decision rule in (2.25).

From our results, shown in Fig. 2.6, we can see that at values of ρ << ρ∗ the

optimal thresholds (the values of TΛ which maximize the NMI) for the two cases are
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Figure 2.6: NMI versus TΛ for different values of ρ, where K = 10, L = 1,

σdB = 5, and ρ∗ = 5.275. The solid curves (COR curves) represent the

NMI achieved under the correct decision rule (2.7). The dashed curves (FFA

curves) represent the NMI achieved under the FFA decision rule (2.25).

very different. However, as ρ → ρ∗ the optimal threshold obtained under blindly

adopting the FFA decision rule (even though the malicious user is not at infinity) is

effectively the optimal value. Note also, the maximum values of the two NMIs and

the corresponding T ∗Λ are coincident when ρ = ρ∗, which verifies that the reference

value of ρ presented in (2.37) is reasonable.

2.4.4 Laplace Approximation in MD Threat Model

In this subsection we implement the optimal location verification algorithm under

our adopted threat model - the MD threat model. We will assume that MD > λ,

where λ is the mean separation distance between BSs. Pragmatically, this assumption

also means that, in effect, the attacker will be placed at some minimum distance off

the highway, since we find that if he is on the highway, he is trivially detectable for

MD > λ. A malicious user (vehicle) on the highway claiming to be at a position
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which is at MD > λ, must boost its transmissions significantly. However, since the

user is on the actual highway, the nearest BS to its true location will easily detect an

attack. This is confirmed by our analysis, and as such we will henceforth consider the

attacker to be sophisticated enough to realize that to have any reasonable chance of

remaining undetected he must launch his attacks from a position at some minimum

distance from the closest BS of the VANET (e.g., off the highway). More generally,

the value of MD in our threat model is set as MD = λ/a, where a is a constant

that sets the scale for which an attacker on the highway is trivially detected. For λ’s

anticipated for ITS infrastructures say we find from simulations a ≈ 2. However for

simplicity, we henceforth adopt a = 1.

In our MD threat model p(xt|H1) is assumed to be uniform over the annulus

formed by two concentric circles, whose finite radii are R1 and R2 (R1 < R2), re-

spectively, and whose mutual center is xc. The use of an annulus setting allows us

to cover more general settings (beyond just single highways/freeways) such as free-

way intersection regions where the the freeways can have multiple directions. In

any scenario (single or intersecting roads) it will be assumed that the malicious user

will not enter into any region (we assume the malicious users knows the locations

of all BSs) where he is less than some distance R1 from any of the VANET’s in-

frastructure BSs (see footnote 2). This implies p(xt|H1) = 1/π(R2
2 − R2

1), where

xt ∈ {xt|R2
1 ≤ (ut − uc)

2 + (vt − vc)
2 ≤ R2

2}. Under this model, p(m|H0) is also

the same as in (2.14), and p(m|H1) is as given in (2.38) but with the modified prior

distribution. Again, no closed form solution is available for (2.38).

We present new Monte Carlo simulations where the settings are again the same

as that under the FFA, except that now the malicious users are uniformly distributed

in the annulus. Again, the measurements collected from the legitimate and malicious

users are generated according to (2.11) and (2.20), respectively. To obtain the true

numerical NMI under the MD threat model, we use (2.14) and (2.38) to calculate

p(m|H0) and p(m|H1), respectively, and utilize (2.7) as the decision rule. To simulate

the NMI obtained from the use of the FFA decision rule (but under the MD threat
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Figure 2.7: Numerical and IFA approximated NMI versus TΛ for different

values of R2, where ρ
∗ = 5.275, ρ = 0.2× ρ∗, and σdB = 5. The solid curves

(COR curves) represent the NMI achieved under the correct decision rule

(2.7). The dashed curves (FFA curves) represent the NMI achieved under

the FFA decision rule (2.25).

model) we use (2.14) and (2.24) in order to implement the decision rule in (2.25). The

results of our simulations are shown in Fig. 2.7, where ρ = 0.2ρ∗, and ρ is redefined

as ρ = R1/r.

In the top left plot of Fig. 2.7, we have set R2 = R1, so in this specific plot

the MD threat model is equivalent to that under the UDA (the result is the same

as that shown in the top right plot of Fig. 2.6). However, again we see that as R2

increases the optimal threshold obtained under blindly adopting the FFA decision rule

(even though the malicious users are constrained within an annulus) is effectively the

optimal value. Note also, that in the MD threat model, as R2 increases this results

holds for cases when ρ << ρ∗ (which was not the case under the UDA).

As a final point, we note that instead of numerically solving (2.38), it may be

useful to find an approximate closed-form solution to (2.38) (e.g., this would allow

for an approximate closed-form for the false positive and detection rates under this
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threat model). We can approximate p(m|H1) via an application of the Laplace ap-

proximation, which can approximate integrals through a series expansion by using

local information about the integrand around its maximum [89, 90]. The details are

as follows. First, let us define a quantity as

h (xt|H1) , ln (p (m|xt,H1) p (xt|H1)) . (2.39)

In fact, h (xt|H1) can be expanded using a Taylor series around its MAP estimate,

denoted by Θ̂ = argmax
xt

{p(m|xt,H1)p(xt|H1)}. This is the point where the posterior
density is maximized, i.e., the mode of the posterior distribution. Hence, we obtain

h (xt|H1) = h
(
Θ̂|H1

)
+

(
xt − Θ̂

)T ∂h
(
Θ̂|H1

)

∂xt︸ ︷︷ ︸
(=0) at MAP location

+
1

2

(
xt − Θ̂

)T ∂2h
(
Θ̂|H1

)

∂2xt

(
xt − Θ̂

)
.

(2.40)

The second term in (2.40) is zero, because the first derivative is zero at the maximum

of h (xt|H1). Replacing h (xt|H1) by the truncated second-order Taylor series yields

h (xt|H1) ≈ h
(
Θ̂|H1

)
+
1

2

(
xt − Θ̂

)H
H

(
xt − Θ̂

)
, (2.41)

where H is the Hessian of the ln posterior, evaluated at Θ̂:

H ,
∂2h

(
Θ̂|H1

)

∂2xt

∣∣∣∣∣∣
xt=Θ̂

=
∂2h (xt|H1)

∂xt∂xHt

∣∣∣∣
xt=Θ̂

. (2.42)

Using the above approximation, we have

ln p (m|H1) = ln

∫
p (m|xt,H1) p (xt|H1) dxt

= ln

∫
exph(xt|H1) dxt

≈ ln

∫
exph(Θ̂|H1)+ 1

2(xt−Θ̂)
T
H(xt−Θ̂) dxt

= h
(
Θ̂|H1

)
+ ln

∫
exp

1
2(xt−Θ̂)

T
H(xt−Θ̂)dxt

= h
(
Θ̂|H1

)
+
1

2
ln |2πH|

= ln p
(
Θ̂|H1

)
+ ln p

(
m|Θ̂,H1

)
+ ln

∣∣2πH−1∣∣1/2 . (2.43)
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Figure 2.8: Numerical and Laplace approximated ROC curves for different

values of K, where σdB = 5, L = 1, R1 = 100m, and R2 = 500m.

Finally, the marginal likelihood estimate can be written as

p̂ (m|H1) = p
(
Θ̂|H1

)
p
(
m|Θ̂,H1

) ∣∣2πH−1∣∣1/2 . (2.44)

In (2.44), p
(
Θ̂|H1

)
and |2πH−1|1/2 are both constant for a specific Θ̂; thus the

Laplace approximated likelihood function, p̂ (m|H1), is a K dimensional normal dis-

tribution with the same variance as p(m|H0) (because the variances of p(m|H0) and

p(m|xt,H1) are the same). Under the Laplace approximation the decision rule in

(2.7) is approximated by

Λ̂ (m) =
p̂ (m|H1)

p (m|H0)

D1≥
<
D0

TΛ. (2.45)

To study the performance our Laplace approximation we calculate ROC curves

for both the numerical Monte Carlo calculation of p(m|H1) and the Laplace approx-

imation of p(m|H1). These different forms are then used in the same decision rule

(2.7) in order to form the ROC curves. The results of these simulations are shown in

Fig. 2.8, and as we can see the approximation is a good one for the parameters used.
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We have further investigated the accuracy of the approximation over a range of other

parameters, finding similar results to those shown in Fig. 2.8.

2.5 Discussion and Results in Relation to Bayesian

Frameworks

2.5.1 Discussion

In the preceding sections we have looked at a general attack scenario under specific

threat models. The attack scenario we have focussed on is that of a non-colluding

adversary who is attempting to spoof he is within the perimeter of some wireless

network, when in reality he is some distance beyond the network boundary. A non-

colluding adversary who is within the network region will be in general easily identified

due to his inability to set different RSS values at different BSs. An attack from outside

the network region is the perhaps most realistic and likely scenario one can imagine

for the emerging ITS scenario. For example, a single adversary who is some distance

from the highway (so as not to be easily identified or caught) is attempting to disrupt

proper functioning of the ITS.

What we have shown through our investigations of specific threat models under

our general attack scenario, is that an optimal LVS can be developed for each threat

model, but in a non-straightforward manner in most cases - i.e., no closed-form solu-

tions for the detection and false positive rates are available. Without such closed-form

solutions for these rates, one must resort to complex and time consuming Monte Carlo

simulations in order to determine the optimal threshold. However, from considera-

tions of the FFA, and how other threat models can be approximated under the FFA,

we have shown how a straightforward LVS algorithm can be deployed which is effec-

tively optimal for most circumstances. More specifically, using analytical solutions

for the detection and false positive rates in the FFA setting, which are then used in

easily determining the optimal threshold value, a straightforward LVS is developed
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whose performance is near-optimal when the adversary is close to the network, and

optimal as the adversary moves to a large distance from the network.

However, of course more sophisticated attacks than those highlighted above are

possible.2 The most obvious of these is that of colluding adversaries who can com-

municate and cooperate with each other so as to form collective attacks on the LVS.

An example of such an attack would be colluding adversaries who set different RSS

values at different BSs. On the defensive side, the network could also deploy beam-

forming techniques to help the LVS thwart these types of attacks. The LVS could

also deploy tracking algorithms and physical layer security techniques to assist in its

defense. These more sophisticated forms of attacks and their corresponding defensive

strategies will be exploited in the following chapters.

In our system model, we assumed zero calibration error in the measured RSS values

at all the BSs. However, we note that the calibration error can exist in practice since a

user may not be able to follow the calibration standard exactly due to hardware issues

(e.g., transmit power fluctuations) or around interferences. We note that the impact

of the calibration error can be examined through incorporating the calibration error

in the shadowing noise (e.g., increasing the variance of the shadowing according to

the scale of the calibration error). We conducted such examinations and our general

result is that a percentage error of 15% in the variance of shadowing noise (i.e., σdB)

leads to an approximately 10% percentage error in our normalized mutual information

for the far field approximation. We also note that the variance of the calibration at

different BSs may be different. This can result in biased errors in the RSS values

observed at all the BSs, and thus can possibly decrease the detection performance of

an LVS (e.g., increase the false positive rate).

2Throughout this thesis we will assume physical sabotage attacks (e.g., partially cover an antenna

with RF-absorbant material) are not possible.
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2.5.2 Results in Relation to Bayesian Frameworks

Location verification has been an active research area, and many verification al-

gorithms have been proposed for VANETs (e.g., [36, 40, 42, 43, 75, 91–93]), WSNs

(e.g., [4, 39]), and generic wireless networks (e.g., [5, 6, 8, 10, 25, 32,37,94,95]).

Perhaps the most closely related works to ours are those which propose optimizing

the system’s threshold by minimizing the probability of misclassification (Pe) [8]. Of

course, a direct comparison between such systems and ours is not entirely meaningful,

due to the different optimization metrics being used. Further to this, it is important

to note the complex interplay between the entropy of a random variable, H(X), and

the probability of misclassification. Although it may seem at first counter-intuitive,

the fact is that there is not a one-to-one relationship between H(X) and Pe. That is,

two random variables with the same entropy can have different Pe [96]. This same

issue extends to NMI and Pe, and in the context of our LVS, it is important to rec-

ognize this fact. As such, if optimization of Pe is the system objective, then use of

a Bayesian framework, where the costs of all types of classifications are equal, will

suffice.3 But again we must stress that in the context of real-world LVS deployments

this represents a strong subjective decision on the costs of misclassifications. Given

the complexity, and the many different roles of location information within the ITS

scenario (crash avoidance, vehicle-congestion avoidance, vehicle-to-vehicle communi-

cation protocols etc.), proper determination of misclassification costs will be, at best,

extremely complex in nature. It is for this reason we have approached optimization

of our LVS from an objective information-theoretic viewpoint. Our guiding light has

been the well-known Infomax principle [97], which states an optimal system must

transfer as much information as possible from its input to its output - i.e., maximize

3In a more general Bayesian framework, ignoring the costs of correct decisions the Bayes’ average

cost is given by R = P0αC0 + (1 − P0)(1 − β)C1, where C0 is the pre-assigned cost of rejecting a

legitimate user, and C1 is the pre-assigned cost of accepting a malicious user [34]. If C0 and C1 are

known or can be set, the Bayesian framework is optimal for an LVS in the sense that it minimizes

the Bayes’ average cost (Pe is the special case of C with C0 = C1 = 1).
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Figure 2.9: Normalized mutual information (NMI) and probability of mis-

classification (Pe) versus TΛ for different values of P0 (Note here the system

and network parameters are same as those utilized in Fig. 2.3).

the mutual information between its inputs and outputs.

Notwithstanding the above discussion, we compare the optimal thresholds for

NMI and Pe, as shown in Fig. 2.9. From this figure, we can see that for P0 = 0.5 the

optimal threshold (TΛ = 1) is the same for both algorithms. However, the optimal

thresholds for the two algorithms are different when P0 = 0.9. Further, we see that in

the P0 = 0.9 case, the change in Pe, if the optimal NMI threshold is used instead of

the optimal Pe threshold, is significantly less than the change in NMI if the optimal

Pe threshold is used instead of the optimal NMI threshold.

We illustrate this last point (the information-theoretic framework is less sensi-

tive to P0 than the Bayesian framework) in Fig. 2.10 where the optimal thresholds

and performance metrics of the information-theoretic framework and the Bayesian

framework are plotted as functions of P1 = 1 − P0. In reality, the base rate of in-

trusions (P1) is an unknown parameter for all LVS systems, which can be estimated

through historical data records while suffering from estimation errors. We can see
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are same as those utilized in Fig. 2.3).

from Fig. 2.10 that the use of NMI results in a more robust system. As the true

value of P1 approaches small values (in any real situation it will be small) the NMI

threshold and the corresponding maximum NMI are insensitive to the assumed P1.

This means that when using NMI as the optimization metric, any mismatch between

true P1 and assumed P1 has little impact on system performance. In the Bayesian

framework, however, the optimal threshold for minimizing Pe and the minimum Pe

remain very sensitive (close to linear) to the assumed value of P1. Therefore, in the

Bayesian framework any mismatch between the true P1 and the assumed P1 results

in poor system performance.

2.6 Summary

In this chapter, we developed an information-theoretic framework for an LVS, u-

tilizing the mutual information between input and output data of the LVS as the
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objective optimization criterion. We investigated our new optimal LVS under a re-

alistic threat model, showing how in a straightforward implementation of an LVS,

information-theoretic optimality is approached as the non-colluding adversary moves

further from the network region that it is claiming to be within. This straightforward

implementation makes our new algorithm an ideal candidate for the LVS that will be

needed in emerging network-based and safety-enhanced transportation systems.



Chapter 3

Location Verification Systems in

Spatially Correlated Shadowing

3.1 Introduction

In the previous chapter, after developing an optimal information-theoretic framework

for an LVS, we focused on an LVS that utilizes RSS as input measurements and

analyzed its detection performance under different threat models. This is mainly due

to the fact that RSS measurements can be easily obtained in wireless networks. In

addition, RSS can be readily combined with other location information metrics in

order to improve the performance of a localization system [98, 99]. Many location

verification algorithms that utilize RSS as input observations have been developed

in the literature (e.g., [5, 7, 8, 33, 85]). Shadowing is one of the most influential and

unavoidable factors in RSS-based LVSs. Our work presented in Chapter 2, together

with all other existing studies in RSS-based LVSs, has made a simplified assumption

that the shadowing at two different locations is uncorrelated. However, as per many

empirical studies the shadowing at different locations will be significantly correlated

when the locations are close to each other or different locations possess similar terrain

configurations (e.g., [66–68]). Spatial correlation of the shadowing is more common in

54
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VANETs relative to other wireless networks (e.g., cellular networks). This is due to

the following two facts. In VANETs, two base stations (BSs) are more likely to share

similar terrain configurations. Likewise, authorized vehicles (that potentially could

be used to verify the position of a yet-to-be authorized vehicle) are likely to be close to

each other. Indeed, such spatially correlated shadowing in VANETs is confirmed by

recent empirical studies [100, 101]. Although some specific studies have investigated

the performance of RSS-based localization systems under correlated shadowing [71,

102, 103], the impact of spatially correlated shadowing on RSS-based LVSs under

realistic threat models has not been previously explored. This leaves an important

gap in our understanding on the performance levels of RSS-based LVSs in realistic

wireless channel settings and under realistic threat models. The main purpose of this

chapter is to close this gap.

Further to our considerations of RSS-based LVSs, we note that there could be

circumstances when the use of Differential Received Signal Strength (DRSS) in the

LVS context may be beneficial. Indeed it is well known that there are a range of

scenarios in which the use of DRSS is more suitable for wireless location acquisition

[73]. One example is where users do not have a common transmit power setting

on all devices. However, the performances of DRSS-based LVSs have not yet been

analyzed in the literature. This chapter also closes this gap, extending our analysis of

DRSS-based LVSs to the correlated shadowing regime. This will allow us to provide

a detailed performance comparison between RSS-based LVSs and DRSS-based LVSs

under correlated shadowing - a comparison that provides for a few surprising results.

The main contributions of this chapter are summarized as follows. (i) Under spa-

tially correlated log-normal shadowing, we analyze the detection performance of an

RSS-based LVS in terms of false positive and detection rates. Our analysis demon-

strates that the spatial correlation of the shadowing can lead to a significant perfor-

mance improvement for the RSS-based LVS relative to the case with uncorrelated

shadowing (a doubling of the detection rate for a given false positive rate for antici-

pated correlation levels). (ii) We analyze the detection performance of a DRSS-based
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LVS under spatially correlated shadowing, proving that the detection performance of

the DRSS-based LVS is identical to that of the RSS-based LVS. As we discuss later,

this result is rather surprising. (iii) We analyze our systems under a relaxed threat

model scenario in which the adversary whose actual location is physically constrained

(e.g., constrained within a building) and therefore cannot optimize his location for the

attack. We show that even in these circumstance the performances of the RSS-based

LVS and the DRSS-based LVS remain identical. (iv) Finally, we illustrate the case

where the RSS-based LVS do have advantages over the DRSS-Based LVS, namely,

when the adversary does not (or cannot) optimize his boosted transmit power level.

The rest of this chapter is organized as follows. Section 3.2 details our system

model. In Section 3.3, the detection performance of an RSS-based LVS is analyzed

under spatially correlated shadowing. In Section 3.4, the detection performance of

a DRSS-based LVS is analyzed. In Section 3.5, a thorough performance comparison

between the RSS-based LVS and the DRSS-based LVS is provided. Section 3.6 pro-

vides numerical results to verify the accuracy of our analysis. Finally, Section 3.7

draws concluding remarks.

3.2 System Model

3.2.1 Observation Model

We first outline the system model and state the assumptions adopted in this chapter.

1. A single user (legitimate or malicious) reports his claimed location, which is

denoted as xc = (x1c , x
2
c) ∈ R2, to a network with N Base Stations (BSs) in

the communication range of the user, where the publicly known location of the

i-th BS is xi = (x1i , x
2
i ) ∈ R2 (i = 1, 2, . . . , N). One of the N BSs is the PC,

and all other BSs will transmit the measurements collected from the user to the

PC. The PC is to make decisions based on the user’s claimed location and the

measurements collected by all the N BSs.
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2. A user (legitimate or malicious) can obtain his true position, xt = (x1t , x
2
t ), from

his localization equipment (e.g., GPS), and that the localization error is zero.

Thus, a legitimate user’s claimed location, xc, is exactly the same as his true

location. However, a malicious user will falsify (spoof) his claimed position in

an attempt to fool the LVS. We assume the spoofed claimed location of the

malicious user is also xc.

3. We adopt the minimum distance model as our threat model, in which the dis-

tance between the malicious user’s true location and his claimed location is

greater or equal to r, i.e., ‖xc − xt‖ ≥ r.

4. We denote the null hypothesis where the user is legitimate as H0, and denote

the alternative hypothesis where the user is malicious as H1. The a priori

knowledge at the LVS can be summarized as




H0 : xc = xt (legitimate user),

H1 : ‖xc − xt‖ ≥ r (malicious user).
(3.1)

We note that RSS values are obtained by averaging multiple symbols over time or

frequency such that the small-scale fading is averaged out from RSS measurements

and its impact is negligeable. Based on the log-normal propagation model, the RSS

(in dB) received by the i-th BS from a legitimate user, yi, is given by

yi = ui + ωi, i = 1, 2, . . . , N, (3.2)

where

ui = p− 10γ log10

(
dci
d

)
, (3.3)

and p is a reference received power corresponding to a reference distance d, γ is the

path loss exponent, ωi is a zero-mean normal random variable with variance σ2
dB, and

dci is the Euclidean distance from the i-th BS to the legitimate user’s claimed location

(also his true location) given by dci = ‖xc − xi‖. In practice, in order to determine
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the values of a pair of p and d we have to know the transmit power of a legitimate

user. Under spatially correlated shadowing, ωi is correlated to ωj (j = 1, 2, . . . , N),

and the N × N covariance matrix of ω = [ω1, . . . , ωN ]
T is denoted as R. Adopting

the well-known spatially correlated shadowing model of [9, 66], the (i, j)-th element

of R is given by

Rij = σ2
dB exp

(
−dij
Dc

ln 2

)
, j = 1, 2, . . . , N, (3.4)

where dij = ||xi − xj|| is the Euclidean distance from the i-th BS to the j-th BS,

and Dc is a constant in units of distance, at which the correlation coefficient reduces

to 1/2 (in this chapter all distances are in meters). From (3.4), we can see that the

correlation between ωi and ωj decreases as dij increases (Rij = σ2
dB when i = j, and

Rij → 0 as dij → ∞). We also note that Rij increases as Dc increases for a given

dij. As such, Dc is a parameter that indicates the degree of shadowing correlation in

some specific environment (for a given dij, a larger Dc means that the shadowing is

more correlated).

Based on (3.2), we can see that under H0 the N -dimensional observation vector

y = [y1, . . . , yN ]
T follows a multivariate normal distribution, which is

f (y|H0) = N (u,R) , (3.5)

where u = [u1, u2, . . . , uN ]
T is the mean vector.

Again, in this chapter we assume that the malicious user is equipped with a

single omnidirectional antenna since in some scenarios a low-complexity transceiver

structure is more relevant (e.g., low-cost sensor devices). However, we do allow the

malicious user to control its transmit power in order to launch location spoofing

attacks. Therefore, in addition to spoofing the claimed location, the malicious user

can also adjust his transmit power to impact the RSS values received by all BSs in

order to minimize the probability of being detected. As such, the RSS received by

the i-th BS from a malicious user, yi, is given by

yi = px + vi + ωi, (3.6)
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where

vi = p− 10γ log10

(
dti
d

)
, (3.7)

dti is the Euclidean distance from the i-th BS to the malicious user’s true location

given by dti = ||xt − xi||, and px is the additional boosted transmit power. Based on
(3.6), under H1 the N -dimensional observation vector y, conditioned on known px

and xt, also follows a multivariate normal distribution, which is

f (y|px,xt,H1) = N (px1N + v,R) , (3.8)

where 1N is a N × 1 vector with all elements set to unity and v = [v1, v2, . . . , vN ]
T .

We note that in practice px and xt are set by the malicious user.

3.2.2 Adopted Decision Rule

We adopt the LRT as the decision rule since it is known that the LRT achieves

the highest detection rate for any given false positive rate [86]. Therefore, the LRT

can achieve the minimum Bayes’ average cost and the maximum mutual information

between the input and output of an LVS as we have shown in the last chapter. The

LRT decision rule is given by

Λ (ψ(y)) ,
f (ψ(y)|H1)

f (ψ(y)|H0)

D1≥
<
D0

λ, (3.9)

where Λ (ψ(y)) is the test statistic, ψ(y) is a predefined transformation of y (to be de-

termined in a specific LVS, e.g., RSS or DRSS), f (ψ(y)|H1) is the marginal likelihood

function (probability density function of ψ(y)) under H1, f (ψ(y)|H0) is the marginal

likelihood function under H0, λ is the threshold corresponding to Λ (ψ(y)), D0 and

D1 are the binary decisions that infer whether the user is legitimate or malicious,

respectively. Given the decision rule in (3.9), the false positive and detection rates

of an LVS are functions of λ. The specific value of λ can be set through minimizing

the Bayes’ average cost or maximizing the mutual information between the system



3.3 RSS-based Location Verification System 60

input and output in the information-theoretic framework. The intrinsic core perfor-

mance metrics of an LVS are false positive and detection rates, and other potential

performance metrics can be written as functions of these two rates. As such, in this

chapter we adopt the false positive and detection rates as the performance metrics.

3.3 RSS-based Location Verification System

In this section, we analyze the performance of the RSS-based LVS in terms of the false

positive and detection rates, based on which we examine the impact of the spatially

correlated shadowing.

3.3.1 Attack Strategy of the Malicious User

We assume that the malicious user optimizes all the parameters under his control.

This assumption is adopted in most threat models. The malicious user will therefore

optimize his px and xt such that the difference between f (y|H0) and f (y|px,xt,H1)

is minimized in order to minimize the probability to be detected. Here, we adopt the

KL-divergence from f (y|px,xt,H1) to f (y|H0) in order to quantify the difference

between f (y|H0) and f (y|px,xt,H1).

Based on (3.5) and (3.8), the KL-divergence from f (y|px,xt,H1) to f (y|H0) is

given by [104]

φ(px,xt) = DKL [f (y|px,xtH1) ||f (y|H0)]

=

∫ ∞

−∞
ln
f (y|px,xt,H1)

f (y|H0)
f (y|px,xtH1) dy

=
1

2
(px1N + v − u)TR−1(px1N + v − u). (3.10)

Then, the optimal values of px and xt that minimize φ(px,xt) can be obtained through

(p∗x,x
∗
t ) = argmin

px,||xt−xc||≥r
φ(px,xt). (3.11)
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The closed-form expressions for p∗x and x∗t are intractable, but they can be obtained

through numerical search. In order to simplify the numerical search, we first derive

the optimal value of px for a given xt, which is presented in the following lemma.

Lemma 3 The optimal value of px that minimizes φ(px,xt) for any given xt is

pox(xt) =
(u− v)TR−11N

1TNR
−11N

. (3.12)

We now prove Lemma 3. The first derivative of φ(px,xt) with respect to px is

derived as

∂φ(px,xt)

∂px
=
∂φ(px,xt)

∂ (px1N)

∂ (px1N)

∂px

= (px1N + v − u)TR−1∂ (px1N)

∂px

= (px1N + v − u)TR−11N . (3.13)

Following (3.13), the second derivative of φ(px,xt) with respect to px is derived as

∂2φ(px,xt)

∂2px
= 1TNR

−11N . (3.14)

Based on the definition of R given by (3.4), we have ∂2φ(px,xt)/∂
2px > 0 as per

(3.14), which indicates that φ(px,xt) is a convex function of px. As such, we obtain

the desired result in (3.12) by setting ∂φ(px,xt)/∂px = 0. This completes the proof

of Lemma 3.

From Lemma 3, we note that the malicious user optimizes his transmit power, i.e.,

px = pox(xt), to compensate the path-loss difference between his claimed location and

his true location. We also note that pox(xt) is a function of R under spatial correlated

shadowing. This is different from the scenario with uncorrelated shadowing, where

pox(xt) is independent of the shadowing noise as we have shown in the last chapter.

Substituting pox(xt) into (3.10), we have

φ(pox(xt),xt) =
1

2
(w − u)TR−1(w − u), (3.15)
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where

w =
(u− v)TR−11N

1TNR
−11N

1N + v. (3.16)

Since we have shown that φ(px,xt) is a convex function of px in (3.14), x
∗
t is given by

x∗t = argmin
||xt−xc||≥r

φ(pox(xt),xt). (3.17)

Substituting x∗t into p
o
x(xt), we obtain p∗x = pox(x

∗
t ). We note that Lemma 3 is of

importance since it reduces a three-dimension numerical search in (3.11) into a two-

dimension numerical search in (3.17).

Substituting p∗x and x∗t into (3.6), the RSS received by the i-th BS from a malicious

user can be written as

y = w∗ + ω, (3.18)

where

w∗ =
(u− v∗)TR−11N

1TNR
−11N

1N + v∗, (3.19)

v∗ is obtained by substituting x∗t into v. Based on (3.18), the likelihood function

under H1 conditioned on p
∗
x and x∗t can be written as

f (y|p∗x,x∗t ,H1) = N (w∗,R). (3.20)

3.3.2 Detection Performance of the RSS-based LVS

In some practical cases, the malicious user may not have the freedom to optimize his

true location, e.g., if the malicious user is physically limited to be inside a building.

However, the malicious user can still optimize his transmit power as per his true

location. As such, without losing generality, we first analyze the performance of the

RSS-based LVS for px = pox(xt), and then present the performance of the RSS-based

LVS for px = p∗x and xt = x∗t as a special case.

Following (3.9), the specific LRT decision rule of the RSS-based LVS for px =

pox(xt) is given by

Λo (y) ,
f (y|pox(xt),xt,H1)

f (y|H0)

D1≥
<
D0

λoR, (3.21)
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where Λo (y) is the likelihood ratio of y for px = pox(xt), f (y|pox(xt),xt,H1) =

N (w,R), and λoR is a threshold for Λo (y). Substituting (3.5) and (3.20) into (3.21),

we obtain Λo (y) in the log domain as

lnΛo (y)=
1

2
(y−u)TR−1(y−u)−1

2
(y−w)TR−1(y−w)

= (w−u)T R−1y−1
2
(w−u)T R−1 (w+u) . (3.22)

As such, for the theorem to follow, we can rewrite the decision rule in (3.21) as the

following format

T(y)

D1≥
<
D0

ΓR, (3.23)

where T(y) is the test statistic given by

T(y) , (w − u)
T
R−1y, (3.24)

and ΓR is the threshold for T(y) given by

ΓR , lnλoR +
1

2
(w − u)

T
R−1 (w + u+ 2p1N) . (3.25)

We then derive the false positive rate, αoR, and detection rate, β
o
R, of the RSS-based

LVS for px = pox(xt) in the following theorem.

Theorem 2 For px = pox(xt), the false positive and detection rates of the RSS-based

LVS are

αoR(xt) = Q


ΓR − (w−u)T R−1(p1N + u)√

(w−u)T R−1 (w−u)


 = Q


 lnλ

o
R +

1
2
(w−u)T R−1 (w−u)√

(w−u)T R−1 (w−u)


 ,

(3.26)

βoR(xt) = Q


ΓR − (w−u)T R−1(p1N +w)√

(w−u)T R−1 (w−u)


 = Q


 lnλ

o
R − 1

2
(w−u)T R−1 (w−u)√

(w−u)T R−1 (w−u)


 ,

(3.27)

where Q[x] = 1√
2π

∫∞
x
exp(−t2/2)dt.
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We now prove Theorem 2. Using (3.24), the distributions of T(y) under H0 and

H1 are derived as follows

T(y)|H0 ∼ N
(
(w−u)T R−1u, (w−u)T R−1R

(
(w−u)T R−1

)T)

∼ N
(
(w−u)T R−1u, (w−u)T R−1 (w−u)

)
, (3.28)

T(y)|H1 ∼ N
(
(w−u)T R−1w, (w−u)T R−1R

(
(w−u)T R−1

)T)

∼ N
(
(w−u)T R−1w, (w−u)T R−1 (w−u)

)
. (3.29)

As per the decision rule in (3.23), the false positive and detection rates are given by

αoR(xt) , Pr (T(y) ≥ ΓR|H0) , (3.30)

βoR(xt) , Pr (T(y) ≥ ΓR|H1) . (3.31)

Substituting (3.28) and (3.29) into (3.30) and (3.31), respectively, we obtain the

results in (3.33) and (3.34) after some algebraic manipulations. This completes the

proof of Theorem 2.

For px = p∗x and xt = x∗t , the LRT decision rule of the RSS-based LVS is given by

Λ∗ (y) ,
f (y|p∗x,x∗t ,H1)

f (y|H0)

D1≥
<
D0

λ∗R, (3.32)

where Λ∗ (y) is the likelihood ratio of y for px = p∗x and xt = x∗t , and λ∗R is a

threshold for Λ∗ (y). Following Theorem 2, the false positive and detection rates of

the RSS-based LVS for px = p∗x and xt = x∗t are given by

α∗R = Q


 lnλ

∗
R +

1
2
(w∗−u)T R−1 (w∗−u)√

(w∗−u)T R−1 (w∗−u)


 , (3.33)

β∗R = Q


 lnλ

∗
R − 1

2
(w∗−u)T R−1 (w∗−u)√

(w∗−u)T R−1 (w∗−u)


 . (3.34)

We note that the results provided in (3.26) and (3.27) are based on an arbitrary

true location xt of the malicious user, which are more general than that provided in
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(3.33) and (3.34). That is, α∗R = αoR(x
∗
t ) and β

∗
R = βoR(x

∗
t ). By using (3.26) and (3.27),

we can compare the performance of the RSS-based LVS with that of the DRSS-based

LVS in a general scenario.

3.4 DRSS-based Location Verification System

In this section, we analyze the detection performance of the DRSS-based LVS under

spatially correlated shadowing.

3.4.1 DRSS Observations

There are range of scenarios in location acquisition (determination) in which the use

of DRSS can often lead to location accuracy improvement. One example is where

(legitimate) users do not have a common transmit power setting on all devices. It is

therefore useful then to extend our analysis and probe the performance level of an

LVS based on DRSS. Note, that we do not expect, in general, such a DRSS-based

LVS to possess performance levels better than an RSS-based LVS. The main reason

for this is that in a DRSS system the signal subtractions lead to one less observation

for the system to use in its decision rule. We also note that a pragmatic advantage

for an attacker in a DRSS system is that the determination of his optimal transmit

power is no longer required.

In general, we can obtain N(N − 1)/2 DRSS values from N RSS values. The

N(N − 1)/2 DRSS values include (N − 1) basic DRSS values, and (N − 1)(N − 2)/2

redundant DRSS values, which means all the N(N − 1)/2 DRSS values can be de-

termined by linear combinations of the (N − 1) basic DRSS values. As such, the

(N − 1) basic DRSS values include all the information embedded in the N(N − 1)/2

DRSS values, and our DRSS-based LVS utilizes the (N − 1) basic DRSS values. We

achieve the (N − 1) basic DRSS values from N RSS values by subtracting the N -th

RSS value from all other (N − 1) RSS values. As such, the m-th DRSS value under
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H0 is given by

∆ym = ∆um +∆ωm, m = 1, 2, . . . , N − 1, (3.35)

where ∆um = um − uN and ∆ωm = ωm − ωN . We note that ∆ωm is Gaussian with

zero mean and variance 2(σ2
dB −RmN). We denote the (N − 1)× (N − 1) covariance

matrix of the (N−1)-dimensional DRSS vector∆y = [∆y1, . . . ,∆yN−1]
T asD, whose

(m,n)-th element is given by (n = 1, 2, . . . , N − 1)

Dmn = RNN +Rmn −RmN −RnN . (3.36)

As such, ∆y under H0 follows a multivariate normal distribution, which is given by

f (∆y|H0) = N (∆u,D), (3.37)

where ∆u = [∆u1, . . . ,∆uN−1]
T is the mean vector.

Likewise, the m-th DRSS value under H1 is

∆ym = ∆vm +∆ωm, (3.38)

where ∆vm = vm − vN . Noting ∆v = [∆v1, . . . ,∆vN−1]
T , ∆y under H1 follows

another multivariate normal distribution, which is given by

f (∆y|xt,H1) = N (∆v,D). (3.39)

3.4.2 Attack Strategy of the Malicious User

As per (3.3) and (3.7), we know that both p and d are constant at all elements of

u and v. As such, based on (3.35) and (3.38) we can see that ∆y under both H0

and H1 are independent of p and d, and therefore both f (∆y|H0) and f (∆y|xt,H1)

are independent of p and d. As such, in the DRSS-based LVS the malicious user

does not need to adjust his transmit power in order to minimize the probability to be

detected. In the DRSS-based LVS, the malicious user only has to optimize his true

location through minimizing the KL-divergence from f (∆y|xt,H1) to f (∆y|H0),
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which is given by

ϕ(xt) = DKL [f (∆y|xt,H1) ||f (∆y|H0)]

=

∫ ∞

−∞
ln
f (∆y|xt,H1)

f (∆y|H0)
f (∆y|xt,H1) d∆y

=
1

2
(∆v −∆u)TD−1(∆v −∆u). (3.40)

The optimal value of xt for the malicious user in the DRSS-based LVS can be obtained

through

x
‡
t = argmin

||xt−xc||≥r
ϕ(xt). (3.41)

The likelihood function under H1 for xt = x
‡
t is given by

f
(
∆y|x‡t ,H1

)
= N (∆v‡,D), (3.42)

where ∆v‡m = v‡m − v‡N and v‡ is obtained by substituting x
‡
t into v.

3.4.3 Detection Performance of the DRSS-based LVS

In this subsection, we again consider the case where the true location of the malicious

user is physically constrained. Specifically, we first analyze the performance of the

DRSS-based LVS for an arbitrary xt, and then present the performance of the DRSS-

based LVS for xt = x
‡
t as a special case.

Following (3.9), the specific LRT decision rule of the DRSS-based LVS for any xt

is given by

Λ (∆y) ,
f (∆y|xt,H1)

f (∆y|H0)

D1≥
<
D0

λD, (3.43)

where Λ (∆y) is the likelihood ratio of ∆y and λD is a threshold for Λ (∆y). Sub-

stituting (3.37) and (3.42) into (3.43), we obtain Λ (∆y) in log domain as

lnΛ (∆y) =
1

2
(∆y −∆u)TD−1(∆y −∆u)− 1

2
(∆y −∆v)TD−1(∆y −∆v)

= (∆v −∆u)TD−1∆y − 1

2
(∆v −∆u)TD−1(∆v +∆u). (3.44)
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Then, we can rewrite the decision rule given in (3.43) as

T(∆y)

D0≥
<
D1

ΓD, (3.45)

where T(∆y) is the test statistic given by

T(∆y) , (∆v −∆u)TD−1∆y, (3.46)

and ΓD is the threshold for T(∆y) given by

ΓD , lnλD +
1

2
(∆v −∆u)TD−1(∆v +∆u). (3.47)

We then derive the false positive rate, αD(xt), and the detection rate, βD(xt), of the

DRSS-based LVS for any xt in the following theorem.

Theorem 3 The false positive and detection rates of the DRSS-based LVS for any

xt are given by

αD(xt) = Q


 ΓD − (∆v−∆u)

T
D−1∆u√

(∆v−∆u)
T
D−1 (∆v−∆u)




= Q


 lnλD +

1
2
(∆v−∆u)

T
D−1 (∆v−∆u)√

(∆v−∆u)
T
D−1 (∆v−∆u)


 , (3.48)

βD(xt) = Q


 ΓD − (∆v−∆u)

T
D−1∆v√

(∆v−∆u)
T
D−1 (∆v−∆u)




= Q


 lnλD −

1
2
(∆v−∆u)

T
D−1 (∆v−∆u)√

(∆v−∆u)
T
D−1 (∆v−∆u)


 . (3.49)

We now prove Theorem 3. Using (3.37), (3.42), and (3.46), the distributions of

T(∆y) under H0 and H1 are derived as follows

T(∆y)|H0∼N
(
(∆v−∆u)

T
D−1∆u, (∆v−∆u)

T
D−1 (∆v−∆u)

)
, (3.50)

T(∆y)|H1∼N
(
(∆v−∆u)

T
D−1∆v, (∆v−∆u)

T
D−1 (∆v−∆u)

)
. (3.51)
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As per the decision rule in (3.45), the false positive and detection rates are given by

αD(xt) , Pr (T(∆y) ≥ ΓD|H0) , (3.52)

βD(xt) , Pr (T(∆y) ≥ ΓD|H1) . (3.53)

Substituting (3.50) and (3.51) into (3.52) and (3.53), respectively, we obtain the

results in (3.48) and (3.49) after some algebraic manipulations. This completes the

proof of Theorem 3.

For xt = x
‡
t , the LRT decision rule of the DRSS-based LVS is given by

Λ∗ (∆y) ,
f (∆y|xt,H1)

f (∆y|H0)

D1≥
<
D0

λ∗D, (3.54)

where Λ∗ (∆y) is the likelihood ratio of ∆y for xt = x
‡
t and λ

∗
D is a threshold for

Λ∗ (∆y). Following Theorem 3, the false positive and detection rates of the DRSS-

based LVS for xt = x
‡
t are given by

α∗D = Q


 lnλ

∗
D +

1
2

(
∆v‡−∆u

)T
D−1

(
∆v‡−∆u

)
√(

∆v‡−∆u
)T

D−1
(
∆v‡−∆u

)


 , (3.55)

β∗D = Q


 lnλ

∗
D − 1

2

(
∆v‡−∆u

)T
D−1

(
∆v‡−∆u

)
√(

∆v‡−∆u
)T

D−1
(
∆v‡−∆u

)


 . (3.56)

Again, note that the results provided in (3.48) and (3.49) are for any xt, which

are more general than that provided in (3.55) and (3.56). That is, α∗D = αD(x
‡
t) and

β∗D = βD(x
‡
t). By using (3.48) and (3.49), we can compare the performance of the

DRSS-based LVS with that of the RSS-based LVS in a general scenario.

3.5 Comparison between RSS-based LVS and DRSS-

based LVS

In this section, we conduct a thorough comparison between the RSS-based LVS and

the DRSS-based LVS. We now present the following theorem with regard to this

comparison for a given xt.
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Theorem 4 For any xt, we have α
o
R(xt) = αD(xt) and β

o
R(xt) = βD(xt) for λR = λD.

That is, for any xt the performance of the RSS-based LVS with px = pox(xt) is identical

to the performance of the DRSS-based LVS.

The proof of Theorem 4 is provided in Appendix A.

We note that the result provided in Theorem 4 is valid for any R, i.e., for any

kind of shadowing (correlated or uncorrelated). We also note that in Theorem 4 the

condition to guarantee the RSS-based LVS being identical to the DRSS-based LVS is

that px = pox(xt). This condition forces the malicious user to optimize his transmit

power based on the given xt in the RSS-based LVS, but not in the DRSS-based LVS.

Without this condition, the comparison result between the RSS-based LVS and the

DRSS-based LVS is present in the following corollary.

Corollary 1 For any xt, the performance of the RSS-based LVS with px 6= pox(xt)

is better than the performance of the DRSS-based LVS.

We now prove Corollary 1. For any px and xt, the LRT decision rule of the

RSS-based LVS is given by

Λ (y) ,
f (y|px,xt,H1)

f (y|H0)

D1≥
<
D0

λR, (3.57)

where Λ (y) is the likelihood ratio of y and λR is a threshold for Λ (y). Following

Theorem 2, the false positive and detection rates of the RSS-based LVS for any px

and xt are given by

αR(px,xt) = Q


 lnλR +

1
2
(v−u)T R−1 (v−u)√

(v−u)T R−1 (v−u)


 , (3.58)

βR(px,xt) = Q


 lnλR −

1
2
(v−u)T R−1 (v−u)√

(v−u)T R−1 (v−u)


 . (3.59)

Then, Corollary 1 can be presented in math as that given px 6= pox(xt), we have

βR(px,xt) > βD(xt) for αR(px,xt) = αD(xt) or αR(px,xt) < αD(xt) for βR(px,xt) =
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βD(xt). Given the proof of Theorem 4, in order to prove Corollary 1 we only have to

prove the following equation

(v−u)T R−1 (v−u) > (∆v−∆u)
T
D−1 (∆v−∆u) . (3.60)

Following similar manipulations in (A.3), for R = IN we have

(v−u)T R−1 (v−u) =
N∑

i=1

g2i . (3.61)

Since the malicious user’s true location cannot be the same as his claimed location,

i.e., xt 6= xc, we have v 6= u and
(∑N

i=1 gi

)2

> 0. As such, as per (A.3) and (3.61)

we have

(v−u)T R−1 (v−u) > (w−u)T R−1 (w−u) . (3.62)

Based on (A.1) and (3.62), we have proved (3.60), which completes the proof of

Corollary 1.

We note that Corollary 1 presents a fair comparison between the RSS-based LVS

and the DRSS-based LVS when the malicious user does not know the transmit power

of the legitimate user and thus cannot optimize his transmit power.

Under the best attack strategies of the malicious user, the comparison result be-

tween the RSS-based LVS and the DRSS-based LVS is present in the following corol-

lary.

Corollary 2 We have α∗R = α∗D and β∗R = β∗D for λ∗R = λ∗D. That is, the performance

of the RSS-based LVS for px = p∗x and xt = x∗t is identical to the performance of the

DRSS-based LVS for xt = x
‡
t .

We now prove Corollary 2. Based on Theorem 4, in order to prove Corollary 2 we

only have to prove x∗t = x
‡
t . We note that x∗t and x

‡
t are obtained through minimizing

φ(pox(xt),xt) and ϕ(xt), respectively. As such, in order to prove x
∗
t = x

‡
t , it suffices to

prove φ(pox(xt),xt) = ϕ(xt). As per (3.15) and (3.40), we can see that we have proved

φ(pox(xt),xt) = ϕ(xt) in (A.1).



3.6 Numerical and Simulation Results 72

We note that Corollary 2 presents a comparison between the performance limits

of the RSS-based LVS and the DRSS-based LVS. In the proof of Corollary 2, we

also proved that the malicious user’s optimal true location for the RSS-based LVS

is the same as that for the DRSS-based LVS. We also note that the analysis and

results reported in this chapter are not directly applicable to the colluding threat

scenario (where multiple colluding adversaries attack the LVS). Future studies may

wish to explore these more sophisticated attacks in the context of correlated fading

channels. However, although such sophisticated attacks will obviously lead to poorer

LVS performance, a conjecture is that the trends discovered here with regard to the

impact of correlated shadowing on LVS performance will persist.

3.6 Numerical and Simulation Results

We now present numerical results to verify the accuracy of our provided analysis in

this chapter. We also provide some insights on the impact of the spatially correlated

shadowing on the performance of the RSS-based LVS and the DRSS-based LVS.

Although we have simulated a wide range of system settings, the associated set-

tings for the results shown in this chapter (unless otherwise stated) are as follows.

We carry out simulations that resemble settings anticipated for emerging VANETs.

In the simulations specifically shown here, the BSs and the claimed locations are

deployed in a rectangular area 500m by 20m. The origin is set at the center of the

rectangular area, with the x-coordinate taken along the length, and the y-coordinate

taken along the width. The claimed location of a user (legitimate or malicious) is

set such as xc = (50, 5), which is also the true location of the legitimate user. The

locations of all BSs are provided in the caption of each figure, and all BSs collect

measurements from the legitimate and malicious users. The path loss exponent is set

to γ = 3, and the reference power is set to p = −10 dB at d = 1m.

In Fig. 3.1, we present the ROC curves of the RSS-based LVS. In order to ob-

tain this figure, we have set the BSs at regular intervals (250m) on each side of the
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Figure 3.1: ROC curves of the RSS-based LVS for σdB = 7.5, Dc = 50m,

r = 500m, px = pox(xt), and N = 3
(
x1 = (−250, 10), x2 = (0,−10), and

x3 = (250, 10)
)
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rectangular area. In this figure, we first observe that the Monte Carlo simulations

precisely match the theoretic results, confirming our analysis in Theorem 2. We also

observe that the ROC curves for xt 6= x∗t dominate the ROC curve for xt = x∗t . This

observation indicates that if the malicious user does not optimize his true location,

it will be easier for the RSS-based LVS to detect the malicious user. In summary,

the ROC curve for xt = x∗t (analysis presented in (3.33) and (3.34)) provides a lower

bound for the performance of the RSS-based LVS.

In Fig. 3.2, we present the ROC curves of the DRSS-based LVS. In order to obtain

this figure, we have deployed the BSs randomly inside the rectangular area, which

relates to a scenario where authorized vehicles represent the BSs. In this scenario

the authorized vehicles already have their locations authenticated, and they are used

as anchor points in authenticating the positions of yet-to-be authorized vehicles. In

this figure, we first observe that the Monte Carlo simulations precisely match the

theoretic results, confirming our analysis in Theorem 3. We also observe that the

ROC curves for xt 6= x
‡
t dominate the ROC curve for xt = x

‡
t . Again, this observation

demonstrates the importance of optimally choosing the true location for the malicious

user. To conclude, the ROC curve for xt = x
‡
t (analysis presented in (3.55) and (3.56))

provides a lower bound for the performance of the DRSS-based LVS.

In Fig. 3.3, we present the ROC curves of the RSS-based LVS and the DRSS-

based LVS. In order to obtain this figure, we have set one of the BSs at one side of

the rectangular area and deployed the other two BSs randomly inside the rectangular

area. This mimics the scenario in which only one fixed BS is available and we have

to conduct location verification with the help of two already-authorized vehicles. In

this figure, we first observe that the RSS-based LVS for px = pox(xt) and the DRSS-

based LVS achieve identical performance (identical ROC curves). This demonstrates

that as long as the malicious user optimizes his transmit power (as per his true

location) the RSS-based LVS is identical to the DRSS-based LVS, which confirms

the analytical comparison between the RSS-based LVS and the DRSS-based LVS

presented in Theorem 4. We also observe that the ROC curves of the RSS-based LVS
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and x3 = (20.6,−0.9)
)
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for px 6= pox(xt) dominate the ROC curves of the DRSS-based LVS. This observation

confirms that if the malicious user does not optimize his transmit power, the RSS-

based LVS achieves a better performance than the DRSS-based LVS, which is provided

in Corollary 1. This indicates that the RSS-based LVS is subjectively better than

the DRSS-based LVS since the performance of the DRSS-based LVS is independent

of the malicious user’s transmit power and the determination of the optimal transmit

power for the malicious user is no longer required in the DRSS-based LVS. In the

simulations of Fig. 3.3, we confirmed that the malicious user’s optimal true location

for the RSS-based LVS is the same as that for the DRSS-based LVS, i.e., x∗t = x
‡
t .

As such, Fig. 3.3 also confirms our analysis provided in Corollary 2.

In Fig. 3.4 and Fig. 3.5, we investigate the impact of the spatial correlation of

the shadowing on the performance of the RSS-based LVS and the DRSS-based LVS,

where Dc = 0m corresponds to the case with uncorrelated shadowing. In Fig. 3.4,

we set px = p∗x and xt = x∗t for the RSS-based LVS. From (3.12) and (3.17), we can
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see that both p∗x and x∗t are dependent on the spatial correlation of the shadowing

(they are both functions of Dc), and the exact values of p
∗
x and x∗t corresponding to

each Dc are also provided in Fig. 3.4. In this figure, we first observe the ROC curve

moves toward the upper left corner (i.e., the area under the ROC curve increases)

as Dc increases, which shows that the performance of the RSS-based LVS becomes

better as Dc increases. This observation demonstrates that the spatial correlation

of the shadowing improves the detection performance of the RSS-based LVS under

the specific settings. We note that the above performance improvement due to the

spatial correlation of the shadowing is only achieved under the condition px = p∗x and

xt = x∗t . If the malicious user is physically limited at some specific location xt and he

optimizes his transmit power as per xt, i.e., px = pox(xt), the spatial correlation of the

shadowing does not have a monotonic impact on the performance of the RSS-based

LVS. As per Theorem 4 and Corollary 2, the ROC curves provided in Fig. 3.4 are

also valid for the DRSS-based LVS, in which we have to set xt = x
‡
t . As such, we can

conclude that the spatial correlation of the shadowing can also improve the detection

performance of the DRSS-based LVS. Also, for a determined xt the spatial correlation

does not have a monotonic impact on the performance of the DRSS-based LVS. For

confirmation, we also provide the ROC curves for the DRSS-based LVS in Fig. 3.5

under different settings. The same conclusion on the impact of spatial correlation of

the shadowing can be drawn from Fig. 3.5.

In Fig. 3.6, we examine the impact of the parameter r on the performance of

both the RSS-based LVS and the DRSS-based LVS. We note that r is the minimum

distance between the claimed location and the malicious user’s true location. As such,

the disc determined by xc and r can be interpreted as the area protected by some

physical boundaries. In Fig. 3.6, we observe that the ROC curve moves toward the

upper left corner as r increases, which indicates that the malicious user will be easier

to detect if he is further away from his claimed location. We also observe that the

performance improvement due to increasing r is not significant when r is larger than

some specific value (e.g., r > 250m).



3.7 Summary 78

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

False positive rate

D
et

ec
ti

o
n

ra
te

r = 1000m, x
∗

t
= x

‡

t
= (−926.9,−208.7)

r = 250m, x
∗

t
= x

‡

t
= (119.9,−178.4)

r = 100m, x
∗

t
= x

‡

t
= (4.2,−83.9)

r = 70m, x
∗

t
= x

‡

t
= (19.9,−58.2)

r = 50m, x
∗

t
= x

‡

t
= (29.7,−40.7)

Figure 3.6: ROC curves of the RSS-based LVS (px = p∗x) and the DRSS-

based LVS for σdB = 5, Dc = 50m, xt = x∗t = x
‡
t , and N = 3

(
x1 = (0, 10),

x2 = (131.4,−9.3), and x3 = (20.6,−0.9)
)
.

3.7 Summary

In this chapter we have formally analyzed for the first time, the performances of two

important types of LVSs, RSS and DRSS-based, in the regime of spatially correlat-

ed shadowing. Although generally applicable to a range of wireless networks, our

analysis illustrates that for anticipated levels of correlated shadowing in a VANETs

environment, both types of LVSs will have much improved performance. In addition,

we formally proved that in fact the DRSS-based LVS has identical performance to that

of the RSS-based LVS, for all levels of correlated shadowing. Even more surprisingly,

the identical performance of RSS and DRSS-based LVSs was found to hold even when

the adversary cannot optimize his true location. We found the performance of the

RSS-based LVS to be better than that of the DRSS-based LVS only in the case where

the adversary cannot optimize all variables under her control. The results presented

here will be important for all practical location authentication systems deployed in

support of emerging VANETs applications.



Chapter 4

Location Verification Systems in

Rician Fading Channels

4.1 Introduction

The adverse effects of location spoofing can be more severe in VANETs due to the

wide utilization of location information in VANETs. The integrity of claimed loca-

tions in VANETs is therefore important, and motivates the introduction of an LVS

to VANETs. In Chapter 2 and Chapter 3, we developed optimal RSS-based LVSs for

general wireless networks by considering uncorrelated and spatially correlated shad-

owing. Although these developed LVSs can be deployed in VANETs, some specific

properties of VANETs (e.g., dedicated wireless channel conditions) were not explicitly

explored.

In this chapter, we develop and analyze an optimal LVS for VANETs under Rician

channels. This is motivated by the fact that in VANETs environments Rician chan-

nels are anticipated to dominate the channel characteristics [105, 106]. In addition,

how the detection performance of an LVS is dependent on some properties of these

Rician channels was not explicitly explored in the literature. For example, in [48]

the authors utilized on-board radar systems to verify a vehicle’s claimed location

79
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(obtained through a GPS system). Considering the system noise, the authors first

determined the GPS position tolerance shadow and radar position tolerance shad-

ow, separately. The threshold and performance of the proposed location verification

algorithm is determined by the accuracy of the GPS and radar systems. The time

required to detect a malicious user is used as the evaluation criterion. However,

the dependence between detection performance of the proposed LVS and the specif-

ic channel properties was not analyzed. In VANETs several important gaps in our

knowledge of LVS performances and reliabilities under Rician channels remain. A-

mong these are, (i) the optimal performance of an LVS as a function of the wireless

channel conditions, and (ii) the optimal performance of an LVS as a function of the

tracking information on a vehicle. These two open issues are of particular relevance

to the VANETs environment, and the resolution of them forms the core of the work

presented in this chapter. We note that how the detection performance of an LVS

depends on the tracking information on a vehicle was investigated in [32]. A wireless

intrusion detection system based on the utilization of position tracking and the lo-

calization error bounds of Extended Kalman Filters is developed in [32]. It is shown

in [32] that the detection errors of the system with tracking information can be an

order of magnitude smaller relative to that of the system with only a static location.

However, the optimality of the location spoofing detection system with tracking was

not discussed in [32].

With regard to our first issue, the specific question we wish to answer is “How does

the optimal detection performance of an LVS quantitatively depend on the proportion

of the LOS (line-of-sight) relative to non-LOS in a wireless channel?”. The proportion

of the LOS relative to non-LOS in a wireless channel impacts the characteristics

of observations obtained over wireless channels, such as the shadowing variance of

RSS, the estimation error of TOA, and the statistics on AOA determinations. The

follow-on impact of such effects on LVS performances is non-trivial. Our approach

in addressing this question will be to first determine the optimal attack strategy of

the malicious vehicle, and then to use that in order to conduct a formal theoretical
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analysis on the LVS performance. With regard to our second issue, we pose the specific

question: How does the tracking information on a vehicle quantitatively improve the

detection performance of an LVS? This question is of practical significance since

under some channel conditions the detection performance of an LVS with a only

single claimed location (no tracking) is unfavorable. We address this issue by first

formally developing the optimal decision rule of an LVS via an LRT based on the

track of claimed locations and then analyze the detection performance of an LVS

when such tracking information is available.

In order to explicitly answer the above two questions, the directions and some

specific contributions of this chapter are summarized as follows. We first determine

the optimal attack strategy of a malicious vehicle. To this end, after deriving the

optimal transmit power and the optimal beamformer for the malicious vehicle at

an arbitrary location, we identify the optimal locations of the malicious vehicle (best

locations to launch an attack). Our analysis indicates that these optimal locations are

determined solely by a single direction (due to the ability of the malicious vehicle to

vary his transmit power and beamformer). Our analysis also reveals that the detection

performance of an LVS will not be a function of the number of antennas held by the

malicious vehicle once this number is above a derived bound. We next establish that

the optimal attack direction is that set by the direction from the claimed location

to the BS, and show how the malicious vehicle can perfectly imitate the signals

expected from a legitimate vehicle if the malicious vehicle can find a location in this

optimal direction with non-zero LOS. However, given a constraint imposed that the

true location of the malicious vehicle should be some minimum distance from its

claimed location, such an optimal attack direction may not be viable. Considering

unlimited resources possessed by the malicious vehicle (e.g., unlimited number of

antennas), the LVS can determine the actual (now sub-optimal) best attack location

given the constraint. We present how all of these findings allow us to establish

lower bounds (worst-case scenario) on the detection performance of the LVS. We next

extend our analysis to a tracking version of the LVS where multiple claimed locations
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and observations are utilized, showing how an extension of our previous analysis can

lead to a range of similar outcomes, but with improved detection performance. A

key part of the tracking LVS which allows for these findings is that the number of

claimed locations and observations used for the decision-making process is randomly

selected. Additional constraints on the tracking LVS solutions, imposed by speed

limitations of the malicious vehicle, are presented. Finally, we present extensions

of our analysis that take into account non-linear antenna arrays, and discuss the

detection performance of the LVS in the presence of colluding attacks.

The rest of this chapter is organized as follows. Section 4.2 details our system

model. In Section 4.3, the optimal attack strategy of the malicious vehicle is deter-

mined, based on which the detection performance of the LVS is analyzed. Section 4.4

formalizes the optimal decision rule of the LVS when tracking information of the

claimed location is available. In Section 4.5, we present numerical results to verify

our analysis and we also draw some important insights based on our analysis. In

Section 4.6, we discuss potential extension directions of our analysis and the impact

of colluding attacks on an LVS. Finally, Section 4.7 draws concluding remarks.

4.2 System Model

4.2.1 System Assumptions

We represent the inputs of an LVS as binary hypotheses, the null hypothesis H0

and the alternative hypothesis H1. Under H0 the vehicle is legitimate and provides

to the LVS a claimed location equal to its true location. Under H1 the vehicle is

malicious1 and provides to the LVS a claimed location which is not its true location

(a spoofed location). We consider a VANETs application scenario, where the BS, the

1Note, although we will often refer to the attacker as the malicious vehicle, we should bear in

mind that in reality the attacker may not be a vehicle (e.g., could be a generic device/user situated

anywhere).
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Figure 4.1: Illustration of the orientations of the three ULAs and the ge-

ometry of the BS, the legitimate vehicle, and the malicious vehicle. We note

that N1, d1(t), θ1(t), and ψ1(t) are not assumed to be known to the LVS.

legitimate vehicle, and the malicious vehicle are all equipped with Uniform Linear

Arrays (ULAs). We discuss later the impact of non-linear antenna arrays. The

number of antenna elements of the ULAs at the BS, the legitimate vehicle, and the

malicious vehicle are NB, N0, and N1, respectively. Utilizing observations obtained

over wireless channels, the BS is to verify whether the vehicle is indeed at its claimed

location or not, thus inferring whether the vehicle is legitimate or malicious. In the

first instance we will assume the presence of only one malicious vehicle (we discuss

colluding attacks later).

We adopt the polar coordinate system (dk, θk) in this chapter (k ∈ {0, 1}), where
d0 (d1) is the distance from the origin to the center of the legitimate (malicious)

vehicle’s ULA, and θ0 (θ1) represents the angle measured counterclockwise from the

x-axis to the line connecting the center of the legitimate (malicious) vehicle’s ULA to

the origin. The location of the BS is selected as the origin, and the BS’s ULA is aligned

with the x-axis (antenna elements all on x-axis). A schematic of our assumed set-up is
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shown in Fig. 4.1. The claimed location of a vehicle (legitimate or malicious) at time

slot t (t = 1, 2, . . . , T ) is denoted as xc(t) = (dc(t), θc(t)), which is supplied to the LVS

and to be verified (note, the LVS may be embedded in the BS). The true location of

the vehicle under H0 (the legitimate vehicle’s true location) at t is denoted as x0(t) =

(d0(t), θ0(t)). The true location of the vehicle under H1 (the malicious vehicle’s true

location) at t is denoted as x1(t) = (d1(t), θ1(t)). Since the legitimate vehicle reports

its true location to the LVS, we have xc(t) = x0(t). We adopt a practical threat model,

in which the distance between the malicious vehicle’s true location and its claimed

location is larger than some specific value rl (i.e., ‖x1(t)−xc(t)‖ > rl). We note that

this assumption is reasonable since the malicious vehicle does not need to spoof its

claimed location if ‖x1(t)−xc(t)‖ is very small. The value of rl can be predetermined
based on some specific application scenario and in general it is larger than a vehicle’s

intrinsic position uncertainty. The angles ψ0(t) and ψ1(t) as shown in Fig. 4.1 are

under the control of the legitimate and malicious vehicles, respectively. We note that

ψ0(t) (ψ1(t)) represents the angle measured counterclockwise from the orientation of

the ULA at the legitimate (malicious) vehicle to the line connecting the center of

the legitimate (malicious) vehicle’s ULA to the origin. Without other statements, we

assume all information available to the LVS, BS, and legitimate vehicle is also known

to the malicious vehicle. We assume N1, x1(t), and ψ1(t) are known only by the

malicious vehicle. We will assume that N1 is unbounded (of course in practice this

number is constrained by the communication wavelength and the physical dimensions

of the vehicle). If in practice the malicious vehicle possesses less than a critical number

of antenna elements (to be derived later), then the results presented here represent

conservative lower bounds on the LVS performance.

In this chapter we will consider observations collected by only one BS. In general,

this represents the most likely (default) scenario for many real-world VANETs. As

such, the analysis we provide here should be widely applicable. The analysis for

the single BS also forms the basis from which other more complicated scenarios can

be built upon. For example, in instances where additional BSs are within range
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of claimed positions, the work presented in this chapter can be readily adapted to

account for that.2 A conceptually simple method of doing this would be for each

additional BS to be allocated a separate LVS which can then cooperate with other

LVSs (BSs) in order to make optimally-joint decisions.

4.2.2 Channel Model

We assume the channel from a vehicle (legitimate or malicious) to the BS is subject

to Rician fading. Then, the NB ×Nk channel matrix at t under Hk is given by

Hk(t) =

√
Kk(t)

1 +Kk(t)
Hk(t) +

√
1

1 +Kk(t)
H̃k(t), (4.1)

where Kk(t) is the Rician K-factor of the channel under Hk (we assume Kk(t) is

a function the vehicle’s true location), Hk(t) is the LOS component of Hk(t), and

H̃k(t) is the scattered component of Hk(t). The entries of H̃k(t) are independent

and identically distributed (i.i.d.) circularly-symmetric complex Gaussian random

variables with zero mean and unit variance. We assume that H̃k(t) is i.i.d. in different

time slots. Denoting ρB as the space between two adjacent antenna elements of the

ULA at the BS, Hk(t) can be written as Hk(t) = rk(t)tk(t) [107], where rk(t) and

tk(t) are given by

rk(t) = [1, · · · , exp(j(NB − 1)τB cos θk(t))]
T , (4.2)

tk(t) = [1, · · · , exp(−j(Nk − 1)τk cosψk(t))] . (4.3)

In (4.2) and (4.3), we have τB = 2πfcρB/c and τk = 2πfcρk/c, where fc is the carrier

frequency, c is the speed of propagation of the plane wave, ρ0 is the space between two

antenna elements of the ULA at the legitimate vehicle, and ρ1 is the space between

two antenna elements of the ULA at the malicious vehicle. We note that we assume

2We note that other trusted vehicles within range of the claimed position could also be used as

additional reference stations. Indeed, vehicles which are considered legitimate (e.g., by consistently

passing all LVS decisions over a length of time) can be used to dynamically create/update the K

map for a particular BS, at least with regard to all locations on the road.
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the LVS knows K0(t) (e.g., through a predetermined measurement campaign in the

vicinity of the BS). We assume K1(t) is known by the malicious vehicle but not known

by the LVS. Note that we will assume that the time dependence for all our variables

arises solely from the fact that the vehicle is in general moving (i.e., the variables are

functions of location). The exception to this is H̃k(t), for which the time dependence

is also due to the movement of scatterers. Our channel model covers the entire range

of conditions from a pure Rayleigh channel (K = 0) to a pure LOS channel (K =∞).

4.2.3 Observation Model

The composite observation model is given by

Hk : y(t)=
√
pk(t)g(dk(t))Hk(t)bk(t)s+nk(t), (4.4)

where pk(t) is the transmit power of the vehicle under Hk,
3 g(dk(t)) is the path loss

gain under Hk given by g(dk(t)) = (c/4πfcdr)
2
(dr/dk(t))

ξ, dr is a reference distance,

ξ is the path loss exponent, bk(t) is the beamformer adopted by the vehicle under Hk

that satisfies ‖bk(t)‖ = 1, s is the publicly known pilot symbol satisfying ‖s‖ = 1,

and nk(t) is the additive white Gaussian noise vector at t under Hk, of which the

entries are i.i.d. circularly-symmetric complex Gaussian random variables with zero

mean and variance σ2
k. We note that for simplicity we assume that ξ is independent of

a vehicle’s location and is the same for all power components (i.e., Hk(t) and H̃k(t))

since we have assumed that Kk(t) is a function of a vehicle’s location [108]. As we

show later, our analysis still holds even if ξ is a function of a vehicle’s location and is

different for Hk(t) and H̃k(t). We assume that the legitimate vehicle adopts constant

transmit power, i.e., p0(t) = p0. However, we note that p1(t) varies. This is due to

the fact that the malicious vehicle can adjust its transmit power based on each pair

3We will be conservative and assume the attacker has unlimited power resources. If a power

constraint (on attacker) is introduced some of the attacks we describe later may not be possible,

and in these circumstances the LVS performances shown can be considered lower bounds (worst-case

scenarios).
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of x0(t) and x1(t). We also assume that nk(t) is i.i.d. in different time slots. We note

that b0(t) and p0 are under the control of the legitimate vehicle. We assume that the

legitimate vehicle cooperates with the BS to facilitate the location verification. To this

end, the legitimate vehicle sets b0(t) = t
†
0(t)/‖t0(t)‖ so as to maximize |t0(t)b0(t)|.

In addition, the legitimate vehicle sets its transmit power to the required value by

the BS (we assume p0 is publicly known). Again, we assume neither p1(t) nor b1(t)

is known to the LVS. According to (4.1) and (4.4), the likelihood function of y(t)

conditioned on a known s under Hk is

f(y(t)|Hk)=
1

πNB det(Rk(t))
exp

[
−(y(t)−mk(t))

†R−1k (t)(y(t)−mk(t))
]
, (4.5)

where mk(t) and Rk(t) are the mean vector and covariance matrix of y(t) under Hk,

respectively, which are given by

mk(t) =

√
pk(t)g(dk(t))Kk(t)

1 +Kk(t)
Hk(t)bk(t), (4.6)

Rk(t) =

(
pk(t)g(dk(t))

1 +Kk(t)
+ σ2

k

)
INB

. (4.7)

We note that we have H0(t)b0(t) =
√
N0r0(t) due to b0(t) = t

†
0(t)/‖t0(t)‖. We

also note that f(y(t)|H1) is dependent on p1(t), b1(t), and x1(t). Thus, we also

denote f(y(t)|H1) as f (y|p1(t),b1(t),x1(t),H1). These parameters (i.e., p1(t), b1(t),

and x1(t)) are all under the control of the malicious vehicle and are unknown to the

LVS. In the next section, we will discuss how the malicious vehicle optimally sets

these parameters in order to minimize the probability of being detected by the LVS.

4.3 Location Verification System Without Track-

ing

In this section we examine the performance of the LVS by considering only one claimed

location and one observation snapshot at the BS antennas (i.e., BS measurements

made in one time slot, and T = 1). As such, we drop explicit reference to (t) for all
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variables in this section. We first present the decision rule and performance metrics

adopted in this LVS. We then discuss the optimal attack strategy of the malicious

vehicle (i.e., how to optimally set p1, b1, and x1) in order to minimize the probability

to be detected. Finally, we analyze the detection performance of the LVS based on

this optimal attack strategy.

4.3.1 Decision Rule of the LVS

We adopt the LRT as the decision rule of the LVS. This is due to the fact that the

LRT achieves the highest detection rate for any given false positive rate [86]. The

LRT decision rule is given by

Λ (y) ,
f (y|p1,b1,x1,H1)

f (y|H0)

D1≥
<
D0

λ, (4.8)

where Λ (y) is the likelihood ratio of y, λ is the threshold for Λ (y), and D0 and

D1 are the binary decisions that infer whether the vehicle is legitimate or malicious,

respectively. Given the decision rule in (4.8), the false positive and detection rates

of the LVS are functions of λ. Note, the false positive rate is given by α(λ) =

Pr (Λ (y) > λ|H0), and detection rate is given by β(λ) = Pr (Λ (y) > λ|H1). The

specific value of λ can be set through predetermining a false positive rate, minimizing

the Bayes’ average cost, or maximizing the mutual information between the system

input and output as what we did in Chapter 2. In order to quantitatively examine

the impact of some system parameters on the detection performance of the LVS, we

have to adopt a unique metric to evaluate the LVS. When it is necessary, we adopt a

special Bayes’ average cost as the unique performance metric, which is the total error.

The total error is obtained by setting the costs of correct and incorrect decisions as

zeros and ones, respectively [34]. The total error can be expressed as

ǫ(λ) = P0α(λ) + (1− P0)(1− β(λ)), (4.9)

where P0 and 1− P0 are the a priori probabilities that the vehicle is legitimate and

malicious, respectively. Based on the Bayesian framework, the optimal value of λ
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that minimizes ǫ(λ) is given by λ∗ = P0/(1− P0) [34]. Substituting λ
∗ into (4.9), we

can obtain the minimum value of ǫ(λ), referred to as the minimum total error and

denoted by ǫ∗.

4.3.2 Optimal Attack Strategy Against the LVS

Knowing (4.8), the malicious vehicle is to minimize the difference between f (y|H0)

and f (y|p1,b1,x1,H1) in order to minimize the detection rate. It can be shown that

minimization of the KL divergence from f (y|p1,b1,x1,H1) to f (y|H0) leads to the

minimum detection rate [109]. This is due to that the KL divergence is also the

expected log likelihood ratio when the alternative hypothesis H1 is true. The KL

divergence from f (y|p1,b1,x1,H1) to f (y|H0) is defined as [104]

DKL (f (y|p1,b1,x1,H1) ||f (y|H0)) =

∫
[ln Λ(y)] f (y|p1,b1,x1,H1) dy. (4.10)

Given this, the optimization problem for the malicious vehicle can be written as

(p1,b1,x1)
∗
= argmax

p1≥0,‖b1‖=1,
‖xc−x1‖≥rl

DKL (f (y|p1,b1,x1,H1) ||f (y|H0)) . (4.11)

We present the solutions to (4.11) in two steps. We first derive the optimal values of

p1 and b1 for any given x1 in Theorem 5. Then, we search for the optimal value of

x1 numerically, with the aid of Theorem 6.

Theorem 5 The optimal values of p1 and b1 that minimize the detection rate for

any given x1 are derived as

p∗1(x1) =
K1 + 1

g(d1)

(
p0g(d0)

1 +K0

+ σ2
0 − σ2

1

)
, (4.12)

b∗1(x1) = U∗p
∗, (4.13)

where U∗ is the left singular and orthogonal matrix of the Singular Value Decompo-

sition (SVD) for G†
∗G∗, G∗ =

√
p∗1(x1)g(d1)K1/(1 +K1) H1, p

∗[1] = U†
∗G

†
∗m0[1]/η∗,

η∗ is the unique eigenvalue of G
†
∗G∗, and p∗[i] for i = 2, 3, · · · , N1 can be any value

which enables ‖p∗‖ = 1.
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The proof of Theorem 5 is provided in Appendix B.

Theorem 6 The optimal value of θ1 that minimizes the detection rate can be ob-

tained through

θ∗1 = argmax
‖xc−x1‖≥rl

|r†1r0|2. (4.14)

We now provide the proof of Theorem 6. Substituting (4.12) and (4.13) into (B.1),

we obtain the minimum value of the KL divergence provided in (B.1) for any given

x1 as

DKL (f (y|p∗1(x1),b
∗
1(x1),x1,H1) ||f (y|H0))=

p0g(d0)K0N0

p0g(d0) + σ2
0(1 +K0)

(
NB −

|r†1r0|2
NB

)
.

(4.15)

The malicious vehicle will determine its optimal true location by finding the value of

x1 that minimizes (4.15). We note that in (4.15) only the term |r†1r0|2 is a function
of θ1. As such, the malicious vehicle needs only to maximize |r†1r0|2 in order find the
optimal θ1. As such, we obtain (4.14).

Based on Theorem 5 and Theorem 6 we obtain the following important insights.

(i) We note that once N1 = N∗
1 , further increases in N1 offer no further benefit to

the malicious vehicle. That is, the additional degrees of freedom offered by additional

antennas beyond N∗
1 serve no purpose (in the beamformer solution the malicious

vehicle can set power allocated to these additional antennas - if it has them - to

zero). (ii) We can see that the minimum KL divergence presented in (4.15) increases

as p0, g(d0), K0, or N0 increases. (iii) We note that the minimum KL divergence

presented in (4.15) is zero when K0 = 0, and thus the malicious vehicle can always

perfectly imitate the legitimate vehicle (again this issue that could be neutralized by

using additional BSs). (iv) We note that the minimum KL divergence provided in

(4.15) is not a function of K1 or σ
2
1. However, we highlight that as K1 → 0, N∗

1 →∞,

meaning K1 = 0 represents the worst case for the malicious vehicle. (v) Based on

Theorem 6 we note that θ∗1 is a function of only r0 (i.e., only depends on NB and
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θ0). This indicates that the malicious vehicle can directly search for its true location

as per Theorem 6, no need to calculate p∗1(x1) or b
∗
1(x1) for each x1. (vi) We also

note that θ∗1 is not a function of K1 or σ
2
1 (except that θ

∗
1 not defined for K1 = 0).

This demonstrates that the optimal true location of the malicious vehicle does not

depend on the inherent properties of the malicious channel (the channel between the

malicious vehicle and the BS). (vii) Following Theorem 6, we note that there is no

unique solution to the optimal true location of the malicious vehicle since (4.15) does

not depend on d1. This is due to the fact that the malicious vehicle can adjust its

transmit power to counteract the change of d1 (i.e., p
∗
1(x1) is a function of d1).

Following (4.2), we have

|r†1r0|2 =





N2
B, cos θ0 = cos θ1,(
sin( 1

2
NBνθ)

sin( 1
2
νθ)

)2

, cos θ0 6= cos θ1,
(4.16)

where νθ = τB(cos θ0 − cos θ1). To gain further insights, we plot |r†1r0|2 and NB −
|r†1r0|2/NB versus θ1/π in Fig. 4.2. In Fig. 4.2 (a), we first observe that the optimal

attack is indeed at θ∗1 = ±θ0 (i.e., θ∗1 = ±θc due to θc = θ0). Following (4.16), we

note that the minimum KL divergence presented in (4.15) is zero for θ∗1 = ±θc. This
indicates that the malicious vehicle can perfectly imitate the signals expected from

a legitimate vehicle at xc if the malicious vehicle can set θ
∗
1 = ±θc.4 In Fig. 4.2 (b)

we also observe this effect, but this figure also illustrates that if θ∗1 = ±θc was not
possible (as was the case in this simulation in which the malicious vehicle could not

access this angle due to the presence of a non-accessible area) then |r†1r0|2 does not
necessarily increase as θ1 approaches θ0. This is due to the fact that θ1 minimizes

|r†1r0|2 at arccos
(
cos θ0 +

2naπ
NBτa

)
for na = 1, . . . , NB − 1. Comparing Fig. 4.2 (c) with

4If additional BSs are in range of the claimed location this form of perfect attack can be neutral-

ized. However, even in the one BS scenario (as we discuss later), when tracking is brought to bear

on this issue this type of attack can minimized and even completely neutralized if constraints on the

threat model are assumed (e.g., if the attacker is assumed to be another vehicle physically on the

same highway as the legitimate vehicle).
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Figure 4.2: |r†1r0|2 and NB − |r†1r0|2/NB versus θ1/π for different values of

NB and θ0, where τB = π.

Fig. 4.2 (d), we can see that NB−|r†1r0|2/NB increases for the larger NB case. This is

consistent with the general rule that the minimum KL divergence presented in (4.15)

increases as NB increases, and thus indicates that the detection performance of the

LVS increases as the number of antenna elements at the BS increases.

This above discussion also illustrates the very important role played by the con-

straint ‖xc − x1‖ ≥ rl in (4.14) in limiting any attack. For example, if a claimed

location is within rl to the BS, and a building is between the claimed location and

the malicious vehicle, then no LOS component to the BS at the angle θ∗1 = ±θc is
available to the malicious vehicle. Its actual optimal (now sub-optimal) attack loca-

tion is then set at another angle. Assuming the malicious vehicle can always access a

θ∗1 = ±θc location, with a non-zero LOS component to the BS, is therefore the most
conservative scenario (worst-case scenario from the LVS perspective).
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4.3.3 Detection Performance of the LVS

Without loss of generality, we first analyze the detection performance of the LVS

based on any given θ1. Based on the proof of Theorem 5, we know that R1 = R0

when the malicious vehicle sets p1 = p∗1(x1). Substituting (4.5), (4.12), and (4.13)

into (4.8), the LRT decision rule presented in (4.8) can be written as

T(y)

D1≥
<
D0

Γ, (4.17)

where T(y) is the test statistic given by

T(y) = 2Re{[m∗
1(θ1)−m0]

†R−1
0 y}, (4.18)

Γ is the threshold for T(y) given by

Γ=lnλ+ Re{[m∗
1(θ1)−m0]

†R−1
0 [m∗

1(θ1)+m0]}, (4.19)

and m∗
1(θ1) is obtained by substituting (4.12) and (4.13) into (4.6), which is given by

m∗
1(θ1) =

√
p0g(d0)K0N0

1 +K0

r1r
†
1r0

NB

. (4.20)

Next, we derive the false positive rate, α(λ, θ1), and the detection rate, β(λ, θ1), of

the LVS for any given θ1 in the following theorem.

Theorem 7 The false positive and detection rates of the LVS with p1 = p∗1(x1) and

b1 = b∗1(x1) for any given θ1 are derived as

α(λ, θ1) =





α̃(λ, θ1), θ1 6= ±θc,
1A(−Γ) = 1A(− lnλ), θ1 = ±θc,

(4.21)

β(λ, θ1) =





β̃(λ, θ1), θ1 6= ±θc,
1A(Γ) = 1A(lnλ), θ1 = ±θc,

(4.22)
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where

α̃(λ, θ1) = Q
{

Γ− 2Re{[m∗
1(θ1)−m0]

†R−1
0 m0}√

2[m∗
1(θ1)−m0]†R

−1
0 [m

∗
1(θ1)−m0]

}
= Q

{
lnλ+D(θ1)√

2D(θ1)

}
, (4.23)

β̃(λ, θ1) = Q
{
Γ− 2Re{[m∗

1(θ1)−m0]
†R−1

0 m∗
1(θ1)}√

2[m∗
1(θ1)−m0]†R

−1
0 [m

∗
1(θ1)−m0]

}
= Q

{
lnλ−D(θ1)√

2D(θ1)

}
,

(4.24)

Q(x) = 1√
2π

∫∞
x
exp

(
− t2

2

)
dt, D(θ1) is the minimum KL divergence for any θ1 given

by (following (4.15))

D(θ1) = [m∗
1(θ1)−m0]

†R−10 [m
∗
1(θ1)−m0] =

p0g(d0)K0N0

p0g(d0) + σ2
0(1 +K0)

(
NB −

|r†1r0|2
NB

)
,

(4.25)

and 1A(x) is a indicator function defined by

1A(x) =





1, x ≥ 0,

0, x < 0.
(4.26)

We now prove Theorem 7. Following (4.18), we derive the distributions of the test

statistic T(y) for θ1 6= ±θc under H0 and H1 as follows

T(y)|H0 ∼ N
(
2Re{[m1(θ1)−m0]

†R−10 m0}, 2[m∗
1(θ1)−m0]

†R−10 [m
∗
1(θ1)−m0]

)
,

(4.27)

T(y)|H1 ∼ N
(
2Re{[m1(θ1)−m0]

†R−10 m1(θ1)}, 2[m∗
1(θ1)−m0]

†R−10 [m
∗
1(θ1)−m0]

)
.

(4.28)

Based on the decision rule in (4.17) and the definitions of the false positive and

detection rates, we obtain the false positive and detection rates for θ1 6= ±θc in (4.23)
and (4.24) after some algebraic manipulations. For θ1 = ±θc, following (4.18) and
(4.19) we have T(y) = 0 and Γ = lnλ. Then, based on the decision rule presented in

(4.17) we obtain the desirable results for θ1 = ±θc as detailed in (4.21) and (4.22).

This completes the proof of Theorem 7.
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We note that both α(λ, θ1) and β(λ, θ1) are functions of D(θ1), which is the

minimum KL divergence for a given θ1 presented in (4.15). Based on the properties

of Q(x) and the expressions for α(λ, θ1) and β(λ, θ1), we know that the detection

performance of the LVS increases as D(θ1) increases (e.g., for a given α(λ, θ1), β(λ, θ1)

increases as D(θ1) increases). This confirms that the malicious vehicle is to search for

x∗1 through minimizing the minimum KL divergence presented in (4.15). By setting

λ = λ∗, following (4.9) the minimum total error conditioned on a θ1 can be expressed

as [34]

ǫ∗(θ1) = P0α(λ
∗, θ1) + (1− P0) (1− β(λ∗, θ1)) . (4.29)

We note that the detection performance of the LVS based on the malicious vehicle’s

optimal true location can be obtained by substituting θ∗1 into our derived α(λ, θ1) and

β(λ, θ1).

4.4 Location Verification System with Tracking

In this section, we examine the LVS when tracking information on the claimed location

is available. That is, when claimed locations and BS measurements are available at

multiple (sequential) time slots (T ≥ 2). We refer to this LVS as the tracking LVS.

We first present the decision rule adopted in this tracking LVS, and then present the

optimal attack strategy of the malicious vehicle against the tracking LVS. Finally, we

analyze the detection performance of the tracking LVS based on this optimal attack

strategy.

4.4.1 Decision Rule of the Tracking LVS

In the tracking LVS we assume that we collect one y(t) for each claimed location

xc(t). There are several questions we could pose given the introduction of tracking

information to the LVS. However, perhaps the most pragmatic question for a tracking

LVS is how to make an optimal decision (e.g., minimize the total error) on whether
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the vehicle is legitimate or malicious given the last sequence of observations at its

disposal. An important system-model issue in tracking mode is that we will let the

tracking LVS randomly select the number of time slots to be used prior to each LVS

decision. That is, once a decision is made based on say Ta time slots, the next decision

is made independently based on the next say Tb time slots, where Ta and Tb are

specific realizations of the random variable T . Operationally, this means the specific

realizations of T will always be unknown to the malicious vehicle.5 Henceforth, when

we use T we will mean a realization of the random variable T . Under such conditions

the optimal decision rule (per decision) for the tracking LVS will be an expanded

version of our previously utilized LRT, namely,

Λtrack (Y(T ))

D1≥
<
D0

λtrack, (4.30)

where Y(T ) = [y(1), · · · ,y(T )], Λtrack (Y(T )) is the likelihood ratio of Y(T ) given

by

Λtrack (Y(T )) =
f (Y(T )|p1(T ),B1(T ),X1(T ),H1)

f (Y(T )|H0)
, (4.31)

p1(T ) = [p1(1), · · · , p1(T )], B1(T ) = [b1(1), · · · ,b1(T )], X1(T ) = [x1(1), · · · ,x1(T )],

and λtrack is the threshold for Λtrack (Y(T )). Since y(t) are independent for different

t, we further have

Λtrack (Y(T )) =

∏T
t=1 f (y(t)|p1(t),b1(t),x1(t),H1)∏T

t=1 f (y(t)|H0)
. (4.32)

Again, the false positive rate is given by αtrack(λtrack) = Pr (Λtrack (Y(T )) > λtrack|H0),

and the detection rate is given by βtrack(λtrack) = Pr (Λtrack (Y(T )) > λtrack|H1). The

specific value of λtrack can be set based on a methodology similar to that used in set-

ting λ. We again adopt the total error as the unique performance metric to evaluate

5The (non-tracking) LVS discussed earlier is now seen as a special case of the tracking LVS with

the realization of T always set equal to one and without the additional constraint ru. Note, due to

the additional constraint ru, the tracking solution in general is not identical to a solution derived

from the direct use of individual unit (T = 1) timeslot decisions.
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the tracking LVS. The optimal value of λtrack that minimizes the total error of the

tracking LVS is given by λ∗track = P0/(1− P0) [34].

4.4.2 Optimal Attack Strategy Against the Tracking LVS

Knowing (4.30), in order to minimize the detection rate, the malicious vehicle is to

minimize the following KL divergence [109]

DKL (f (Y(T )|p1(T ),B1(T ),X1(T ),H1) || f (Y(T )|H0))

=

∫
[ln Λtrack(Y(T ))] f (Y(T )|p1(T ),B1(T ),X1(T ),H1) dY(T )

=

∫ [ T∑

t=1

ln Λ(y(t))

]
T∏

t=1

f (y(t)|p1(t),b1(t),x1(t),H1) dY(T )

=

T∑

t=1

DKL (f (y(t)|p1(t),b1(t),x1(t),H1) ||f (y(t)|H0)) . (4.33)

Based on (4.33), we know that the KL divergence for t = 1, 2, · · · , T is the sum of the

KL divergence presented in (4.10) for each t. We also can see that the KL divergence

at t is independent of the system settings at other time slots. This indicates that the

malicious vehicle can optimize all the parameters under his control at t (e.g., p1(t),

b1(t), and x1(t)) by considering only the system settings for the current time slot t

(e.g., the values of xc(t), σ
2
0(t), and σ

2
1(t)). As such, the optimal attack strategy for

the malicious vehicle is to optimize all parameters under its control for the current

time slot. To this end, for each t the malicious vehicle first optimizes p1(t) and b1(t)

according to Theorem 5 for any given x1(t). Then, the malicious vehicle is to optimize

x1(t) under some constraints detailed in the following. For xc(1), the malicious vehicle

can optimize x1(t) according to Theorem 6. We would like to highlight that in addition

to |xc(t) − x1(t)| ≥ rl there is another constraint on x1(t) for t ≥ 2, which is that

|x∗1(t− 1)−x1(t)| ≤ ru, where ru can be determined through imposition of a realistic

vehicle speed limitation. This is due to the fact that the malicious vehicle cannot

move too far away from its previous location (i.e., its location in the previous time
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slot). Then, the optimal θ1(t) for t ≥ 2 is given by

θ∗1(t) = argmax
‖xc(t)−x1(t)‖≥rl,

‖x∗1(t−1)−x1(t)‖≤ru

|r†1(t)r0(t)|2. (4.34)

We note that the optimal attack strategy against the tracking LVS for the malicious

vehicle is to find an angle θ∗1(t) = ±θc(t) with a non-zero LOS component towards the
BS for every time slot. Should the two distance constraints imposed on the malicious

vehicle make θ∗1(t) = ±θc(t) impossible, then a sub-optimal attack at θ∗1(t) 6= ±θc(t)
must take place at some of the time slots.

4.4.3 Detection Performance of the Tracking LVS

Without loss of generality, we analyze the detection performance of the tracking LVS

for any given θ1(T ) = [θ1(1), · · · , θ1(T )] by considering p1(t) = p∗1(x1(t)) and b1(t) =

b∗1(x1(t)). We denote the track of claimed locations as θc(T ) = [θc(1), · · · , θc(T )].
Following (4.32), the LRT decision rule presented in (4.30) can be rewritten as

Ttrack(Y(T ))

D1≥
<
D0

Γtrack, (4.35)

where Ttrack(Y(T )) is the test statistic given by

Ttrack(Y(T )) = 2Re

{
T∑

t=1

[m∗
1(θ1(t))−m0(t)]

†R−1
0 y(t)

}
, (4.36)

and Γtrack is the threshold for Ttrack(Y(T )) given by

Γtrack=lnλtrack + Re

{
T∑

t=1

[m∗
1(θ1(t))−m0(t)]

†R−1
0 [m∗

1(θ1(t))+m0(t)]

}
. (4.37)

We then derive the false positive rate, αtrack(λtrack,θ1(T )), and the detection rate,

βtrack(λtrack,θ1(T )), of the tracking LVS for any given θ1(T ) in the following theorem.
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Theorem 8 The false positive rate and the detection rate of the tracking LVS for

any given θ1(T ) are derived as

αtrack(λtrack,θ1(T )) =





α̃track(λtrack,θ1(T )), θ1(T ) 6= ±θc(T ),
1A(− lnλtrack), θ1(T ) = ±θc(T ),

(4.38)

βtrack(λtrack,θ1(T )) =





β̃track(λtrack,θ1(T )), θ1(T ) 6= ±θc(T ),
1A(lnλtrack), θ1(T ) = ±θc(T ),

(4.39)

where

α̃track(λtrack,θ1(T ))=Q
{
lnλtrack +Dtrack(θ1(T ))√

2Dtrack(θ1(T ))

}
, (4.40)

β̃track(λtrack,θ1(T ))=Q
{
lnλtrack −Dtrack(θ1(T ))√

2Dtrack(θ1(T ))

}
, (4.41)

and Dtrack(θ1(T )) is the minimum KL divergence for any given θ1(T ), which is given

by (following (4.15) and (4.33))

Dtrack(θ1(T )) =
T∑

t=1

DKL (f (y(t)|p∗1(t),b∗1(t),x1(t),H1) ||f (y(t)|H0))

=

T∑

t=1

p0g(d0(t))K0(t)N0

p0g(d0(t))+σ2
0(t)(1+K0(t))

(
NB−

|r1(t)†r0(t)|2
NB

)
. (4.42)

The proof of Theorem 8 is very similar to that of Theorem 7, we therefore omit

it here.

The minimum total error of the tracking LVS for any given θ1(T ) is [34]

ǫ∗track(θ1(T )) = P0αtrack(λ
∗
track,θ1(T )) + (1− P0) (1− βtrack(λ

∗
track,θ1(T ))) . (4.43)

We note that the minimum KL divergence provided in (4.15) is greater than zero for

any x1(t) as long as θ1(t) 6= ±θc(t). As such, Dtrack(θ1(T )) monotonically increases as

T increases for θ1(t) 6= ±θc(t). This demonstrates that the detection performance of
the tracking LVS increases as T increases as long as θ1(t) 6= ±θc(t) (e.g., ǫ∗track(θ1(T ))

decreases as T increases).

In summarizing this section we note the following. The above analysis on the

tracking LVS leads to the following key points. Under the assumption that T is
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randomly selected per decision by the tracking LVS, the optimal decision framework is

a reasonably extension of the non-tracking framework. The optimal attack scenario is

for the malicious vehicle to be at θ∗1(t) = ±θc(t). However, physical constraints (such
as limited speed) may make this impossible. The next sub-optimal malicious vehicle

location can then be calculated - and this location may not necessarily be the θ1(t)

closest to θ0(t) with non-zero LOS components. The performance of the tracking

LVS under any potential sequence of the malicious vehicle’s locations is provided

analytically.

4.5 Numerical Results

In this section, we present numerical simulations to verify the accuracy of our provided

analysis on the LVS and the tracking LVS. We also provide some useful insights on

the impact of p0, θ
∗
1, NB, N0, and K0 on the detection performance of the LVS. We

further examine the impact of K1 and σ
2
1 on N

∗
1 .

4.5.1 Numerical Results for the LVS

We first consider the LVS (i.e., the non-tracking LVS) and thus we drop the index (t)

in this subsection. In Fig. 4.3, we present the ROC curve of the LVS. In this figure, we

first observe that the Monte Carlo simulations precisely match the theoretic results,

which confirms our analysis presented in Theorem 7. We also observe that the ROC

curves for p0g(d0)/σ
2
0 = 5dB dominate the ROC curves for p0g(d0)/σ

2
0 = 0dB. This

observation demonstrates that the detection performance of the LVS increases as the

SNR of the legitimate channel (the channel between the BS and the legitimate vehicle)

increases. As expected, we further observe that the ROC curve shifts towards the

right-lower corner as θ∗1 moves closer to θ0.

In Fig. 4.4, we present the minimum total error ǫ(θ∗1) versus the number of antenna

elements at the legitimate vehicle (N0) and the number of antenna elements at the



4.5 Numerical Results 101

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

False Positive Rate α(λ, θ∗
1
)

D
e
te

c
ti

o
n

R
a
te

β
(λ

,
θ
∗ 1
)

θ∗
1

= 0.48π

θ∗
1

= 0.45π
Theoretic result for P0g(d0)/σ2

0
= 0dB

Simulated result for P0g(d0)/σ2

0
= 0dB

Theoretic result for P0g(d0)/σ2

0
= 5dB

Simulated result for P0g(d0)/σ2

0
= 5dB

Figure 4.3: ROC curves of the LVS for NB = 4, N0 = 3, N1 ≥ N∗
1 , θ0 = π/2,

K0 = 1dB, σ2
0 = σ2

1 = 0dB, p1 = p∗1(x1), and b1 = b∗1(x1).

2

3

4

5

6

2
3

4
5

6

10
−3

10
−2

10
−1

10
0

N0NB

M
in

im
u
m

T
o
ta

l
E

rr
o
r

ǫ∗
(θ

∗ 1
)

K0 = 0dB

K0 = 5dB

Figure 4.4: Minimum total error of the LVS versus NB and N0 for P0 = 0.9,
θ0 = π/3, θ∗1 = π/4, K1 = 0dB, p0g(d0)/σ

2
0 = 0dB, p1 = p∗1(x1), b1 = b∗1(x1),

and N1 ≥ N∗
1 .



4.5 Numerical Results 102

−5
−3

−1
1

3
5 −90

−88
−86

−84
−82

−80
2

4

6

8

10

12

14

16

18

σ2

1
(dB)K1 (dB)

N
∗ 1

Figure 4.5:N∗
1 versusK1 and σ

2
1 forN0 = 3, p0g(d0) = −75dB, σ2

0 = −85dB,
and K0 = 0dB.

BS (NB). As expected, we first observe that ǫ(θ
∗
1) decreases as NB or N0 increases.

We also observe that ǫ(θ∗1) decreases as the Rician K-factor of the legitimate channel

(K0) increases. From the simulations to obtain Fig. 4.4, we confirm N∗
1 increases as

N0 or K0 increases, but is not a function of NB.

In Fig. 4.5, we plot N∗
1 versus Rician K-factor of the malicious channel, K1, and

the noise variance of the malicious channel, σ2
1. As expected from (B.10), we first

observe that N∗
1 increases as K1 decreases or σ

2
1 increases. This demonstrates that

N∗
1 is highly dependent on the inherent properties of the malicious channel. We also

observe that N∗
1 is a reasonable value (e.g., 15) even when K1 is small (e.g., −5dB).

4.5.2 Numerical Results for the Tracking LVS

In Fig. 4.6, we examine the impact of T on the detection performance of the tracking

LVS. In the simulations to obtain Fig. 4.6, we have assumed the claimed location x0(t)

is moving towards the BS along a straight line with a constant velocity 20km/h and
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of the tracking LVS versus T for P0 = 0.6, NB = 3, N0 = 2, N1 ≥ N∗
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p0 = 30dB, K0 = −10dB, ξ = 3, c = 3 × 108m/s, f0 = 5.9GHz, rl = 100m,

ru = 3m, τB = π, and x1(t) = x∗1(t).

x0(1) = [10
√
2, π/4]. We have also assumed that x1(t) is on the straight line and K0

is a constant for all x0(t). These settings mimic a practical VANETs scenario, where

the BS is on the roadside, the legitimate vehicle is moving along the road towards the

BS, and the malicious vehicle is also on the same road. The observation frequency and

claimed-location reception are both set at 10 Hz (10 time slots per second). Other

parameters adopted are specified in the caption of Fig. 4.6. As expected, we observe

that the false positive rate and the minimum total error decrease as T increases and

the detection rate increases as T increases. With the aid of the derived false positive

and detection rates provided in (4.38) and (4.39), we can quantify the detection

performance improvement brought by increased T . For example, the minimum total

error for T = 10 is only about 30% of that for T = 1.

Finally, in this section we note the effect some of our channel and system model

assumptions have on our results. More specifically, we probe circumstances where



4.6 Discussion 104

non-zero errors on the claimed location are present (inclusion of location errors also

probes the impact of other issues such as inaccuracies in the K map and potential

shadowing effects). In general, we find such real-world effects have a limited impact

on our results. For example, for the localization error (average distance between the

estimated positions and the real positions) of 5 meters we find the results of Fig. 4.6

are impacted only at the 10% level (e.g., the false positive rate for this localization

error is about 10% higher than that for the zero localization error).

4.6 Discussion

4.6.1 Other Antenna Arrays

Although we assumed that the malicious vehicle is equipped with a ULA, our main

analysis provided in this chapter still holds if the ULA is replaced by other anten-

na arrays (e.g., non-uniform linear arrays, circular arrays, rectangle arrays). If the

malicious vehicle is equipped with other antenna arrays, only (4.3) under H1 will be

modified. For example, if the ULA at the malicious vehicle in Fig. 4.1 is replaced by

a Uniform Circular Array (UCA) centered at the malicious vehicle, (4.3) under H1

will be replaced by the following equation (dropping the index t) [110]

t1 = [exp(−jτ c1 cosφ1),· · ·, exp(−jτ c1 cosφN1)] , (4.44)

where τ c1 = 2πfca1/c, a1 is the radius of the UCA at the malicious vehicle, and φm =

2π(m− 1)/N1 + φ1 (where m = 1, 2, · · · , N1) is the angle measured counterclockwise

from the reference line (the line connecting the center of the malicious vehicle’s UCA

and the center of the ULA at the BS) to the m-th antenna element of the UCA.

Based on (4.44) and H1 = r1t1 we can see that H1 still only contains the directional

information of the malicious channel (i.e., H1 only depends on θ1 and φ1). Noting

Q ∝ H
†
1H1, we know that the matrix Q involved in Theorem 5 is still a rank-1

matrix due to r
†
krk = NB. In addition, as we have shown in Theorem 7 the detection
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performance of the LVS is not a function of t1 as long as the malicious vehicle adopts

the optimal transmit power and beamformer. As such, all the analysis provided earlier

still holds exactly for the case where the malicious vehicle is equipped with the UCA.

That is, the use of a UCA provides the attacker no additional benefit. Finally, we

note our analysis can be readily adapted to cases where antenna arrays under the

control of the LVS (e.g., at the BS and legitimate vehicle) are also non-linear arrays.

4.6.2 Colluding Attacks

We note that in practice the malicious vehicle may launch colluding attacks to the

LVS and the tracking LVS by cooperating with other malicious vehicles. However,

colluding attacks of any form cannot bring any additional benefits to the malicious

vehicle that can set θ∗1(t) = ±θc(t) at every decision step. This is because the min-
imum KL divergence presented in (4.15) will always be zero when θ∗1(t) = ±θc(t).
This is the case for both the (non-tracking) LVS and the tracking LVS.

Considering the case where θ∗1(t) 6= ±θc(t), there are two general specific attack
strategies that can be adopted by the colluding malicious vehicles, single-transmission

attack and multiple-transmission attack. In the single-transmission attack only one

of the colluding malicious vehicles is active and transmitting signals. As such, the

collusion in this type of attack takes the form of information-sharing and the subse-

quent decision of which vehicle is in the optimal location to launch an attack. The

single-transmission attack can help a malicious vehicle against the tracking LVS (but

not the non-tracking LVS). This is because the colluding malicious vehicles can po-

tentially cooperatively select their true locations over different time slots in order to

avoid the second constraint in (4.34), i.e. ‖x∗1(t − 1) − x1(t)‖ ≤ ru. As the number

of colluding malicious vehicles approach infinity, this constraint can be removed from

(4.34) entirely. In the multiple-transmission attack, all the colluding malicious vehi-

cles are active and transmitting signals simultaneously. As such, the collusion takes

the form of information-sharing and the subsequent decisions on the optimal trans-



4.7 Summary 106

mit power, beamformer, and locations of the colluding malicious vehicles. Obviously

such a sophisticated attack could outperform the single transmission attack in the

general scenario. But again we stress that when θ∗1(t) = ±θc(t) is allowed none of

these colluding attacks are of importance. As such, adopting the detection rates for

θ∗1(t) = ±θc(t) always provides a worst-case bound for the LVS and the tracking LVS.

4.7 Summary

In this chapter we have proposed a generic LVS framework for multi-antenna com-

munication systems, and conducted a detailed analysis of the framework’s location

authentication performance. Although our work is general and can cover many appli-

cation scenarios, we have focussed here on the emerging VANETs paradigm under the

assumption of Rician channels. Such channels are anticipated to dominate real-world

VANETs communication conditions. The LVS solution we have proposed is very gen-

eral and provides a foundation for all optimal location authentication schemes in the

VANETs scenario. Taking as inputs a claimed location and raw observations across

the receiving BS antennas, our LVS checks its knowledge of the Rician channel condi-

tions in its vicinity, forms a view as to the optimal attack location (from the attacker’s

viewpoint), and then outputs a binary decision on whether a vehicle is providing a

legitimate location. Our analysis quantifies the dependence between the detection

performance limit of the LVS and the Rician K-factor of the legitimate channel, and

formally reveals that the LVS performance limit is independent of the properties of

the malicious channel. In addition, our analysis discloses that once the malicious ve-

hicle’s number of antennas reaches a derived bound, further increase in this number

does not reduce the detection rate. We also formalized the optimal decision rule when

tracking information is added to the LVS. The work presented in this chapter will

be of importance to emerging intelligent vehicular network scenarios, particularly in

relation to certificate revocation schemes within IEEE 1609.2.



Chapter 5

Location-based Beamforming for

Wireless Physical Layer Security

5.1 Introduction

In the last three chapters (Chapter 2, Chapter 3, and Chapter 4), new optimal LVSs

were developed in order to verify claimed location information. In this chapter, we

propose and analyze robust transmission schemes that utilize such verified location

information in enhancing physical layer security for wireless communications. As

mentioned in Chapter 1, many of the works in MIMO wiretap channels assume that

the (instantaneous) CSI of the main channel is perfectly known by Alice or Bob

(e.g., [53,55,56]). This assumption is usually very difficult to justify in practice (e.g.,

in massive MIMO techniques the CSI of a channel cannot be perfectly known even to

a receiver due to pilot contamination issues [78–81]). Another assumption adopted in

the literature is that the CSI of the eavesdropper’s channel is known to Alice, which

is even harder to justify in practice.

However, there are many circumstances where location information of Bob and

Eve could be available. For example, in some specific military application scenarios,

Alice may obtain Bob’s location through direct communications, and Eve’s location

107
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through some (possibly a priori) surveillances. Other circumstances could be where

Eve, in a previous communication round, was a valid user in which her location

information was provided to the system (so as to optimize communications to her),

whereas, in the next communication round she no longer is the intended receiver.

Example applications where this latter circumstance could play-out are in vehicular

networks or wireless social-media applications.

Regardless of the application scenario, the main point we focus on here is that if

there is an LOS component in the main channel or the eavesdropper’s channel, it is

possible to utilize location information directly in order to enhance the physical layer

security. More specifically, we propose and analyze a new LBB scheme in the wiretap

channel, where both the main channel and the eavesdropper’s channel are subject

to Rician fading. Our scheme does not require the CSI of either the main channel

or the eavesdropper’s channel - thus making it quite general, as well as pragmatic.

The basic modus operandi of the scheme we propose is that given the input locations

of Bob and Eve, we output the optimal beamformer solution and the security level

(the secrecy outage probability) associated with this solution. Detailing how these

outputs are determined forms the core of this chapter.

Surprisingly, there has been little previous work in this area, with the closest works

perhaps those of [111] and [112]. In [111], the ergodic secrecy rate was examined

for multiple-antenna wiretap channels with Rician fading. However, in [111] it was

assumed that the CSI of the main channel was perfectly known by Alice. The work

of [112] analyzed the secrecy performance of orthogonal space-time block codes when

the main channel is assumed to be subject to Rician fading. But the eavesdropper’s

channel was assumed to be subject to Rayleigh fading in [112] and therefore Eve’s

location information was not that useful.

The direction of this chapter and our contributions are summarized as follows. (i)

We first derive the secrecy outage probability of the LBB scheme in a closed-form

expression, which is valid for arbitrary values of the Rician K-factors of the main

channel and the eavesdropper’s channel. (ii) We then determine the optimal location-
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Figure 5.1: Illustration of the Rician wiretap channel of interest.

based beamformer and the minimum secrecy outage probability for the scheme. (iii) In

order to fully appreciate the gains of the LBB scheme, we also analyze, for comparison,

the secrecy performance of a Non-Beamforming (NB) scheme.

The rest of this chapter is organized as follows. Section 5.2 details our system

model; Section 5.3 provides our analytical solutions; Section 5.4 presents the secre-

cy performance of the NB scheme; Section 5.5 provides numerical simulations; and

Section 5.6 draws concluding remarks.

5.2 System Model

We examine the LBB scheme by considering generic and realistic channel conditions.

That is, we will assume KB > 0 and KE > 0, where KB and KE are the Rician K-

factors of the main channel and the eavesdropper’s channel, respectively. The wiretap

channel of interest is illustrated in Fig. 5.1, where Alice and Eve are equipped with
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Uniform Linear Arrays (ULAs) with NA and NE antenna elements,
1 respectively; and

Bob is equipped with a single antenna. As we will show later, our analysis provided

in this chapter is also valid for other antenna arrays beyond ULAs at Eve. We assume

that Alice, Bob, and Eve are static. We note that we assume that the antenna gains

at all the transceivers (i.e., Alice, Bob, and Eve) are the same. The antenna gains

and other factors (excluding the instantaneous CSI) that can impact the quality of

a channel can be incorporated into the average SNR of the channel. As such, in our

system model the SNRs at Bob and Eve are solely governed by the average SNRs and

instantaneous CSI of the main channel and the eavesdropper’s channel, respectively.

As shown in Fig. 5.1, we adopt the polar coordinate system, where Alice’s location

is selected as the origin, Bob’s location is denoted as (dB, θB), and Alice’s location

is denoted as (dE, θE). For presentation convenience, without other statements we

assume that the coordinate system is set up such that 0 ≤ θB ≤ π and 0 ≤ θE ≤ π.

The orientation of the ULA at Alice is also shown in this figure. We also assume that

the main channel and the eavesdropper’s channel are subject to quasi-static Rician

fading with equal block length but different (can be equal) Rician K-factors, and that

a K-factor map (K as a function of locations) is known in the vicinity of Alice via

some a priori measurement campaigns. We further assume that the CSI of the main

channel is unknown to Alice, but that Bob’s location is known to Alice. We note that

using Bob’s location saves feedback overhead relative to use of the CSI of the main

channel. This is due to the following two facts: (i) the CSI varies during different

fading blocks and has to be fed back for each fading block, meanwhile the location

1We will assume NE is also known to Alice. This is reasonable in circumstances where Alice

can determine physical constraints on the size of an eavesdropper’s antenna, knowledge of which,

coupled to the known frequency of transmission, can allow for a reliable upper bound on NE to be

set. If an upper bound on NE is set, then our solutions become bounds (worst case scenarios). In

other circumstances, where Eve is at times a legitimate user, we can assume NE is known. We note

that in practice it is possible that Eve possesses more resources than Alice or Bob (e.g., NE is greater

than NA). From a conservative point of view, it is better to overestimate NE than underestimating

it and we will examine the case where NE > NA in the numerical section of this chapter.
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information only has to be fed back once for a static Bob; and (ii) the CSI is an

NA-dimension complex vector (2NA variables embedded), meanwhile Bob’s location

is determined by only two real numbers. Additional assumptions are that Eve knows

the CSI of the eavesdropper’s channel and the beamformer adopted by Alice; that Eve

applies MRC in order to maximize the probability of successful eavesdropping [60,61];

and that Eve’s location is known to Alice. As we discuss later, our analysis also covers

the case where Eve’s location is unavailable at Alice.

As per the aforementioned assumptions, the 1×NA main channel vector is given

by

h =

√
KB

1 +KB

ho +

√
1

1 +KB

hr, (5.1)

where ho is the LOS component, and hr is the scattered component. The entries

of hr are i.i.d. circularly-symmetric complex Gaussian random variables with zero

mean and unit variance, i.e., hr ∼ CN (0, INA
). Denoting ρA as the space between

two antenna elements of the ULA at Alice, ho is given by [113]

ho = [1, · · · , exp(j(NA − 1)τA cos θB)] , (5.2)

where τA = 2πf0ρA/c, f0 is the carrier frequency, and c is the speed of propagation

of the plane wave. The NE ×NA eavesdropper’s channel matrix is given by

G =

√
KE

1 +KE

Go +

√
1

1 +KE

Gr, (5.3)

where Go is the LOS component, and Gr is the scattered component represented by

a matrix with i.i.d. circularly-symmetric complex Gaussian random variables with

zero mean and unit variance. Given the locations of Alice and Eve, Go can be written

as [107]

Go = rTo go (5.4)

where ro and go are the array responses at Eve and Alice, respectively, which are
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given by

ro = [1, · · · , exp(−j(NE − 1)τE cosφE)] , (5.5)

go = [1, · · · , exp(j(NA − 1)τA cos θE)] . (5.6)

In (5.5), we have τE = 2πf0ρE/c, where ρE is the space between two antenna elements

of the ULA at Eve, and φE is the direction of arrival from Eve to Alice which is

dependent on the orientation of the ULA at Eve. As we show later, the SNR of

the eavesdropper’s channel is independent of φE when Eve utilizes MRC to combine

the received signals. As such, the secrecy performance of the LBB scheme does not

depend on φE and thus Alice does not have to know φE.

The received signal at Bob is given by

y =
√
g(dB)hbx+ nB, (5.7)

where g(dB) is the path loss component of the main channel given by g(dB) =

(c/4πf0d0)
2
(d0/dB)

ηB (d0 is a reference distance and ηB is the path loss exponen-

t2 of the main channel), b is a normalized beamformer (i.e., ‖b‖ = 1), x is the

Gaussian distributed information bearing signal satisfying E[|x|2] = P (P is the total

transmit power of Alice3), and nB is the additive white Gaussian noise of the main

channel with zero mean and variance σ2
B. Likewise, the received signal at Eve is given

by

z =
√
g(dE)Gbx+ nE, (5.8)

where g(dE) is the path loss component of the eavesdropper’s channel given by

g(dE) = (c/4πf0d0)
2
(d0/dE)

ηE (ηE is the path loss exponent of the eavesdropper’s

2The path loss exponent ηB is dependent on the Rician K-factor KB . For example, ηB → 2 as

KB →∞. For simplicity, we assume ηB is known to Alice since KB is known. This declaration also

applies to the path loss exponent of the eavesdropper’s channel ηE and the Rician K-factor KE .
3It is straightforward to prove that the secrecy outage probability is a monotonically decreasing

function of Alice’s transmit power for given locations of Bob and Eve. As such, we assume that

Alice always sets her transmit power at the maximum value P .
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channel), and nE is the additive white Gaussian noise vector of the eavesdropper’s

channel with zero mean and variance matrix σ2
EINE

, i.e., nE ∼ CN (0, σ2
EINE

)

Then, the SNR of the main channel is given by

γB =
Pg(dB)|hb|2

σ2
B

= γB|hb|2, (5.9)

where γB is defined as γB , Pg(dB)/σ
2
B. Assuming Eve applies MRC to combine the

received signals at different antennas, the SNR of the eavesdropper’s channel is given

by

γE =
Pg(dE)‖Gb‖2

σ2
E

= γE‖Gb‖2, (5.10)

where γE is defined as γE , Pg(dE)/σ
2
E.

5.3 Location-based Beamforming Scheme

In this section, we first examine the secrecy performance of our proposed LBB scheme

in terms of the secrecy outage probability and the probability of non-zero secrecy

capacity. We then determine the optimal location-based beamformer of the LBB

scheme that minimizes the secrecy outage probability.

5.3.1 Statistical Properties of the SNRs

In order to derive the secrecy performance metrics of our scheme (e.g., the secrecy

outage probability), we first derive the pdfs of γB and γE. Without loss of generality,

we derive such pdfs for a general b, which is independent of hr and Gr. To this end,

we first determine the distribution type of |hb|. As per (5.1), we have

hb =

√
KB

1 +KB

hob

︸ ︷︷ ︸
h̃o

+

√
1

1 +KB

hrb

︸ ︷︷ ︸
h̃r

. (5.11)

Since b is independent of hr, h̃r is still a circularly-symmetric complex Gaussian

random variable. Noting that h̃o is deterministic, we conclude that |hb| follows a



5.3 Location-based Beamforming Scheme 114

Rician distribution. We next determine the parameters of this Rician distribution.

Following (5.11), we have

|h̃o|2 =
KB

1 +KB

|hob|2 (5.12)

and

E[|h̃r|2] =
1

1 +KB

E[|hrb|2] =
1

1 +KB

. (5.13)

We note that |h̃o|2 is the power of the LOS (deterministic) component and E[|h̃r|2] is
the average power of the non-LOS (random) component. As such, we conclude that

|hb| follows a Rician distribution with K̃B and γ̃B as the Rician K-factor and total

power, respectively, where K̃B and γ̃B are given by

K̃B ,
|h̃o|2

E[|h̃r|2]
= |hob|2KB, (5.14)

γ̃B , E[γB]=γB

(
|h̃o|2 + E[|h̃r|2]

)
=
(KB|hob|2 + 1) γB

1 +KB

. (5.15)

The pdf of a Rician random variable involves the zero-order modified Bessel function

of the first kind, which is not suitable for further analysis (e.g., deriving the secrecy

outage probability). To make progress, it is convenient to interpret the Rician fading

as a special case of Nakagami fading. As such, the pdf of γB is approximated as [87]

fγB(γ) =

(
m̃B

γ̃B

)m̃B γm̃B−1

Γ(m̃B)
exp

(−m̃Bγ

γ̃B

)
, (5.16)

where m̃B is the Nakagami fading parameter given by m̃B = (K̃B + 1)2/(2K̃B + 1)

and Γ(µ) =
∫∞
0
e−ttµ−1dt, Re(µ) > 0, is the Gamma function.

Following (5.10), the SNR of the eavesdropper’s channel can be rewritten as

γE =

NE∑

i=1

γE,i, (5.17)

where γE,i = γE|gib|2, gi is the 1 × NA channel vector between Eve’s i-th antenna

and Alice, i.e., gi is the i-th row of G. As per (5.3), we have

gi =

√
KE

1 +KE

ǫigo +

√
1

1 +KE

gr,i, (5.18)
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where ǫi = e−j(i−1)τE cosφE and gr,i is the i-th row of Gr. For any value of i (i =

1, 2, . . . , NE), we have

|ǫigob| = |gob|. (5.19)

As such, following a procedure similar to that used in obtaining fγB(γ), the pdf of

γE,i can be approximated as

fγE,i
(γ) =

(
m̃E

γ̃E

)m̃E γm̃E−1

Γ(m̃E)
exp

(−m̃Eγ

γ̃E

)
, (5.20)

where m̃E is given by m̃E = (K̃E + 1)2/(2K̃E + 1), K̃E is given by K̃E = |gob|2KE,

and γ̃E is given by

γ̃E , E[γE] =
(KE|gob|2 + 1) γE

1 +KE

. (5.21)

Since the γE,i are independent, following (5.21) the pdf of γE can be approximated

as

fγE(γ) =

(
m̃E

γ̃E

)NEm̃E γNEm̃E−1

Γ(NEm̃E)
exp

(−m̃Eγ

γ̃E

)
. (5.22)

Following (5.19), we note that γE is independent of ro. This indicates that the

SNR at Eve is independent of φE when Eve adopts MRC to combine the received

signals (we do not need to know the orientation of the ULA at Eve for our analysis).

This also reveals that the SNR at Eve is independent of the type of antenna array

at Eve (e.g., other antenna arrays beyond ULAs) since different antenna arrays only

impact ro. As such, our following analysis is also valid for other antenna arrays at

Eve (e.g., non-uniform linear arrays, circular arrays, rectangle arrays).

5.3.2 Secrecy Performance of the LBB Scheme

Since the capacity of the eavesdropper’s channel CE is unavailable at Alice, the perfect

secrecy cannot be guaranteed in the wiretap channel of interest. For this reason we

adopt the secrecy outage probability and the probability of non-zero secrecy capacity
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as our secrecy performance metrics. The secrecy outage probability is defined as

the probability of the secrecy capacity Cs being less than the target secrecy rate Rs

(bits/channel-use), which can be formulated as [60, 61]

Pout (Rs) = Pr (Cs < Rs) =

∫ ∞

0

fγE(γE)

[∫ 2Rs (1+γE)−1

0

fγB(γB)dγB

]
dγE. (5.23)

The secrecy outage probability is the most common metric used in physical layer

security when the CSI of the eavesdropper’s channel is unavailable at Alice. However,

it is important to note this metric does not distinguish between reliability and security

[114]. This secrecy outage probability consists of the reliability outage probability and

the pure secrecy outage probability. The reliability outage probability is represented

as the transmission outage probability in the on-off transmission scheme, which is

the probability that the capacity of the main channel is less than the target secrecy

rate [115]. The on-off transmission scheme is the only practical transmission scheme

in which the transmission outage probability (i.e., the reliability outage probability)

exists. We note that the capacity of the main channel is required in order to determine

the wiretap code rates or design wiretap codes in the on-off transmission scheme.

Therefore, secrecy outage probability is a valid and meaningful performance metric

only when the capacity of the main channel is available at Alice.

With regard to the secrecy performance of the LBB scheme, we first provide the

following theorem.

Theorem 9 The secrecy outage probability of the LBB scheme for a given Rs is

Pout (Rs) =
m̃m̃B

B m̃NEm̃E

E 2m̃BRs

Γ(NEm̃E)γ̃
−NEm̃E

B γ̃
−m̃B

E

+∞∑

n=0

2nRs exp

(
−m̃B(2Rs−1)

γ̃B

)

m̃−nB γ̃
n

BΓ(m̃B + n+ 1)
×

+∞∑

l=0

(
m̃B+n
l

) (
2Rs−1

)l (
γ̃Bγ̃E

)n−l
ΓG(m̃B+NEm̃E+n−l)

2lRs

(
2Rsm̃Bγ̃E + m̃E γ̃B

)m̃B+NEm̃E+n−l , (5.23)

where ΓG(·) is the generalized gamma function (also valid for negative integers), which
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is given by [116]

ΓG(α)=





(−1)−α
(−α)!

(∑−α
i=1

1
i
+α

)
, α is a negative integer,

Γ(α), otherwise.
(5.24)

The proof of Theorem 9 is provided in Appendix C.

We first note that the secrecy outage probability derived in (5.23) is a function

of Bob and Eve’s locations and the beamformer b, all of which are embedded in the

parameters m̃B, m̃E, γ̃B, and γ̃E. We also note that (5.23) is valid for arbitrary m̃B

and m̃E (m̃B and m̃E can be equal), and thus (5.23) is valid for arbitrary KB and

KE. As such, our derived expression for the secrecy outage probability is of more

generality than that presented in [60], which is only valid for integral m̃B and m̃E.

Although the expression presented in (5.23) involves two infinite series, they both can

be approximated by finite series accurately. We approximate the infinite series
∑+∞

n=0

and
∑+∞

l=0 by truncating them at finite numbers. As we will show in Section 5.5, the

accuracy of such approximations is acceptable as long as the truncating numbers are

larger than approximately one hundred.

An important performance parameter associated with the secrecy outage prob-

ability is the secrecy diversity order, which determines the slope of the curve for

the secrecy outage probability (in dB) versus γB (in dB) as γB → ∞ for finite γE.

Mathematically, the secrecy diversity order is defined as

Φ = lim
γB→∞

log10 Pout (Rs)

log10(1/γB)
. (5.25)

The secrecy diversity order of the LBB scheme is presented in the following corollary.

Corollary 3 The secrecy diversity order of the LBB scheme is m̃B.

Following a procedure similar to that used in deriving the secrecy diversity order of

the antenna selection schemes presented in [60,61], we can obtain in a straightforward

manner the secrecy diversity order of the LBB scheme as m̃B. As such, we omit the
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proof of the above corollary here. We note that maximum value of m̃B is (NAKB +

1)2/(2NAKB + 1) due to |hob|2 ≤ ‖ho‖2‖b‖2 = NA.

The probability of non-zero secrecy capacity is defined as the probability that a

positive secrecy capacity is achieved. As per the definition of Cs provided in Chap-

ter 1, the probability of non-zero secrecy capacity can be formulated as

Pnon = Pr(Cs > 0) = 1−
∫ ∞

0

fγE(γE)

(∫ γE

0

fγB(γB)dγB

)
dγE. (5.26)

Then, the probability of non-zero secrecy capacity of the LBB scheme is presented in

the following corollary.

Corollary 4 The probability of non-zero secrecy capacity of the LBB scheme is

given by

Pnon = 1− m̃m̃B

B m̃NEm̃E

E

Γ(NEm̃E)γ̃
−m̃B

E γ̃
−NEm̃E

B

+∞∑

n=0

m̃n
Bγ̃

n

E

Γ(m̃B + n+ 1)

× Γ (m̃B +NEm̃E + n)
(
m̃Bγ̃E + m̃E γ̃B

)m̃B+NEm̃E+n
. (5.27)

The proof of Corollary 4 is provided in the following. As per (5.26), the probability

of non-zero secrecy capacity can also be formulated as

Pnon = 1− Pout(Rs = 0). (5.28)

Substituting Rs = 0 into (5.23), we obtain the desirable result in (5.27).

We note that the expression for the probability of non-zero secrecy capacity is

simpler than that for the secrecy outage probability and it only involves one infinite

series. This infinite series can also be approximated by truncating it at a finite

number. This approximation is very accurate even when the truncating number is

small (e.g., 10).

5.3.3 Optimal Location-based Beamformer

A location-based beamformer can be written as

b =
1√
NA

[1, · · · , exp(−j(NA − 1)τA cosψ)]
T , (5.29)
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where ψ (0 ≤ ψ ≤ π) is the beamforming direction. In this chapter we define the

optimal location-based beamformer, b∗, as the one that minimizes the secrecy outage

probability for a given Rs. Therefore, defining

ψ∗ = argmin
0≤ψ≤π

Pout (Rs) , (5.30)

and setting ψ = ψ∗ in (5.29) completely determine the optimal beamformer b∗. We

note that the value range of ψ is selected based on the symmetric property of the

ULA (e.g., ψ = π/3 and ψ = −π/3 lead to the same beamformer b). We note

that (5.30) is a one-dimensional optimization problem, which can be solved through

numerical search. Substituting b∗ into (5.23), we achieve the minimum secrecy outage

probability of the LBB scheme, which is denoted as P ∗out(Rs). We would like to

highlight that ψ∗ can be analytically determined in some special cases as detailed in

the following corollaries.

Corollary 5 For KB > 0, the solution to (5.30) is ψ∗ = θB in the following cases:

(i) when γB → ∞ for finite γE, (ii) when KE = 0, or (iii) when θE is unavailable at

Alice.

We provide the proof of Corollary 5 in the following. In Case (i), as γB →∞ the

secrecy diversity order determines the secrecy outage probability. As such, as γB →∞
the optimal location-based beamformer is to maximize the secrecy diversity order

given in Corollary 3 (i.e., m̃B) in order to minimize the secrecy outage probability.

To this end, ψ∗ is to maximize K̃B. Following (5.14), ψ
∗ finally is to maximize |hob|2.

In Case (ii), there is no LOS component in the eavesdropper’s channel due to KE = 0

and ψ does not impact γE. As such, ψ
∗ is to maximize γB in order to minimize the

secrecy outage probability. Following (5.9), ψ∗ finally is to maximize |hob|2 in this

case. In Case (iii), Alice is not sure how ψ impacts γE since θE is unknown. Then, ψ

is to maximize γB and thus to maximize |hob|2 based on (5.9).
As we can see from the above discussion, in all three cases of the corollary the

value of ψ∗ is the one that maximizes |hob|2. So, to complete the proof we now prove
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Figure 5.2: F(Nx, νx) versus Nxνx/π for different values of Nx.

that this value is indeed θB. Denoting νA = τA(cos θB−cosψ), as per (5.2) and (5.29),
for νA 6= 0 we have

hob =
1√
NA

exp (jNtνA)− 1

exp (jνA)− 1

=
1√
NA

−ejNAνA/2
(
−e−jNAνA/2 − ejNAνA/2

)

−ejνA/2 (−e−jνA/2 − ejνA/2)

=
1√
NA

sin
(
1
2
NAνA

)

sin
(
1
2
νA

) ejνA(NA−1)/2. (5.31)

For νA = 0, we have hob =
√
NA. Then, following (5.31) we have

|hob|2 = F(NA, νA), (5.32)

where F(·, ·) is defined as

F(Nx, νx) =





Nx, νx = 0,

1
Nx

(
sin( 1

2
Nxνx)

sin( 1
2
νx)

)2

, 0 ≤ νx < 2π.
(5.33)

It is straightforward to prove that the maximum value of F(Nx, νx) is Nx, which is

achieved for νx = 0. This is also confirmed by Fig. 5.2, where we plot F(Nx, νx)
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versus Nxνx/π for different value of Nx. As such, |hob|2 is maximized when νA = 0

and thus we have ψ∗ = θB (we ignore the negative solutions due to 0 ≤ ψ ≤ π) in

order to maximize |hob|2. This completes the proof of Corollary 5.
We note that for ψ∗ = θB we have b∗ = h†o/

√
NA and |hob|2 = NA. As such,

we have K̃B = NAKB and γ̃B = (NAKB + 1)γB/(1 + KB). We denote the secrecy

outage probability of the LBB scheme with unknown Eve’s location (i.e., ψ∗ = θB)

as P b
out(Rs).

Corollary 6 For KE > 0, the solution to (5.30) is ψ∗ = arccos
(
cos θE +

2nAπ
NAτA

)
,

nA = 1, . . . , NA − 1, in the following cases: (i) when γE →∞ for finite γB, (ii) when

KB = 0, or (iii) when θB is unavailable at Alice.

We now prove Corollary 6. Following similar arguments to those used in the proof

of Corollary 5, we know that ψ∗ is to minimize |gob|2 for all three cases in Corollary 6.
The value of |gob|2 is given by

|gob|2 = F(NA, νE), (5.34)

where νE = τA(cos θE − cosψ). We note that the minimum value of F(Nx, νx) is

achieved when νx = 2nxπ for nx = 1, . . . , Nx− 1, which is also confirmed by Fig. 5.2.

As such, |gob|2 is minimized when νE = 2nAπ for nA = 1, . . . , NA − 1, and thus we

obtain Corollary 6.

5.4 Non-Beamforming Scheme

In this section, we analyze the secrecy performance of the NB scheme as a benchmark

to understand the LBB scheme.

5.4.1 Statistical Properties of the Instantaneous SNRs

In the NB scheme, Alice distributes her total transmit power uniformly among the

NA orthogonal independent transmit directions (i.e., the covariance matrix of bx is
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P INA
/NA) [117, 118]. Then, the SNR at Bob is given by [117,118]

γNB

B =
γB||h||2
NA

. (5.35)

Interpreting Rician fading as a special case of Nakagami fading, the pdf of γNB

B can

be approximated by

fγNB

B
(γ) =

mNAmB

B γNAmB−1e
−NAmBγ

γB

Γ(NAmB)(γB/NA)NAmB
, (5.36)

where mB = (KB+1)
2/(2KB+1). We assume that Eve applies MRC to combine the

received signals at different antenna elements. As such, the SNR at Eve is given by

γNB

E =
γE||s†0G||2

NA

=
γEλ

2
0

NA

, (5.37)

where s0 is the NE × 1 eigenvector for the largest eigenvalue λ0 of G. The theoretical
expression for the distribution of λ20 has been derived in [119]. However, this expres-

sion is too complicated to be used for further analysis. To make progress, we adopt

the simple approximation for the pdf of λ20 proposed in [120]. As such, the pdf of γ
NB

E

can be approximated by

fγNB

E
(γ) =

(NAmE)
NANEmEγNANEmE−1

Γ(NANEmE)(γEλ0)
NANEmE

exp

(
−NAmEγ

γEλ0

)
, (5.38)

where mE = (KE + 1)2/(2KE + 1) and λ0 is the mean of the per-branch largest

eigenvalue (i.e., λ0 = E[λ0]/NANE). The value of λ0 can be approximated by [120]

λ0 =





KE

KE+1
+ 1

KE+1
NA+NE

NANE+1
, KE ≥ 0.5,

(
NA+NE

NANE+1

) 4−KE
6

, KE < 0.5.
(5.39)

We note that we have λ0 = 1 for arbitrary KE when NE = 1.
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5.4.2 Secrecy Performance of the NB Scheme

Following a similar procedure to that used in deriving Pout (Rs) in Theorem 9, the

secrecy outage probability of the NB scheme is derived as

PNB

out (Rs) =

∫ ∞

0

fγNB

E
(γE)

[∫ 2Rs (1+γE)−1

0

fγNB

B
(γB)dγB

]
dγE

=
mNAmB

B mNANEmE

E 2NAmBRs

Γ(NANEmE)γ
−NANEmE

B (γEλ0)
−NAmB

×

+∞∑

n=0

mn
B2

nRs exp

(
−NAmB(2Rs−1)

γB

)

γnBΓ(NAmB + n+ 1)
×

+∞∑

l=0

(
NAmB+n

l

) (
2Rs−1

)l

N−l
A 2lRs

×
(
γBγEλ0

)n−l
ΓG(NAmB +NANEmE + n− l)

(
2RsmBγEλ0 +mEγB

)NAmB+NANEmE+n−l . (5.40)

As per (5.40), we can see that the secrecy outage probability of the NB scheme

is independent of θB and θE. However, (5.40) is a function of γB and γE, which are

dependent on dB and dE, respectively. We note that the secrecy diversity order of

the NB scheme is NAmB, which is the full secrecy diversity order. Also, following

a similar procedure to that used in deriving Pnon in Corollary 4, the probability of

non-zero secrecy capacity of the NB scheme is derived as

PNB

non = 1− mNAmB

B mNANEmE

E γNANEmE

B

Γ(NANEmE)(γEλ0)
−NAmB

×
+∞∑

n=0

mn
B

(
γEλ0

)n

Γ(NAmB + n+ 1)

Γ (NAmB +NANEmE + n)
(
mBγEλ0 +mEγB

)NAmB+NANEmE+n
.

(5.41)

5.5 Numerical and Simulation Results

In this section we present numerical simulations to verify our secrecy performance

analysis of the LBB scheme, and examine the impact of different system parameters

(e.g., KB, KE, γB, and γE) on the LBB scheme. To better illustrate the gains

obtained by our scheme, we will also present simulations of the secrecy performance
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Figure 5.3: Secrecy outage probabilities versus different values of γB, where
mB = 1.35,mE = 1.33, λ0 = 0.85, NA = 3, NE = 2, and Rs = 1.

of the NB (non-beamforming) scheme. This latter scheme represents the case when

an isotropic beamforming pattern is produced by Alice. To conduct simulations, we

deploy Bob and Eve at specific locations and then map such locations into γB and γE,

respectively. Such a mapping is based on Alice’s transmit power (i.e., P ) and path

loss exponents of the main channel and the eavesdropper’s channel (i.e., ηB and ηE).

For presentation convenience, we only specify the values of γB and γE adopted in our

following simulations. We note that in the following figures provided in this chapter

we use “Theo” and “Simu” as the abbreviations of “Theoretic” and “Simulated”,

respectively.

In Fig. 5.3 we first verify our derived secrecy outage probabilities for Nakagami

fading channels. To this end, we generate channel realizations as per the Nakagami

fading channel, where we have set m̃B = 2mB, m̃E = mE, γ̃B = 3γB, and γ̃E = γE.

The theoretic secrecy outage probability of the LBB scheme, Pout (Rs), and the secrecy

outage probability of the NB scheme, denoted as PNB

out (Rs), are obtained through

(5.23) and (5.40), respectively, where relevant infinite series are truncated at 100. In
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Figure 5.4: Secrecy outage probabilities of the LBB and NB schemes versus

different values of γB, where NA = 3, NE = 2, KB = 10 dB, KE = 5 dB, θb =
π/3, θe = π/4, and Rs = 1.

this figure, we observe that the theoretic Pout (Rs) and P
NB

out (Rs) precisely match the

simulated Pout (Rs) and P
NB

out (Rs), respectively. This confirms the correctness of our

derived secrecy outage probabilities.

Recall that for mathematical convenience, our analysis approximates a Rician

channel with a Nakagami channel. To see the effect of this, in Fig. 5.4 we again

plot the secrecy outage probabilities of the LBB scheme and the NB scheme, but

this time for specific Rician fading channels. In this figure, we observe that the

simulated minimum secrecy outage probability of the LBB scheme, P ∗out(Rs), and

the secrecy outage probability of the NB scheme, PNB

out (Rs), match extremely well

the theoretic P ∗out(Rs) and P
NB

out (Rs), respectively, thus confirming the validity of our

channel approximation. We note that we have set θE very close to θB in Fig. 5.4 (i.e.,

θB = π/3 and θE = π/4). The gap between P ∗out(Rs) and P
NB

out (Rs) can even be larger

when θE is not so close to θB.

In Fig. 5.5, we plot the minimum secrecy outage probability of the LBB scheme,
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Figure 5.5: Minimum secrecy outage probability of the LBB scheme ver-

sus different values of θE, where NA = 2, NE = 2, KB = 10 dB, KE =

10 dB, γB = 10 dB, γE = 10 dB, and Rs = 1.

P ∗out(Rs), versus different values of θE. Again we observe that the theoretic P
∗
out(Rs)

matches extremely well the simulated P ∗out(Rs), which again confirms the validity

of our analysis. Fig. 5.5 is also useful in that it more visually represents how the

minimum secrecy outage probability of the LBB scheme depends on the locations

of Bob and Eve. For example, P ∗out(Rs) is maximized when θB = θE. In addition,

we also can see how the secrecy performance of our LBB scheme is sensitive to the

accuracy of provided location information. For instance, we observe that P ∗out(Rs) is

very sensitive to θE when θB = 0.8π and θE is around 0.2π (e.g., 0.1π < θE < 0.3π).

We also observe P ∗out(Rs) is not sensitive to θE when θB = 0.8π and θE is around

0.45π (e.g., 0.4π < θE < 0.5π). These two observations illustrate that the sensitivity

of the secrecy performance of our LBB scheme with respect the location accuracy of

Bob or Eve is highly dependent on the geometry of all the transceivers (i.e., Alice,

Bob, and Eve). In the simulations to obtain Fig. 5.5, we also observe that the optimal

beamforming direction ψ∗ shifts away from θB as θE approaches to θB.
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Figure 5.6: Secrecy outage probabilities of the LBB and NB schemes versus

different values of γB, where NA = 3, NE = 4, KB = 10 dB, KE = 5 dB, θb =
π/3, and Rs = 1.

In Fig. 5.6, we examine the secrecy outage probability of the LBB scheme without

knowing Eve’s location, P b
out(Rs). As per Corollary 5, we know that b∗ = h†/‖h‖

when Eve’s location is unavailable at Alice. In Fig. 5.6 we also compare the the

solution with no information on Eve’s location to the NB scheme. To conduct a fair

comparison, we assume Eve’s location is uniformly distributed on a circle centered

at Alice, i.e., θE uniformly distributes between 0 and 2π, θE ∼ U [0, 2π]. We then

average P b
out(Rs) over θE to obtain the average secrecy outage probability, denoted

as P b
out(Rs). As expected, we observe that P b

out(Rs) is lower than PNB

out (Rs), which

demonstrates that the LBB scheme still outperforms the NB scheme on average, even

when Eve’s location is unavailable at Alice. This is due to the fact that the LBB

scheme improves the quality of the main channel based on Bob’s location, which on

average reduces the secrecy outage probability. However, the most important result

obtained from the simulations of Fig. 5.6 is that the secrecy outage probability of the

LBB scheme without Eve’s location increases (e.g., by approximately a factor of 5 for
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γB = 10dB) relative to that of the LBB scheme with Eve’s location.

It is worth mentioning how the relaxation of some assumptions we have made (e.g.,

zero error in the location information of Bob and Eve) impacts our results. Of course,

in reality it will never be the case that all reported locations, all K map information,

and all path loss exponents are known with zero error. Errors in these quantities are

intermingled in the sense that an error in one leads to an error in another. We have

attempted to encompass such correlated errors in a range of additional simulations.

Our general result is that a percentage error of 15% in any of these inputs leads

to an approximately 10% percentage error in our reported outage probabilities. For

anticipated error inputs, we can therefore say that our analysis remains reasonably

accurate.

5.6 Summary

We proposed and analyzed a novel beamforming scheme in the wiretap channel where

both the main channel and the eavesdropper’s channel are subject to Rician fading.

Our new LBB scheme solely requires as inputs the location information of Bob and

Eve, and does not require the CSI of the main channel or the eavesdropper’s chan-

nel. We derived the secrecy outage probability of the LBB scheme in a closed-form

expression valid for arbitrary values of KB and KE. We then determined the optimal

location-based beamformer that minimizes the secrecy outage probability. Compar-

isons with the NB scheme were then carried out so as to better understand the

performance gains offered by our location-based solution. The work we presented in

this chapter will be important for a range of application scenarios in which Rician

channels are expected to be dominant and where location information of potential

users and adversaries are known.



Chapter 6

TAS with Alamouti Coding and

Power Allocation

6.1 Introduction

In Chapter 5, an optimal LBB scheme was analyzed in the context of physical lay-

er security for wireless communications. By comparing the LBB scheme with the

Non-Beamforming scheme, the trade-off between feedback overhead and secrecy per-

formance in wiretap channels was investigated. Following on from Chapter 5, we

further examine the trade-off between feedback overhead and secrecy performance in

the context of transmit antenna selections. In our examination, we consider MIMO

wiretap channels, in which location information (which potentially can be verified by

our developed LVSs in Chapter 2, Chapter 3, and Chapter 4) is required to provide

the average SNR of the main channel or the eavesdropper’s channel. As discussed

in Chapter 1, to avoid high feedback overhead and complex signal processing, a sin-

gle TAS scheme was proposed in wiretap channels [58–60]. In this scheme, only one

antenna is selected at Alice to maximize the instantaneous SNR of the main chan-

nel. Throughout this thesis, we refer to this scheme as single TAS. Notably, single

TAS incurs low feedback overhead and low implementation complexity since only the

129



6.1 Introduction 130

index of the strongest transmit antenna is fed back from the receiver to the transmit-

ter and only one radio-frequency chain is implemented at the transmitter. We note

that [58–60, 121] considered the scenario where the instantaneous CSI of the eaves-

dropper’s channel is not available at the transmitter. In this scenario, perfect secrecy

between Alice and Bob cannot be guaranteed and secrecy outage probability [63] is

adopted as a practical and important metric to evaluate the secrecy performance.

In the context of TAS within the MIMO wiretap channel, a natural question

that arises is “What is the secrecy performance if two antennas are selected at the

transmitter?”. This is the main question we intend to answer in this chapter. When

two antennas are selected at the transmitter, an effective coding strategy needs to

be incorporated in order to maximize secrecy performance. Here, we adopt Alamouti

coding since it achieves full rate (one symbol per time slot) using linear encoding

and decoding algorithms [122]. Henceforth, we refer to two-antenna selection with

Alamouti coding as the TAS-Alamouti scheme. We note that the Alamouti code is

the only space time block code (STBC) that achieves full rate and full diversity with

linear receiver algorithms. The selection of more than 2 antennas and an appropriate

STBC can achieve a lower secrecy outage probability at the cost of reducing the

rate (or increasing the decoding complexity). This is the main reason that we focus

on Alamouti code with two transmit antennas in this work. In our TAS-Alamouti

scheme, Alice selects the first two strongest antennas based on the feedback from

Bob, which maximizes the instantaneous SNR of the main channel. After this, Alice

employs Alamouti coding at the selected transmit antennas in order to perform secret

data transmission. At Bob, MRC is applied in order to combine the received signals

to fully exploit the benefits of multiple receive antennas. We assume that Eve also

uses MRC to maximize the probability of successful eavesdropping.

The specific contributions of this chapter are summarized as follows. (i) We de-

rive a closed-form expression for the secrecy outage probability of the TAS-Alamouti

scheme. Based on the secrecy outage probability, we present the probability of non-

zero secrecy capacity of TAS-Alamouti and numerically determine the ε-outage secre-
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cy capacity. (ii) We derive a more compact closed-form expression for the asymptotic

secrecy outage probability of TAS-Alamouti in the high SNR regime of the main

channel. (iii) We apply optimal power allocation (OPA) within the TAS-Alamouti

scheme, henceforth referred as TAS-Alamouti-OPA, and derive a closed-form expres-

sion for the secrecy outage probability of TAS-Alamouti-OPA. The main observations

we draw from this chapter are summarized as follows. (i) The proposed TAS-Alamouti

scheme achieves a lower secrecy outage probability than single TAS for the medium

and high SNRs of the main channel. (ii) TAS-Alamouti-OPA achieves a lower secrecy

outage probability than single TAS for all the SNRs of the main channel.

The rest of this chapter is organized as follows. Section 6.2 details the system mod-

el and the proposed TAS-Alamouti scheme. In Section 6.3, the secrecy performance

of TAS-Alamouti is analyzed. In Section 6.4, a performance comparison between

TAS-Alamouti and single TAS is presented. In Section 6.5, TAS-Alamouti-OPA is

detailed and its secrecy performance is analyzed. Numerical results that demonstrate

the performance improvement of TAS-Alamouti-OPA over TAS-Alamouti are pre-

sented in Section 6.6. Finally, Section 6.7 draws concluding remarks and suggests

future directions.

6.2 System Model

We assume a Time Division Multiple Access (TDMA) system. The MIMO wiretap

channel of interest is illustrated in Fig. 6.1, where the transmitter (Alice), the receiv-

er (Bob), and the eavesdropper (Eve) are equipped with NA, NB, and NE antennas,

respectively. We assume that the main channel and the eavesdropper’s channel are

subject to quasi-static Rayleigh fading, the block length is the same for all channels,

and Alice, Bob, and Eve are static. We assume that one fading block covers two

time slots within which Alamouti coding is applied. We assume that the full CSI

of the main channel is known to Bob, and that Bob applies MRC to combine the

received signals. This allows Bob to exploit the NB-antenna diversity and maximize



6.2 System Model 132

Alice
A

B

E

Bob

Eve

f
1�

f
2�

g
1�

g
2�

Figure 6.1: Illustration of a MIMO wiretap channel with NA, NB, and NE

antennas at Alice, Bob, and Eve, respectively.

the probability of secret transmission. We also assume that the full CSI of the eaves-

dropper’s channel is known to Eve, and that Eve applies MRC in order to exploit the

NE-antenna diversity and to maximize the probability of successful eavesdropping.

In addition to the indices of the two strongest antennas, we assume that Bob feeds

back the average SNR of the main channel, γB, to Alice. We note that feeding back

γB leads to a lower feedback relative to feeding back the full CSI of the main channel.

The reason for this is that γB needs to be fed back only once, since the distance

between Alice and Bob stays constant. This is to be compared with CSI knowledge

which has to be fed back for each fading block. We also note the full CSI of the main

channel is an NB×NA complex matrix, whereas γB is a real number. As such, feeding

back the full CSI incurs a higher feedback overhead relative to feeding back γB.

A final assumption is that the average SNR of the eavesdropper’s channel, γE, is

known to Alice1. This assumption can be justified in several practical scenarios. For

1This means that Eve’s distance from Alice is known and the path loss exponent is known. Note,

the assumption that γE is known at Alice has been adopted elsewhere (e.g. [58–60]), and is a relaxed

assumption relative to the assumption of full CSI feedback from Eve adopted elsewhere, e.g. [11,12].
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example, Eve may be a regular user served by Alice in a previous time slot. Being a

regular user at some time, the true γE must be fed back to Alice by Eve (otherwise

Eve will not receive information at the full transmit rate). Another example in which

γE may be known is where Eve is likely to be at some known fixed distance away

from Alice, such as on the perimeter of a building or fence. In this case, the average

SNR of the eavesdropper’s channel is upper bounded by the SNR at the perimeter

of a building or fence. In this situation, the derived secrecy outage probability in

this chapter is still valid, as it represents a worst case when information is leaked. A

final scenario we suggest is the military one where the enemy’s position is a priori

ascertained (e.g. via reconnaissance).

The proposed TAS-Alamouti scheme is performed in two steps, which are detailed

in the following two subsections.

6.2.1 Transmit Antenna Selection

In the first step, the first two strongest antennas out of NA antennas are selected

at Alice based on the feedback from Bob. This feedback is the indices of the two

antennas at Alice which result in the strongest signals at Bob. These two antennas

maximize the instantaneous SNR of the main channel. Given that Bob employs MRC

to combine the received signals, the index of the first strongest antenna is given by

ξ1 = argmax
0≤ξ≤NA

‖fξ‖ , (6.1)

and the index of the second strongest antenna is determined by

ξ2 = argmax
0≤ξ≤NA,ξ 6=ξ1

‖fξ‖ , (6.2)

where fξ = [fξ,1, fξ,2, ..., fξ,NB
]
T
is the NB×1 channel vector between the ξ-th antenna

at Alice and the NB antennas at Bob with i.i.d. Rayleigh fading entries.

To conduct transmit antenna selection, Alice sends Bob pilot symbols prior to data

transmission. Using these symbols, Bob determines the CSI of the main channel and
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determines ξ1 and ξ2 according to (6.1) and (6.2), respectively. After this, Bob feeds

back ξ1 and ξ2 to Alice via a low-rate feedback channel. As such, TAS-Alamouti re-

duces the feedback overhead compared with beamforming, since only
⌈
log2

NA(NA−1)
2

⌉

bits are required to feed back the antenna indices. Comparing with single TAS, TAS-

Alamouti requires
(⌈
log2

NA(NA−1)
2

⌉
− ⌈log2NA⌉

)
extra feedback bits. For example,

when NA = 3 TAS-Alamouti requires no extra feedback bit. For 4 ≤ NA ≤ 6, TAS-

Alamouti requires only one extra feedback bit. We note that the antenna indices

ξ1 and ξ2 are entirely dependent on the main channel. Due to the independence of

the main channel and the eavesdropper’s channel, it follows that our proposed TAS-

Alamouti scheme improves the quality of main channel relative to the eavesdropper’s

channel, which in turn promotes the secrecy of the MIMO wiretap channel.

6.2.2 Alamouti Coding

In the second step, Alice adopts Alamouti coding to perform secret transmission.

During the transmission, Alice allocates a percentage α of its total transmit power to

the first strongest antenna, and allocates a percentage β of its total transmit power to

the second strongest antenna. Due to the total power constraint, we have β = 1− α.
As per the rules of Alamouti coding, the NB × 1 received signal vectors at Bob in

the first and second time slots are given by

yB(1) =
[√

αfξ1 ,
√
βfξ2

]

 x1

x2


+ n(1), (6.3)

and

yB(2) =
[√

αfξ1 ,
√
βfξ2

]

 −x

†
2

x†1


+ n(2), (6.4)

respectively, where [fξ1 ,fξ2 ] is the NB×2 main channel matrix after TAS, [x1, x2]T is
the transmit signal vector in the first time slot, [−x†2, x†1]T is the transmit signal vector
in the second time slot, n is the zero-mean circularly symmetric complex Gaussian
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noise vector satisfying E[nn†] = INB
σ2
AB, σ

2
AB is the noise variance for each receive

antenna at Bob. Under the power constraint, we have E[|x1|2] = E[|x2|2] = PA, where

PA is the total transmit power at Alice.

By performing MRC and space-time signal processing, the signals containing x1

and x2 at Bob can be expressed as

yB(x1) =
(
αf †ξ1fξ1 + βf †ξ2fξ2

)
x1 +

√
αf †ξ1n(1) +

√
βn(2)†fξ2 , (6.5)

and

yB(x2) =
(
αf †ξ1fξ1 + βf †ξ2fξ2

)
x2 +

√
αf †ξ2n(1)−

√
βn(2)†fξ1 , (6.6)

respectively. The instantaneous SNR at Bob is written as

γB =
(α‖fξ1‖2 + β‖fξ2‖2)PA

σ2
AB

. (6.7)

Likewise, the instantaneous SNR at Eve is written as

γE =
(α‖gξ1‖2 + β‖gξ2‖2)PA

σ2
AE

, (6.8)

where [gξ1 , gξ2 ] is the NE × 2 eavesdropper’s channel matrix after TAS, σ2
AE is the

noise variance for each receive antenna at Eve, and gξ = [gξ,1, gξ,2, ..., gξ,NE
]T denotes

the NE × 1 channel vector between the ξ-th antenna at Alice and the NE antennas

at Eve with i.i.d. Rayleigh fading entries. In the following two sections, we assume

equal power allocation to the selected antennas, i.e., α = β = 0.5 (optimal power

allocation is discussed in Section 6.5).

6.3 Secrecy Performance of TAS-Alamouti

In this section, we quantify the secrecy performance of the proposed TAS-Alamouti

scheme. Specifically, we derive a closed-form expression for the secrecy outage proba-

bility. Based on the secrecy outage probability, we present the probability of non-zero

secrecy capacity and numerically determine the ε-outage secrecy capacity. In addition,
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we derive a more compact closed-form expression for the secrecy outage probability

as γB approaches high values. This expression determines the secrecy diversity order

and the secrecy array gain.

6.3.1 Secrecy Outage Probability

The secrecy outage probability is defined as the probability of the secrecy capacity

Cs being less than a specific transmission rate Rs (bits/channel-use) [63]. According

to the definition, the secrecy outage probability is formulated as

Pout (Rs) = Pr (Cs < Rs) . (6.9)

We commence our analysis by presenting the pdf of γB, fγB (γB), and the pdf of

γE, fγE (γE). Specifically, we adopt [123, Eq. (15)] with Lt = NA and Lr = NB as

fγB (γB) for TAS-Alamouti, and define γB = E[γB]/NB. We then adopt [123, Eq.

(15)] with Lt = 2 and Lr = NE as fγE (γE), and define γE = E[γE]/NE. The derived

expression for the secrecy outage probability is presented in the following theorem.

Theorem 10 The secrecy outage probability of the TAS-Alamouti scheme is

Pout(Rs) = 1− NA(NA − 1) [A1 − A2 + A3 − A4]

[(NB − 1)! (NE − 1)!]
2 , (6.10)

where

A1 = −SiSjStSmSkSue1ϕω1
0

(
γE
2

)u [
SnF(η1, 1, λ1, ϕ1)

2NE−m−2
+

SqF(η2, 1, λ2, ϕ1)

2NE+q−1(NE + q)

]
, (6.11)

A2 = SjSmSpS̄ue2ϕ
2NB−j−1
0

2NB−j−p−uγuE
NB + p

[
SnF(η1, 1, λ1, ϕ2)

2NE−m−1
+

SqF(η2, 1, λ2, ϕ2)

2NE+q(NE + q)

]
,

(6.12)

A3 = S̄iSjStSmS̄kSue1ϕ
ω1
0

2ω1−ω2γuE
ik+1

[
SnF(η1, 1, λ1, ϕ1)

2NE−m−2
+

SqF(η2, 1, λ2, ϕ1)

2NE+q−1(NE + q)

]
, (6.13)

A4 = −S̄iSjStSmSpŜuρe2ϕω3
0

2ω3−uγuE
iNB+p+t

[
SnF(η1, 1, λ1, ϕ2)

2NE−m−2
+

SqF(η2, 1, λ2, ϕ2)

2NE+q−1(NE + q)

]
.

(6.14)
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In A1, A2, A3 and A4, we define the symbols used as

Si ≡
NA−2∑

i=0

(−1)i
(
NA − 2

i

)
, (6.15)

Sj ≡
NB−1∑

j=0

j!

(
NB − 1

j

)
, (6.16)

St ≡
(NB−1)i∑

t=0

at(NB, i), (6.17)

Sm ≡
NE−1∑

m=0

m!

(
NE−1
m

)
, (6.18)

Sk ≡
2NB+t−j−2∑

k=0

k!
(
2NB+t−j−2

k

)

(i+ 2)k+1
, (6.19)

Su ≡
2NB+t−j−k−2∑

u=0

(
2NB+t−j−k−2

u

)

(1− 2−Rs)−(2NB+t−j−k−u−2) , (6.20)

Sn ≡
2NE−m−2∑

n=0

n!

(
2NE −m− 2

n

)
, (6.21)

Sq ≡
NE−m−1∑

q=0

(−1)q
(
NE−m−1

q

)
, (6.22)

Sp ≡
NB−j−1∑

p=0

(−1)p
(
NB − j − 1

p

)
, (6.23)

S̄u ≡
2NB−j−1∑

u=0

(
2NB−j−1

u

)

(1− 2−Rs)−(2NB−j−u−1)
, (6.24)

S̄i ≡
NA−2∑

i=1

(−1)i
(
NA − 2

i

)
, (6.25)

S̄k ≡
NB+t+p−1∑

k=0

k!

(
NB + t+ p− 1

k

)
, (6.26)

Ŝu ≡
NB−j−p−1∑

u=0

(
NB−j−p−1

u

)

(1− 2−Rs)−(NB−j−p−u−1)
, (6.27)

where at(NB, i) in St is the coefficient of z
t in the expansion of

(∑NB−1
j=0 zj/j!

)i
. In

A1, A2, A3 and A4, we define ω1 = 2NB + t − j − k − 2, ω2 = NB + p + t − k − 1,

ω3 = ω1−ω2, λ1 = 2NE+u−m−n−3, λ2 = 2NE+u−m−2, η1 = 2NE−m−n−2,
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η2 = 2NE −m− 1, ϕ0 =
2Rs

γB
, ϕ1 =

γB+2Rs−1(i+2)γE
γB

, ϕ2 =
γB+2RsγE

γB
, e1 = e

− (i+2)(2Rs−1)
γ̄B ,

e2 = e
− (2Rs+1−2)

γ̄B , ρ = (NB + t+ p− 1)!, and

F(η, τ, λ, ϕ) = ηW (λ, ϕ)− τW (λ+ 1, ϕ) , (6.28)

where W(r, ϕ), r ∈ {λ, λ+ 1}, is defined as

W(r, ϕ)=

∫ ∞

0

xre−ϕxdx=




r!ϕ−r−1, if r = 0, 1, 2, ...

0, if r = −1.
(6.29)

We now prove Theorem 10. Based on the definition of the secrecy outage proba-

bility, Pout (Rs) can be rewritten as

Pout(Rs) = Pr(Cs < Rs|γB > γE) Pr(γB > γE)︸ ︷︷ ︸
V1

+Pr(γB < γE)︸ ︷︷ ︸
V2

, (6.30)

where V1 is

V1 =

∫ ∞

0

∫ 2Rs (1+γE)−1

γE

fγE(γE)fγB(γB)dγBdγE

=

∫ ∞

0

fγE(γE)

[∫ 2Rs (1+γE)−1

0

fγB(γB)dγB

]
dγE

︸ ︷︷ ︸
U1

−
∫ ∞

0

fγE(γE)

[∫ γE

0

fγB(γB)dγB

]
dγE

︸ ︷︷ ︸
U2

. (6.31)

We note that V2 =
∫∞
0

∫ γE
0

fγE(γE)fγB(γB)dγBdγE = U2. As such, Pout (Rs) = U1.

To calculate the integrations in U1, we first substitute fγB (γB) into U1 and solve the

inner integral with the aid of [124, Eq. (3.351.1)]. We then substitute fγE (γE) into

U1 and solve the resultant integral with the aid of [124, Eq. (3.351.3)]. By performing

some algebraic manipulations, the secrecy outage probability is derived as in (6.10).

This completes the proof of Theorem 10.

It is highlighted that our new expression in (6.10) is in closed form as it involves

finite summations of exponential and power functions only. Again, we note that (6.10)
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is only valid for α = 0.5. The probability of non-zero secrecy capacity is defined as the

probability that the secrecy capacity is larger than zero. We present the probability

of non-zero secrecy capacity of TAS-Alamouti in the following corollary.

Corollary 7 The probability of non-zero secrecy capacity of TAS-Alamouti is

Pnon = Pr (Cs > 0) = Pr (γB > γE) . (6.32)

Using our expression for the secrecy outage probability, the probability of non-zero

secrecy capacity is obtained as Pnon = 1− Pout (0).

The ε-outage secrecy capacity is defined as the maximum secrecy rate at which

the secrecy outage probability is no larger than ε. Specifically, the ε-outage secrecy

capacity of TAS-Alamouti is given in the following corollary.

Corollary 8 The ε-outage secrecy capacity of TAS-Alamouti is given by

Cout (ε) = argmax
Pout(Rs)≤ε

Rs. (6.33)

Using the closed-form expression for Pout (Rs) in (6.10), we can find Cout (ε) numeri-

cally.

6.3.2 Asymptotic Secrecy Outage Probability

We now derive a simpler expression for the secrecy outage probability in the asymp-

totic limit γB →∞. To this end, we present the following theorem.

Theorem 11 As γB → ∞, Pout(Rs) → P∞out(Rs), where the asymptotic secrecy

outage probability P∞out(Rs) is

P∞out(Rs) = (ΨγB)
−Φ + o

(
γ−ΦB

)
, (6.34)
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where Φ = NANB,

Ψ =

{
C(NA, NB)

(2Rs+1−2)−NANB
+

C(NA, NB)Sm

[(NE − 1)!]2 (2RsγE)
−NANB

×
NANB∑

k=1

k

(
NANB

k

)(
2−21−Rs

γE

)NANB−k

×
[
Sn(η1+k−1)!
22NE−m−2

+
Sq(η2+k−1)!
2NE+q−1(NE+q)

]}− 1
NANB

,

(6.35)

and o (·) denotes the higher order terms.

To derive P∞out(Rs), we need to determine the cumulative distribution function

(cdf) of γB, FγB(γB), which is a function of γB. In this function, we expand the

exponential function using e−x =
∑∞

k=0(−x)k/k!. If we take the limit γB → ∞, we

keep the first non-zero order term in the expansion and ignore the higher order terms.

This results in

F∞γB(γB) = C(NA, NB)

(
2γB
γB

)NANB

, (6.36)

where C(NA, NB) is given by

C(NA, NB) =
NA(NA − 1)

[(NB − 1)!]2
×

[
−SiSjSt

(−1)NANB(i+ 2)NANB2−NANB−2NB−t+j+k+2

(NANB − 2NB − t+ j + k + 2)!

−SjSp
(−1)NANB2−NB−p(NB + p)−1

(NANB − 2NB + j + 1)!

+S̄iSjStSp
(−1)NANB(i+ 2)NANB2−NANB−NB−t−p+k+1

ik+1(NANB − 2NB − t+ j + k + 2)!

−S̄iSjStSpρ
(−1)NANB i−NB−p−t

(NANB −NB + j + p+ 1)!

]
.

(6.37)

We note that C(NA, NB) can be simplified in some special cases. For example,

C(2, NB) = 1/[2NB(2NB − 1)!] and C(NA, 1) = 1/2NA−1. Using (6.30) and (6.31), we

then find that

P∞out(Rs) =

∫ ∞

0

fγE(γE)F
∞
γB

(
2Rs(1 + γE)− 1

)
dγE. (6.38)
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We substitute (6.36) into (6.38), and then rewrite the product of F∞γB
(
2Rs(1 + γE)− 1

)

and fγE(γE) with the aid of [124, Eq.(1.111)]. Finally, the resultant integral with re-

spect to γE is solved with the aid of [124, Eq.(3.351.3)], which leads to the desired

asymptotic secrecy outage probability in (6.34). This proves Theorem 11.

We refer to Φ as the secrecy diversity order, and Ψ as the secrecy array gain of

TAS-Alamouti. We observe that the secrecy diversity order of TAS-Alamouti is the

same as that of single TAS, which is NANB [59]. Furthermore, we later show that

the TAS-Alamouti scheme achieves a higher secrecy array gain than single TAS.

6.4 Comparison between TAS-Alamouti and sin-

gle TAS

In this section, we conduct a thorough performance comparison between the proposed

TAS-Alamouti scheme and the single TAS scheme proposed in [59]. Moreover, we

present numerical results to examine the impact of the number of antennas (NA, NB,

and NE) and the average SNRs on the secrecy performance of TAS-Alamouti. This

comparison highlights the superiority of TAS-Alamouti relative to single TAS.

6.4.1 Secrecy Outage Probability

We first examine the impact ofNA on the secrecy outage probability. Fig. 6.2 plots the

secrecy outage probability versus γB for different values of NA. In this figure, Pout(Rs)

and P∞out(Rs) of TAS-Alamouti are generated from (6.10) and (6.34), respectively.

The secrecy outage probability of single TAS, P s
out(Rs), and the asymptotic secrecy

outage probability of single TAS, P s,∞
out (Rs), are generated from [59, Eq. (13)] and [59,

Eq. (18)], respectively. We first observe that Pout(Rs) of TAS-Alamouti matches

precisely with Monte Carlo simulations. This demonstrates the correctness of our

analysis. Monte Carlo simulations are omitted in other figures to avoid cluttering. We

further observe that P∞out(Rs) approaches Pout(Rs) as γB increases, which verifies our
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Figure 6.2: Secrecy outage probability versus γB for Rs = 1, γE = 5 dB,

NB = 2, and NE = 1.

asymptotic analysis. In Fig. 6.2, we also observe that Pout (Rs) significantly decreases

as NA increases. This can be explained by the fact that NA increases the secrecy

diversity order of TAS-Alamouti via NANB. We note the asymptotic curves of single

TAS and TAS-Alamouti are parallel, which confirms that the diversity order of the

two schemes is the same. We observe that TAS-Alamouti has an SNR gain relative to

single TAS at the same secrecy outage probability. This SNR gain is due to the fact

that TAS-Alamouti has a higher secrecy array gain than single TAS. Notably, this

SNR gain increases with NA. We further observe that the crossover point, at which

TAS-Alamouti and single TAS achieve the same secrecy outage probability, moves

to a lower γB when NA increases. Both of these observations demonstrate that the

advantage of TAS-Alamouti over single TAS increases as NA increases.

From Fig. 6.2, we observe that TAS-Alamouti achieves a lower secrecy outage

probability than single TAS when γB > 11 dB for NA = 3. We note that it is

a general result that TAS-Alamouti outperforms single TAS when γB is larger than

some specific value. This general result is different from the comparison between TAS-
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Figure 6.3: Secrecy outage probability versus γB for Rs = 1, γE = 5 dB,

NA = 3, and NE = 2.

Alamouti and single TAS in non-secrecy MIMO systems [123] where the performance

of TAS-Alamouti is always worse than that of single TAS, which is due to the fact

that the transmitter wastes some transmit power on the second strongest antenna in

TAS-Alamouti. However, in MIMO wiretap channels there is a potential advantage in

selecting two antennas at Alice. This is because that Eve’s probability of countering

the fading (matching the SNR at Bob) decreases as the number of selected antennas

at Alice increases.

We next examine the impact ofNB on the secrecy outage probability. Fig. 6.3 plots

the secrecy outage probability versus γB for different values of NB. In this figure, we

observe that Pout (Rs) decreases as NB increases, which is explained by the fact that

NB increases the secrecy diversity order via NANB. We also observe that the SNR

gain of TAS-Alamouti relative to single TAS increases with NB. We further observe

that the crossover point moves to a lower γB when NB increases. These observations

demonstrate that the advantage of TAS-Alamouti over single TAS increases as NB

increases.
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NA = 4, and NB = 2.

We now examine the impact of NE on the secrecy outage probability. Fig. 6.4 plots

the secrecy outage probability versus γB for different values of NE. As expected, we

observe that Pout (Rs) increases as NE increases. We note that the asymptotic curves

of TAS-Alamouti for different values of NE are parallel, which confirms that the

diversity order is not affected by NE. We also observe that the SNR gain of TAS-

Alamouti relative to single TAS decreases as NE increases. We further observe that

the crossover point moves to a higher γB when NE increases. These observations

demonstrate that the advantage of TAS-Alamouti over single TAS decreases as NE

increases.

6.4.2 Probability of Non-Zero Secrecy Capacity

Fig. 6.5 plots the probability of non-zero secrecy capacity versus γB for different

values of γE. In this figure, Pnon of TAS-Alamouti is generated from (6.32), and the

probability of non-zero secrecy capacity of single TAS, P s
non, is generated from [59, Eq.
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Figure 6.5: The probability of non-zero secrecy capacity versus γB for NA =

4, NB = 3, and NE = 2.

(29)]. From Fig. 6.5, we observe that Pnon of TAS-Alamouti is higher than that of

single TAS when γB is larger than some specific value. We also observe that the

crossover point moves to a higher γB when γE increases. This demonstrates that the

advantage of TAS-Alamouti over single TAS increases as γE decreases.

6.4.3 ε-outage Secrecy Capacity

Fig. 6.6 plots the ε-outage secrecy capacity versus NA for different values of NE. In

this figure, Cout (ε) of TAS-Alamouti is generated from (6.33) and the ε-outage secrecy

capacity of single TAS, Cs
out (ε), is generated from [59, Eq. (31)]. From this figure, we

observe that Cout(ε) increases with NA but decreases with NE. We also observe that

TAS-Alamouti achieves a higher ε-outage secrecy capacity than single TAS when NA

is larger than some specific value. Notably, the ε-outage secrecy capacity advantage

of TAS-Alamouti over single TAS increases with NA but decreases with NE.
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6.5 Secrecy Performance of TAS-Alamouti-OPA

In this section, we optimize power allocation for the TAS-Alamouti scheme. To

this end, we derive a closed-form expression for the secrecy outage probability of

TAS-Alamouti with general power allocation, i.e., 0.5 ≤ α ≤ 1. Based on this

expression, we determine the optimal power allocation for TAS-Alamouti and obtain

the secrecy performance of TAS-Alamouti-OPA. In TAS-Alamouti-OPA, the optimal

α that minimizes the secrecy outage probability is determined at Alice based on the

knowledge of γB and γE. In order to determine the optimal α, Alice requires to know

her strongest and second strongest antennas. This is different from TAS-Alamouti in

which Alice only requires to know her two strongest antennas, but does not need to

know which of these two is the strongest. As such, TAS-Alamouti-OPA requires one

extra feedback bit relative to TAS-Alamouti. Other than this small change in the

feedback overhead, the steps of TAS-Alamouti-OPA are the same as those outlined

in Section 6.2.
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6.5.1 Secrecy Outage Probability of TAS-Alaouti with PA

We note that when α = 0.5, the secrecy outage probability of TAS-Alamouti, Pout (Rs),

is derived in (6.10). As such, we focus on 0.5 < α ≤ 1 and commence our analysis by

deriving the pdfs of γB and γE.

We first derive the pdf of γB, f
α
γB
(γB). Recall that ‖fξ‖2 is a chi-squared variable

with 2NB degrees of freedom. Denoting χ‖fξ̺‖2 as Y̺, (χ, ̺) ∈ {(α, 1) , (β, 2)}, the
cdf and pdf of Y̺ are given by [125]

FY̺ (y̺) = 1− e−
y̺
χ

NB−1∑

k=0

yk̺
χkk!

, (6.39)

and

fY̺ (y̺) =
1

χ(NB − 1)!

(
y̺
χ

)NB−1
e−

y̺
χ , (6.40)

respectively. We note that γB in (6.7) can be expressed as γB = γB(Y1 + Y2). The

joint pdf of Y1 and Y2 can be written as [126]

fY1Y2(y1, y2) =
NA!

(NA − 2)!
[FY2 (y2)]

NA−2 fY1 (y1) fY2 (y2)

=
NA(NA − 1)

αβ[(NB−1)!]2
NA−2∑

i=0

(−1)i
(
NA − 2

i

) (NB−1)i∑

t=0

at(NB, i)

×
(y1
α

)NB−1
e−

y1
α

(
y2
β

)NB+t−1
e−(1+i)

y2
β . (6.41)

As such, the cdf of γB can be expressed as

F α
γB
(γB) = Pr (γB(Y0 + Y1) ≤ γB)

=

∫ βγB
γB

0

∫ γB
γB
−y2

α
β
y2

fY1Y2(y1, y2)dy1dy2. (6.42)

Substituting (6.41) into (6.42) and solving the resultant integrals, we derive the closed-
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form expression for F α
γB
(γB) as

F α
γB
(γB) =

NA(NA − 1)

[(NB − 1)!]2
SiSjSt

{[
ρ̄− Sk

(
γB
γB

)ω1

e
− (i+2)γB

γB

]

−Sp
[
ρ

αNB+tβp

[(1 + i)α− β]NB+t+p

(
γB
αγB

)ω3

e
− γB

αγB

−S̄k
αNB+tβp

[(1 + i)α− β]k+1

(
γB
αγB

)ω1

e
− (i+2)γB

γB

]}
, (6.43)

where ρ̄ = (2NB+t−j−2)!
(i+2)2NB+t−j−1 . The pdf of γB, f

α
γB
(γB), can then be derived.

We next derive the pdf of γE, f
α
γE
(γE). We denote α‖gξ1‖2 and β‖gξ2‖2 as Z1 and

Z2, respectively. The cdf and pdf of Z̺ are given by [125]

FZ̺
(z̺) = 1− e−

z̺
χ

NE−1∑

k=0

zk̺
χkk!

, (6.44)

and

fZ̺
(z̺) =

1

χ(NE − 1)!

(
z̺
χ

)NE−1
e−

z̺
χ , (6.45)

respectively, where (χ, ̺) ∈ {(α, 1) , (β, 2)}. Since Z1 and Z2 are independent, the pdf

of γE = γE (Z1 + Z2) is expressed as

fαγE(γE) =

∫ γE
γE

0

fZ1(γE − z)fZ2(z)dz

=
S̄mρ̂

γE[(NE−1)!]2

[
αNE−1βm

(α− β)NE+m

(
γE
αγE

)NE−m−1
e
− γE

αγE

− S̄qα
m−qβNE−1

(α− β)NE+m−q

(
γE
βγE

)NE+q−m−1
e
− γE

βγE

]
, (6.46)

where ρ̂ = (NE +m− 1)!,

S̄m ≡
NE−1∑

m=0

(−1)m
(
NE−1
m

)
, (6.47)

and

S̄q ≡
NE+m−1∑

q=0

1

q!
. (6.48)

Based on fαγB(γB) and f
α
γE
(γE), we present the secrecy outage probability of TAS-

Alamouti with general power allocation in the following theorem.
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Theorem 12 The secrecy outage probability of TAS-Alamouti with general power

allocation is

P ′out(Rs) =




Pout(Rs), when α = 0.5,

Pα
out(Rs), when 0.5 < α ≤ 1,

(6.49)

where Pα
out(Rs) is derived as

Pα
out(Rs) =

NA(NA − 1)
[
B1 + B2 +B3 +B4

]

[(NB − 1)!]2[(NE − 1)!]2
, (6.50)

and

B1 = −SiSjStS̄mSkSuρ̂e1γuEϕω1
0

[
TαNE+uβm

(α−β)NE+mϕω4
3

− S̄qT̄α
m−qβNE+u

(α−β)NE+m−qϕω4+q
4

]
, (6.51)

B2 = SiSjStS̄mρ̄ρ̂

[
αNEβmω4!

(α− β)NE+m
− S̄qα

m−qβNE(ω4 + q)!

(α− β)NE+m−q

]
, (6.52)

B3 = SiSjStS̄mSpS̄kSuρ̂e1
α−NB+j+k+2βpγuEϕ

ω1
0

[(i+ 2)α−1]k+1

×
[

TαNE+uβm

(α−β)NE+mϕω4
3

− S̄qT̄α
m−qβNE+u

(α−β)NE+m−qϕω4+q
4

]
, (6.53)

B4 = −SiSjStS̄mSpŜuρρ̂eα
αt+j+p+1βpγuEϕ

ω3
0

[(i+ 2)α−1]NB+t+p

×
[

TαNE+uβm

(α−β)NE+mϕω4
2

− S̄qT̄α
m−qβNE+u

(α−β)NE+m−qϕω4+q
5

]
. (6.54)

In B1, B2, B3, and B4, we define new variables used as T = (NE − m + u − 1)!,

T̄ = (NE −m+ u+ q− 1)!, ω4 = NE −m+ u, ω5 = NE −m− 1, ϕ3 =
(i+2)2RsαγE+γB

γB
,

ϕ4 =
(i+2)2RsβγE+γB

γB
, ϕ5 =

2RsβγE+αγB
αγB

, and eα = e
− 2Rs−1

αγB .

To derive (6.50), we first substitute fαγB(γB) and f
α
γE
(γE) into U1 in (6.31). We then

solve the resultant integrals with the aid of [124, Eq.(3.351.1)] and [124, Eq.(3.351.3)],

which yields the desired result in (6.50).

We highlight that the expression in (6.50) is in closed form as it involves only

finite summations of exponential functions and power functions. Again, we note that

(6.50) is valid for α ∈ (0.5, 1], and when α = 1 (6.50) reduces to the secrecy outage

probability of single TAS, denoted as P s
out (Rs), which was derived in [59, Eq. (13)].
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6.5.2 Secrecy Outage Probability of TAS-Alaouti-OPA

Algorithm 6.1 Bisection Algorithm to determine α∗

Input: upper bound and lower bound on α, Pout(Rs), g(α)

Output: α∗

1: Set the upper bound and lower bound on α as αu = 1 and αl = 0.5+ǫ, respectively,

where ǫ is an arbitrarily small positive quantity. Set the maximum iteration as

Im, and set the minimum step size as δm.

2: Estimate the root of g(α) = 0, αm, as the mid-point between αu and αl, i.e.,

αm = (αu + αl)/2. Initialize the iteration number as I = 1.

3: Check the following conditions to update the upper bound or lower bound. If

g(αl)g(αm) < 0, the root lies between αl and αm; then αl = αl and αu = αm. If

g(αl)g(αm) > 0, the root lies between αm and αu; then αl = αm and αu = αu.

If g(αl)g(αm) = 0, the root is αm; then set the temporary optimal value of α as

αt = αm and skip to step 6.

4: Update the root of g(α) = 0 as αnewm = (αu + αl)/2 and calculate the step size as

δ = |αnewm − αm|. If δ ≤ δm, then αt = αm and skip to step 6. If δ > δm, then

I = I + 1.

5: Check the iteration number. If I < Im, then αm = αnewm and skip to step 3. If

I = Im, then αt = αm and skip to step 6.

6: Check Pα
out(Rs) conditioned on α = αt with Pout(Rs). If P

α
out(Rs) conditioned on

α = αt is larger than or equal to Pout(Rs), then α
∗ = 0.5. If Pα

out(Rs) conditioned

on α = αt is less than P
α(Rs), then α

∗ = αt.

Based on (6.49), the optimal value of α which minimizes P ′out(Rs), α
∗, is deter-

mined by

α∗ = argmin
0.5≤α≤1

P ′out(Rs). (6.55)

To search α∗, we first derive g(α) = ∂P α
out(Rs)/∂α, and then apply the Algorithm 6.1

to find α∗. Substituting α∗ into (6.49), we obtain the secrecy outage probability of
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TAS-Alamouti-OPA, denoted as P ∗out(Rs).

6.6 Numerical and Simulation Results

In this section, we conduct a secrecy performance comparison among single TAS,

TAS-Alamouti, TAS-Alamouti-OPA, and the beamforming scheme with all transmit

antennas. In addition, we examine the impact of imperfect knowledge of γE and

number of antennas (NA, NB, and NE) on the secrecy outage probability.

6.6.1 Comparison Results

Fig. 6.7 plots the secrecy outage probabilities of single TAS, TAS-Alamouti and TAS-

Alamouti-OPA. We observe that the analytical curves of TAS-Alamouti-OPA match

precisely with the Monte Carlo simulations, which verifies our analysis. We also

observe that TAS-Alamouti-OPA always achieves a better secrecy performance than

TAS-Alamouti. Moreover, we observe that TAS-Alamouti-OPA always achieves a

better secrecy performance than single TAS. Note that as γB → 0, TAS-Alamouti-

OPA becomes the same as single TAS.

Fig. 6.8 plots and compares the secrecy outage probability of TAS-Alamouti-OPA

with that of beamforming with NA transmit antennas. In this figure, P b
out(Rs) is the

secrecy outage probability of beamforming. First, we can see that the beamforming

and TAS-Alamouti-OPA achieve the same secrecy diversity order. As expected, we

also observe that beamforming outperforms TAS-Alamouti-OPA. This is due to the

fact that Alice knows the full CSI of the main channel in beamforming and adopts

the maximum ratio transmission (MRT) to maximize the SNR at Bob. We also

observe that the gap between TAS-Alamouti-OPA and beamforming increases as

NA increases. The secrecy performance improvement of beamforming relative TAS-

Alamouti-OPA comes as the cost of extra feedback bits required by beamforming.

Only the indices of the two strongest antennas are fed back from Bob to Alice in
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and NB = 2.
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TAS-Alamouti-OPA, but an NB ×NA complex matrix need to be quantified and fed

back to Alice in beamforming. As such, beamforming incurs a much higher feedback

overhead than TAS-Alamouti-OPA.

6.6.2 Impacts on Secrecy Outage Probability

In order to examine the impact of imperfect knowledge of γE on the secrecy out-

age probability, we assume that γE follows a log-normal distribution, i.e., γE ∼
N (µE, σ

2
dB), where µE is the mean and σdB is the standard deviation (where γE,

µE, and σdB are all in dB). The secrecy outage probabilities in Fig. 6.9, P
s

out(Rs) and

P
∗
out(Rs), are calculated using P

s

out(Rs) = EγE [P
s
out(Rs)] and P

∗
out(Rs) = EγE [P

∗
out(Rs)],

respectively. In Fig. 6.9, we first observe that P
s

out(Rs) and P
∗
out(Rs) with imperfect

knowledge of γE (σdB > 0), are higher than the corresponding values with perfect

knowledge of γE (σdB = 0). This confirms that imperfect knowledge degrades the

secrecy performance. We also observe that P
s

out(Rs) and P
∗
out(Rs) increase as σdB
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dB.

increases. This indicates that the poorer the knowledge of γE is, the poorer the se-

crecy performance is. Furthermore, we observe that the gap between P
s

out(Rs) and

P
∗
out(Rs) decreases as σdB increases, which indicates that imperfect knowledge of γE

degrades the superiority of TAS-Alamouti-OPA over single TAS.

We investigate the impact of the number of antennas (NA, NB, and NE) on α
∗.

Fig. 6.10 plots α∗ versus NA for different values of NB and NE. In this figure, we

observe that α∗ decreases asNA increases. This demonstrates that the power allocated

to the second strongest antenna increases as NA increases. As NA → ∞, α∗ → 0.5.

This result is expected because when NA is large, the likelihood that the two selected

antennas result in the same instantaneous SNR at Bob is increased.

We present 3D plots to compare the secrecy outage probability of single TAS

with that of TAS-Alamouti-OPA in order to examine the joint impact of NA, NB,

and NE on the secrecy performance. In Fig. 6.11, Fig. 6.12, and Fig. 6.13, P s
out(Rs)

is the secrecy outage probability of single TAS, and P ∗out(Rs) is the secrecy outage

probability of TAS-Alamouti-OPA. Fig. 6.11 plots the secrecy outage probabilities
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γB = 15 dB, γE = 5 dB, and NE = 2.
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of single TAS and TAS-Alamouti-OPA versus NA and NB. In Fig. 6.11, we first

observe that when NB = 1, NA < 6 or NA = 2, NB < 3, TAS-Alamouti-OPA does

not achieve a significantly lower secrecy outage probability relative to single TAS.

We also observe that the gap between single TAS and TAS-Alamouti-OPA increases

as NA or NB increases. Fig. 6.12 plots the secrecy outage probabilities of single

TAS and TAS-Alamouti-OPA versus NA and NE. In Fig. 6.12, we first observe that

when NA = 2, NE > 1 or NE = 4, NA < 4, TAS-Alamouti-OPA does not achieve a

significantly lower secrecy outage probability relative to single TAS. We also observe

that the gap between single TAS and TAS-Alamouti-OPA increases as NA increases,

but decreases as NE increases. Fig. 6.13 plots the secrecy outage probabilities of single

TAS and TAS-Alamouti-OPA versus NB and NE. In Fig. 6.13, we first observe that

when NB = 1, NE > 1 or NE = 4, NB < 2, TAS-Alamouti-OPA does not achieve a

significantly lower secrecy outage probability relative to single TAS. We also observe

that the gap between single TAS and TAS-Alamouti-OPA increases as NB increases

but decreases as NE increases. In summary, the observations in Fig. 6.11, Fig. 6.12,
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and Fig. 6.13 demonstrate that the superiority of TAS-Alamouti-OPA over single

TAS increases as NA or NB increases, and decreases as NE increases.

6.6.3 Discussion

We note that it is possible to explore the trade-off between the feedback overhead

and secrecy performance further. For example, one could probe the use of addition-

al antennas combined with other coding schemes, at an increased cost in feedback

overhead. Potential coding schemes that could be considered in this context include

those discussed in [127, 128]. Another potential avenue of research along these lines

could be a system in which Bob quantizes his CSI feedback using a predetermined

number of bits. This estimate of the CSI could be modeled as quantization error on

the true CSI of the main channel. Future work in this area may wish to consider such

possibilities.

6.7 Summary

In this chapter we proposed a new TAS scheme for physical layer security enhance-

ment in MIMO wiretap channels in which two antennas are selected. We derived

new closed-form expressions for the exact and asymptotic secrecy outage probabili-

ties of the scheme. When power at the selected antennas is equally distributed, our

scheme was referred to as TAS-Alamouti, and we showed that such a scheme out-

performed single TAS conditioned on the SNR at the intended receiver being above

some threshold. A particularly interesting observation is that for NA = 3, this en-

hanced performance of TAS-Alamouti required no additional feedback bits relative

single TAS. We also determined the optimal power allocation for our proposed scheme

– referred to TAS-Alamouti-OPA. We showed how TAS-Alamouti-OPA always out-

performed the traditional single TAS scheme. TAS-Alamouti-OPA required only one

extra feedback bit relative to TAS-Alamouti in order to provide improved secrecy
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performance.

The useful trade-off trends discussed above for our schemes were also seen for

NA > 3. That is, for a minor increase in the feedback overhead, our two-antenna

selection schemes allowed for significant security performance enhancement in MIMO

wiretap channels relative to single TAS. The secrecy performance enhancements we

found for our new schemes are surprising, because for non-secrecy MIMO systems it

is known that the equivalent TAS-Alamouti schemes do not provide for any outage

probability performance enhancement relative to single TAS.



Chapter 7

Optimization of Code Rates in

SISOME Wiretap Channels

7.1 Introduction

Following our study of the role played by verified location information in enhanc-

ing physical layer security for wireless communications provided in Chapter 5 and

Chapter 6, we examine the impact of such verified location information on the de-

termination of wiretap code rates in this chapter. From the perspective of wiretap

code design, the knowledge of the capacities of the main channel and the eavesdrop-

per’s channel is required at Alice in order to guarantee perfect secrecy [82]. In fact,

perfect secrecy has two requirements: (i) the error probability at Bob decreases with

increasing code length, and (ii) the fraction of information leakage to Eve decreases

with increasing code length. These two requirements are denoted as the reliability

constraint and the secrecy constraint, respectively [82, 83, 129]. A wiretap code can

be designed by choosing two code rates, namely, the codeword rate, RB, and the

rate of transmitted confidential information (or equivalently, the target secrecy rate),

Rs [82, 83]. The redundancy rate, RE = RB − Rs, is used to confuse Eve. In order

to guarantee the reliability constraint of wiretap channels, the rate of transmitted

159
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codewords has to be chosen as RB ≤ CB, where CB is the capacity of the main chan-

nel. In order to guarantee the secrecy constraint of wiretap channels, the redundancy

rate has to be chosen as RE > CE, where CE is the capacity of the eavesdropper’s

channel. If both CB and CE are available at Alice, the maximum target secrecy rate

is achievable, which is referred to as the secrecy capacity of a wiretap channel and

is given by Cs = CB − CE [53, 54, 130, 131]. However, the assumption that CE is

available at Alice is too strong since in practice Eve may not feed back her CSI to

Alice. In addition, in practice Alice may not know CB since Bob may not feed back

CB to Alice due to the limited feedback overhead supported by the main channel1.

We note that it is impossible for Alice to guarantee RE > CE and fulfill the secrecy

constraint in the case where only the statistical knowledge of the eavesdropper’s

channel is available at Alice. In this case, the performance of wiretap channels has

been characterized in terms of the ergodic secrecy capacity [53, 130], and in terms of

the existing secrecy outage probability (as what we did in Chapter 5 and Chapter 6),

i.e., Pr(Cs < Rs) [58, 60, 63, 84, 121]. It is important to point out that the ergodic

secrecy capacity is an average performance metric, and thus cannot be utilized to set

RB or RE. We note that a proper definition of the ergodic secrecy capacity should

consider specific coding strategies. The use of the secrecy outage probability given

by (1.4) in determining RB or RE has the drawback that it does not separate the

reliability from the security. The work of [114], focussed on an on-off transmission

scheme for the wiretap channel, introduced a new metric that is motivated by a desire

to disentangle reliability and secrecy features. The approach of [114] is based on a

new secrecy outage probability defined through a conditional probability. We note

that the legitimate approach of [114] explores the tradeoff between the quality of

service and secrecy requirements. As we shown later, our approach (will be detailed

below) is different from and can be complementary to the approach adopted in [114].

In this chapter, we propose a new framework to optimize the wiretap code rates

1The number of bits required to feed back CB from Bob to Alice depends on the quantization

accuracy of CB .
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when the capacity of the eavesdropper’s channel is not available at Alice. Our frame-

work is based on a new metric, referred to as the effective secrecy throughput, which

explicitly captures both the reliability constraint and the secrecy constraint of wire-

tap channels. The effective secrecy throughput measures the average rate of the

confidential information transmitted from Alice to Bob without being eavesdropped

on by Eve. In the proposed framework, the optimal wiretap code rates maximize

the effective secrecy throughput. Knowing the maximum average rate of confidential

messages is of practical significance for the passive eavesdropping scenario, since it

tells us on average how much secrecy data can be transmitted over a given period of

time in a secret communication system. As we discuss in more details later, the key

attribute of our new metric is that it encapsulates the main features of the wiretap

channel, yet can be applied to a variety of transmission schemes.

By using our proposed framework, we optimize the wiretap code rates for two

system models. (i) The first is a high complexity system model where Bob feeds back

the capacity of the main channel to Alice. We refer to the transmission scheme under

this system model as the adaptive transmission scheme since Bob can adaptively

adjusts his wiretap code rates according to the fed back CB. (ii) The second is a

lower complexity system where Bob does not feed back the capacity of the main

channel to Alice. We refer to the transmission scheme under this system model as

the fixed-rate transmission scheme since Bob has to fix his wiretap code rates when

both CB and CE are unavailable. In the above two system models, we assume that

the average SNR of the eavesdropper’s channel is available at Alice. In order to relax

this assumption, we consider an absolute passive eavesdropping scenario where the

average SNR of the eavesdropper’s channel is not available at Alice. For this scenario,

we derive closed-form expressions for the average effective secrecy throughput of the

adaptive and the fixed-rate transmission schemes, based on which the wiretap code

rates of these two schemes are optimized.

The rest of this chapter is organized as follows. Section 7.2 details the system

model and the proposed new framework for optimizing the wiretap code rates. In
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Section 7.3, the optimization of the redundancy rate RE for the adaptive transmission

scheme is presented. Section 7.4 presents the determination of the optimal (RB, RE)

for the fixed-rate transmission scheme. In Section 7.5, we extend the optimization

of the wiretap code rates into an absolute passive eavesdropping scenario based on

the proposed annulus threat model. Numerical results are provided in Section 7.3,

Section 7.4, and Section 7.5 in order to verify our analysis and provide useful insights

into our optimal solutions. Finally, Section 7.6 draws some concluding remarks.

7.2 System Model and New Framework

In this section, we detail our system model and the new framework for optimizing

wiretap code rates (e.g., RB, RE) by using the proposed effective secrecy throughput.

7.2.1 System Model

The wiretap channel of interest is where the transmitter (Alice) and the intend-

ed receiver (Bob) are equipped with a single antenna, and the eavesdropper (Eve)

is equipped with NE antennas. The above wiretap channel is referred to as the

single-input single-output multi-antenna eavesdropper (SISOME) wiretap channel.

We assume that the main channel and the eavesdropper’s channel are subject to in-

dependent quasi-static Rayleigh fading with equal block length. We also assume that

Bob possesses the full knowledge of the instantaneous CSI of the main channel, but

Alice only knows the average SNR of the main channel. We further assume that Eve

knows the instantaneous CSI of the eavesdropper’s channel. As such, Eve applies

MRC [87,132,133] to combine the received signals in order to exploit the NE-antenna

diversity and maximize the probability of successful eavesdropping.

The received signal at Bob is given by

yB = hx+ nB, (7.1)
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where h is the complex gain of the main channel, x is the transmit signal, and nB

is the Gaussian noise of the main channel with zero mean and variance σ2
B. The

transmit power constraint is given by E[|x|2] = PA, where PA is the total transmit

power. Based on (7.1), the instantaneous SNR at Bob is obtained as

γB =
|h|2PA
σ2
B

, (7.2)

which indicates that γB follows an exponential distribution with 1/γB as the rate

parameter, where γB = E[γB].

The NE × 1 received signal vector at Eve is given by

yE = gx+ nE, (7.3)

where g is the NE×1 eavesdropper’s channel vector with i.i.d. Rayleigh fading entries,
and nE is circularly symmetric complex Gaussian noise vector of the eavesdropper’s

channel with zero mean and covariance matrix INE
σ2
E. Applying MRC to exploit the

NE-antenna diversity at Eve, the instantaneous SNR at Eve is obtained as

γE =
‖g‖2PA
σ2
E

, (7.4)

which indicates that γE follows a Gamma distribution with NE and γE = E[γE]/NE

as the shape and scale parameters, respectively.

7.2.2 New Framework for Optimizing Wiretap Code Rates

In wiretap channels, Alice intends to sent the confidential information to Bob with a

high transmission rate while guaranteeing both the reliability constraint and secrecy

constraint. However, if the capacity of the eavesdropper’s channel is not available at

Alice, the secrecy constraint cannot be guaranteed and a secrecy outage may incur.

We define the secrecy outage probability in this chapter as [134]

Os(RE) = Pr(RE < CE). (7.5)
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We note thatOs(RE) is different from the existing secrecy outage probability, Pr(Cs <

Rs), since the latter includes not only the secrecy outage probability but also the

reliability outage probability.

Likewise, if the capacity of the main channel is not available at Alice, the reliability

constraint cannot be guaranteed and thus a reliability outage may incur. We define

the reliability outage probability as [134]

Or(RB) = Pr(RB > CB). (7.6)

Based on (7.6), we can see that the reliability constraint can be guaranteed if CB is

available at Alice.

Incorporating both the secrecy outage probability and reliability outage probabil-

ity, we present the effective secrecy throughput in the following definition.

Definition 1 The effective secrecy throughput of a wiretap channel is defined as

Ψ(RB, RE)=(RB−RE) [1−Or(RB)] [1−Os(RE)] . (7.7)

From (7.7), we can see that the effective secrecy throughput measures the average rate

of the confidential information successfully transmitted from Alice to Bob excluding

the information eavesdropped on by Eve. Maximizing the effective secrecy throughput

presented in (7.7) will maximize the real confidential information (the confidential

information that does not incur reliability outage or secrecy outage) received by Bob

within a time period. As such, in wiretap channels Alice intends to maximize such

effective secrecy throughput. Therefore, in the following sections we determine the

optimal values of wiretap code rates (e.g., RB, RE) for the adaptive and fixed-rate

transmission schemes in order to maximize the effective secrecy throughput of each

scheme. In (7.7), Or(RB) and Os(RE) are functions of RB and RE, respectively.

This allows us to jointly determine the optimal values of RB and RE that maximize

Ψ(RB, RE). The definition of Ψ(RB, RE) provided in (7.7) is different from an sub-

optimal strategy to obtain a value of Ψ(RB, RE), in which the values of Or(RB) and

Os(RE) are first predetermined (thus the values of RB and RE are also predetermined)
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and then the value of Ψ(RB, RE) is calculated via (7.7) by using the predetermined

values of RB, RE, Or(RB), and Os(RE). The difference arises from that in the sub-

optimal strategy the value of Ψ(RB, RE) is not optimized.

We note that different from the approach adopted in [114] we directly optimize a

key throughput rate of the wiretap channel - the effective secrecy throughput. Im-

portantly, our technique is not targeted at any transmission scheme in particular and

therefore is directly applicable to a wide range of schemes and system models. We

optimize wiretap code rates by maximizing the effective secrecy throughput, a metric

which implicitly captures both the quality of service (reliability) and secrecy con-

straints. This is also different from the approach pursued in [114], where the tradeoff

between the quality of service and secrecy requirements is explored subjectively. As

such, our approach and the approach of [114] are complementary and examine differ-

ent trade-offs, and therefore in this sense one approach cannot be said to be better

than the other.

7.3 Redundancy Rate for Adaptive Transmission

Scheme

In this section, we first derive a closed-form expression for the effective secrecy

throughput of the adaptive transmission scheme, based on which we optimize the

redundancy rate RE for this scheme. We note that applying the adaptive transmis-

sion scheme requires the capacity of the main channel be available at Alice. As such,

the complexity of the system where the adaptive transmission scheme can be applied

is high since Bob has to feed back CB to Alice.

7.3.1 Adaptive Transmission Scheme

In the adaptive transmission scheme, CB is available at Alice and RB is chosen as

RB = CB. As such, to design a wiretap code for the adaptive transmission scheme
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we only need to determine the value of RE. In the adaptive transmission scheme,

RE is adjusted within the constraint 0 < RE < CB according to each γB. Since RB

is chosen as RB = CB, the reliability constraint can always be guaranteed in the

adaptive transmission scheme (reliability outage probability is zero). We note that a

secrecy outage may incur since CE is not available at Alice. In the following, we first

present the secrecy outage probability of the adaptive transmission scheme.

As per the definition of Os(RE), the secrecy outage probability of the adaptive

transmission scheme is

Os,a(RE) = Pr(RE < CE) = Pr
(
γE > 2RE − 1

)
= 1− FγE

(
2RE − 1

)
, (7.8)

where FγE(γE) is the cdf of γE, which is

FγE(γE) = 1− e
− γE

γE

NE−1∑

j=0

1

j!

(
γE
γE

)j

. (7.9)

As such, the effective secrecy throughput of the adaptive transmission scheme is given

in the following lemma.

Lemma 4 The effective secrecy throughput of the adaptive transmission scheme is

Ψa(RE)=(CB−RE)

[
1−e−

2RE−1
γE

NE−1∑

j=0

1

j!

(
2RE−1
γE

)j]
. (7.10)

The proof of Lemma 4 is provided in the following. Since the reliability outage

probability of the adaptive transmission scheme is zero and RB is set as RB = CB,

based on (7.7) the effective secrecy throughput of the adaptive transmission scheme

is given by

Ψa(RE) = (CB−RE) [1−Os,a(RE)] = (CB−RE)FγE
(
2RE−1

)
. (7.11)

Substituting (7.9) into (7.11), we obtain the result in (7.10).

The optimal value of RE that maximizes Ψa(RE) of the adaptive transmission

scheme is provided in the following theorem.
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Theorem 13 The optimal value of RE that maximizes Ψa(RE) of the adaptive trans-

mission scheme, R‡E, can be obtained by solving the fixed-point equation given by

R‡E = CB −
γE(NE − 1)!

2R
‡
E ln 2

(
γE

2R
‡
E − 1

)NE−1

e

2
R
‡
E−1
γE −

NE−1∑

j=0

1

j!

(
2R

‡
E−1
γE

)j

 . (7.12)

We now prove Theorem 13. The first derivative of (7.10) with respect to RE is

obtained as

∂Ψa(RE)

∂RE

=−
[
1−e−

2RE−1
γE

NE−1∑

j=0

1

j!

(
2RE−1
γE

)j]

+(CB−RE)

(
2RE ln 2

γE

)
e
− 2RE−1

γE

(NE−1)!

(
2RE−1
γE

)NE−1
.

(7.13)

By setting ∂Ψa(RE)/∂RE = 0, we obtain the fixed-point equation in (7.12) after some

algebraic manipulations. This completes the proof of Theorem 13.

Substituting R‡E into (7.10), we obtain the maximum value of Ψa(RE), which

is denoted as Ψ∗a. We now provide some valuable insights on R‡E for NE = 1 by

conducting the following asymptotic analysis.

Corollary 9 As γE → 0, we obtain R‡E → 0.

The proof of Corollary 9 is presented in the following. When NE = 1, (7.10)

reduces to

Ψa(RE)=(CB−RE)

[
1−e−

2RE−1
γE

]
. (7.14)

It is found from (7.14) that Ψa(RE) converges to (CB−RE) as γE → 0. Therefore,

due to the constraint 0 < RE < CB, we have R
‡
E → 0.

It is indicated from Corollary 9 that Eve can be ignored if she is far from Alice.

Corollary 10 As γE →∞, R‡E can be obtained by solving the fixed-point equation

given by

R‡E = CB −
1− 2−R

‡
E

ln 2
. (7.15)
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Figure 7.1: Effective secrecy throughput of the adaptive transmission

scheme, Ψa(RE), versus RE for NE = 1, γB = 10 dB, and different values of

γE.

We now prove Corollary 10. Applying lim
x→0

e−x ≈ 1− x into (7.14), we obtain

lim
γE→∞

(CB−RE)

[
1−e−

2RE−1
γE

]
≈ (CB−RE)

2RE−1
γE

. (7.16)

By setting the first derivative of (7.16) with respect to RE as zero, we obtain the

fixed-point equation in (7.15) after some algebraic manipulations.

From Corollary 10, we see that R‡E does not approach CB as γE → ∞. Notably,

R‡E approaches a constant value that is a function of CB.

7.3.2 Numerical Results

In this subsection, we present numerical results to examine the impact of the number

of antennas at Eve and the SNRs of the main channel and eavesdropper’s channel,

on the optimal redundancy rate R‡E.

In Fig. 7.1, we plot the effective secrecy throughput of the adaptive transmission

scheme, Ψa(RE), versus RE for different values of γE. The theoretic curve is obtained
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R‡E, versus γB for different values of NE and γE.

from (7.10). In this figure, we first observe that the Monte Carlo simulations precisely

match the theoretic curves, which validates our analysis in Lemma 4. We also observe

that Ψa(RE) increases as γE decreases, which demonstrates that the worse the eaves-

dropper’s channel is the larger effective secrecy throughput the adaptive transmission

scheme achieves. Moreover, we observe that a unique value of RE exists which max-

imizes Ψa(RE) for a given γB. Focusing on the peaks of the three curves, we also

observe that R‡E decreases as γE decreases, which demonstrates that the further Eve

is from Alice the smaller redundancy rate we set in order to maximize the effective

secrecy throughput.

In Fig. 7.2, we plot the optimal redundancy rate for the adaptive transmission

scheme, R‡E, versus γB for different values of NE and γE. The curves represent the

theoretic results for R‡E are obtained from (7.12), and the symbols represent the simu-

lated results for R‡E are obtained from Monte Carlo simulations. The accuracy of our

analysis in Theorem 13 is demonstrated in this figure. As expected, we first observe

that R‡E increases as γE increases. We also observe that R‡E first increases as γB in-
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creases and then approaches a constant as γB approaches large values. Furthermore,

we observe that R‡E increases as NE increases. This can be explained by the fact

that a higher NE leads to the better quality of the eavesdropper’s channel since Eve

applies MRC to combine the received signals.

7.4 Wiretap Code Rates for Fixed-Rate Transmis-

sion Scheme

In this section, we first derive a closed-form expression for the effective secrecy

throughput of the fixed-rate transmission scheme, based on which we jointly opti-

mize the codeword rate RB and redundancy rate RE for this scheme. We note that

the fixed-rate transmission scheme does not require the capacity of the main channel

be available at Alice. As such, this scheme is to be a lower complexity system where

there is no feedback from Bob to Alice.

7.4.1 Fixed-Rate Transmission Scheme

In the fixed-rate transmission scheme, both CB and CE are unavailable at Alice,

so we have to jointly determine RB and RE for given γB and γE. Therefore, both

the reliability constraint and secrecy constraint cannot be guaranteed in the fixed-

rate transmission scheme. In the following, we first present the reliability outage

probability and secrecy outage probability.

As per the definition of Or(RB), the reliability outage probability of the fixed-rate

transmission scheme is

Or,f (RB) = Pr(RB > CB) = FγB
(
2RB − 1

)
, (7.17)

where FγB(γB) is the cdf of γB, which is

FγB(γB) = 1− e
− γB

γB . (7.18)
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According to the definition of Os(RE), the secrecy outage probability of the fixed-rate

transmission scheme is

Os,f (RE) = Pr(RE < CE) = 1− FγE
(
2RE − 1

)
. (7.19)

Then, the effective secrecy throughput of the fixed-rate transmission scheme is pre-

sented in the following lemma.

Lemma 5 The effective secrecy throughput of the fixed-rate transmission scheme is

Ψf (RB, RE) = (RB −RE) e
− 2RB−1

γB

(
1−e−

2RE−1
γE

NE−1∑

j=0

1

j!

(
2RE−1
γE

)j
)
. (7.20)

We present the proof of Lemma 5 in the following. As per the definition of

Ψ(RB, RE), the effective secrecy throughput of the fixed-rate transmission scheme

can be written as

Ψf (RB, RE)=(RB−RE) [1−Or,f (RB)] [1−Os,f (RE)]

=(RB−RE)
[
1−FγB

(
2RB−1

)]
FγE

(
2RE−1

)
.

(7.21)

Substituting (7.18) and (7.9) into (7.21), we obtain the result in (7.20) after some

algebraic manipulations.

Using (7.21), the optimal (RB, RE) which maximizes Ψf (RB, RE) can be obtained

through

(RB, RE)
∗ = argmax

0<RB ,0<RE<RB

Ψf (RB, RE). (7.22)

The optimal values of RB and RE in (RB, RE)
∗ are denoted as R∗B and R∗E, respec-

tively. The explicit solutions to R∗B and R∗E are given in the following theorem.

Theorem 14 The value of R∗B can be obtained through solving the following fixed-

point equation

R∗B = R∗E +
e

2
R∗E−1
γE − F(NE, R

∗
E, γE)

G(NE, R∗E, γE)
, (7.23)

where

R∗E = R∗B −
γB

2R
∗
B ln 2

, (7.24)
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and the value of R∗E can be obtained by substituting R∗B into (7.24). In (7.23) and

(7.24), we define the two functions, F(·) and G(·), as follows

F(NE, RE, γE) =

NE−1∑

j=0

1

j!

(
2RE − 1

γE

)j

,

G(NE, RE, γE) =
2RE ln 2

γE(NE − 1)!

(
2RE − 1

γE

)NE−1
.

(7.25)

We now prove Theorem 14. We note that 1−F(NE, RE, γE)e
− 2RE−1

γE and e
− 2RB−1

γB

are both positive for 0 < RE < RB and finite NE. Setting the first partial derivative

of (7.20) with respect to RB as zero, we obtain

1− (RB −RE)
2RB ln 2

γB
= 0,

which results in

RE = RB −
γB

2RB ln 2
. (7.26)

Likewise, by setting the first partial derivative of (7.20) with respect to RE as zero,

we obtain

F(NE, RE, γE)− (RB −RE)G(NE, RE, γE) = e
2RE−1

γE ,

which results in

RB = RE +
e

2RE−1
γE −F(NE, RE, γE)

G(NE, RE, γE)
. (7.27)

Substituting (7.26) into (7.27), we obtain the fixed-point equation in (7.23) after some

algebraic manipulations.

It is highlighted that Theorem 14 is of great significance since it is difficult to

conduct numerical searching for R∗B and R∗E as per the constraint on (RB, RE) given

by 0 < RE < RB < +∞. Instead, we can solve (7.23) iteratively by setting the initial

value of R∗E as zero. Substituting R∗B and R∗E into (7.20), we obtain the maximum

value of Ψf (RB, RE), which is denoted as Ψ
∗
f . In the fixed-rate transmission scheme,

the design task is to determine R∗B and R∗E jointly for given γB and γE. We next

conduct the asymptotic analysis with NE = 1 in order to draw some insights on R∗B

and R∗E.
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Corollary 11 As γE → 0, R∗B for a given γB can be obtained through solving the

fixed-point equation given by

R∗B =
γB

2R
∗
B ln 2

, (7.28)

and the corresponding R∗E approaches zero.

We provide the proof of Corollary 11 in the following. As γE → 0, we obtain

Os,f (RE)→ 0. Accordingly, (7.20) with NE = 1 reduces to

Ψf (RB, RE) = (RB −RE) e
− 2RB−1

γB . (7.29)

Setting the first derivative of (7.29) with respect to RB as zero, we obtain the result

in (7.28) after some algebraic manipulations.

From Corollary 11, we see that Eve can be ignored if she is far from Alice since

R∗E → 0 as γE → 0. We also note that R∗B is a function of γB only, which can be

explained by the fact that R∗B is determined through maximizing RB [1−Or,f (RB)].

We also note that Ψ∗f approaches a constant value determined by γB as γE → 0.

Corollary 12 As γE →∞, R∗B for a given γB can be obtained through solving the

fixed-point equation given by

R∗B = R∗E +
2R

∗
E − 1

2R
∗
E ln 2

, (7.30)

where

R∗E = R∗B −
γB

2R
∗
B ln 2

, (7.31)

and R∗E can be obtained by substituting R∗B into (7.31).

The proof of Corollary 12 is provided in the following. When NE = 1, (7.20)

reduces to

Ψf (RB, RE) = (RB−RE) e
− 2RB−1

γB

(
1−e−

2RE−1
γE

)
. (7.32)

Since RE is still finite as γE →∞, we apply lim
x→0

e−x ≈ 1− x into (7.32) and obtain

lim
γE→∞

Ψf (RB, RE)≈(RB −RE) e
− 2RB−1

γB
2RE − 1

γE
. (7.33)
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We note 2RE−1
γE

> 0 due to RE > 0 as γE →∞. Setting the first derivative of (7.33)

with respect to RB as zero, we obtain

(RB −RE)
2RB ln 2

γB
= 1. (7.34)

Likewise, setting the first derivative of (7.33) with respect to RE as zero, we obtain

−2
RE − 1

γE
+ (RB −RE)

2RE ln 2

γE
= 0, (7.35)

which results in (due to γE 6= 0)

1− 2RE + (RB −RE) 2
RE ln 2 = 0. (7.36)

Substituting (7.34) into (7.36), we obtain the fixed-point equation in (7.30) after some

algebraic manipulations.

It is highlighted from Corollary 12 that (7.30) and (7.31) are independent of γE,

which indicates that R∗B and R∗E are not functions of γE as γE →∞.

7.4.2 Numerical Results

In this subsection, we present numerical results to examine the impact of the number

of antennas at Eve and the SNRs of the main channel and eavesdropper’s channel,

on R∗B and R∗E. We also conduct a thorough performance comparison between the

adaptive transmission scheme and the fixed-rate transmission scheme in terms of the

effective secrecy throughput.

In Fig. 7.3, we plot the effective secrecy throughput of the fixed-rate transmission

scheme, Ψf (RB, RE), versusRB andRE. The theoretic Ψf (RB, RE) curve is generated

via (7.20). In this figure, we first observe that the Monte Carlo simulation result

precisely matches the theoretic curve. Moreover, we observe that there is indeed a

unique pair of RB and RE which maximizes Ψf (RB, RE). This demonstrates that we

can determine the optimal (RB, RE) based on our proposed framework.

In Fig. 7.4, we plot the optimal wiretap code rates of the fixed-rate transmission

scheme, R∗B and R∗E, versus γE. The exact curves of R∗B and R∗E are obtained by
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solving (7.23) and (7.24), respectively. The curve of R∗B for γE → 0 is generated

by solving (7.28), and R∗E for γE → 0 is approximated as zero. The curves of R∗B

and R∗E for γE → ∞ are achieved by solving (7.30) and (7.31), respectively. In this

figure, we first observe that the Monte Carlo simulated R∗B and R∗E precisely match

the theoretic R∗B and R∗E, respectively. We also observe that the exact curves of R∗B

and R∗E approach the asymptotic curves of R∗B and R∗E, respectively, as γE → 0 and

γE →∞. This observation confirms the accuracy of our asymptotic analysis given in

Corollary 11 and Corollary 12. Finally, we observe that both R∗B and R∗E increase as

γE increases, but (R∗B −R∗E) decreases as γE increases.

In Fig. 7.5, we plot R∗B and R∗E versus γB for different values of NE. In this

figure, we first observe that both R∗B and R∗E increase as γB increases, and (R∗B−R∗E)
increases as γB increases. We also observe that as γB → 0 both R∗B and R∗E approach

zero, which indicates that the positive effective secrecy throughput cannot be achieved

when Bob is very far from Alice. Furthermore, we observe that R∗B is still a function

of γB as γB → ∞, but R∗E approaches a specific constant value. Finally, we observe
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that both R∗B and R∗E increase as NE increases, but (R∗B − R∗E) decreases as NE

increases.

Now, we conduct a thorough comparison between the adaptive transmission scheme

and the fixed-rate transmission scheme. The results are presented in Fig. 7.6, where

Ψ
∗
a is the average maximum effective secrecy throughput of the adaptive transmission

scheme, obtained by Ψ
∗
a = EγB [Ψ

∗
a]. We first observe that both Ψ

∗
a and Ψ

∗
f increase

as γB increases, but decrease as γE increases. This indicates that the geometric lo-

cations of Alice, Bob, and Eve are of significant importance in wiretap channels. As

expected, we observe that the adaptive transmission scheme achieves higher effective

secrecy throughput than the fixed-rate transmission scheme. In addition, we observe

that the effective secrecy throughput gain of the adaptive transmission scheme over

the fixed-rate transmission scheme is negligible in the regime of low γB (relative to

γE), but profound in the regime of high γB. Of course, the effective secrecy through-
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Figure 7.7: Illustration of a practical scenario based on which the annulus

threat model proposed.

put is enhanced at the cost of feeding back CB to Alice and adjusting RB and RE for

each realization of the main channel.

7.5 Wiretap Code Rates Within A Passive Eaves-

dropping Scenario

In this section, we extend the optimization of the wiretap code rates for the adaptive

and fixed-rate transmission schemes into an absolute passive eavesdropping scenario,

where the average SNR of the eavesdropper’s channel γE (in addition to CE) is not

known at Alice. To relax the assumption in the previous two sections that γE is known

at Alice, we propose a new threat model, referred to as the annulus threat model. For

this threat model, we derive closed-form expressions for the average effective secrecy

throughput of the adaptive and fixed-rate transmission schemes, based on which the

wiretap code rates are optimized.
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7.5.1 Annulus Threat Model

Fig. 7.7 depicts a practical scenario where physical layer security may apply. In this

scenario, the Wi-Fi point (Alice) and the legitimate user (Bob) are located inside a

property (e.g., a house), but the eavesdropper (Eve) is bounded outside the property.

In practice, Eve cannot be infinitely far from Alice. As such, in practical wiretap

channels the distance between Alice and Eve should be larger than a specific value

and less than another specific value. This motivates us to propose an annulus threat

model. In the annulus threat model, we assume that Eve’s location is uniformly

distributed inside an annulus bounded by two concentric circles, where ρi and ρo are

the radii of the inner circle and the outer circle, respectively, and Alice is at the center

of the two concentric circles.

In the proposed annulus threat model, we denote the distance between Alice and

Eve as ρ. Based on the path loss model, the average SNR of the eavesdropper’s

channel is a function of ρ, which can be expressed as [87]

γE = c0ρ
−η, (7.37)

where c0 = γ0/ρ
−η
r , γ0 is the reference average SNR of the eavesdropper’s channel at

the reference distance ρr, and η is the path loss exponent. In the previous sections,

the effective secrecy throughput is derived as a function of γE. In this section, we

derive the average secrecy throughput over γE under the annulus threat model. To

this end, we first present the pdf of ρ2 in the following lemma.

Lemma 6 The square of the distance between Alice and Eve, ρ2, follows a uniform

distribution with ρ2i and ρ
2
o as the lower bound and upper bound, respectively, i.e.,

ρ2 ∼ U(ρ2i , ρ
2
o).

The proof of Lemma 6 is provided in the Appendix D.
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7.5.2 Adaptive Transmission Scheme

It is highlighted that the adaptive transmission scheme represents a high complexity

system where Bob feeds back CB to Alice, and we only need to determine the value

of RE for this scheme since RB is set as RB = CB. In order to optimize RE, we first

derive the average secrecy throughput of the adaptive transmission scheme for the

annulus threat model in the following theorem.

Theorem 15 The average effective secrecy throughput of the adaptive transmission

scheme for the annulus threat model is

Ψa,t(RE, ρi, ρo) = (CB−RE)×
(
1−

NE−1∑

j=0

2uj

j!

γ(v, uρηo)−γ(v, uρηi )
(ρ2o−ρ2i )ηuv

)
, (7.38)

where u =
(
2RE − 1

)
/c0, v = j + 2/η, and γ(·, ·) is the incomplete gamma function

[124, Eq. (8.350.1)].

We present the proof of Theorem 15 in the following. Under the annulus threat

model, the average effective secrecy throughput of the adaptive transmission scheme

is

Ψa,t(RE, ρi, ρo) = Eρ[Ψa(RE)] =

∫ ρ2o

ρ2i

Ψa(RE)

ρ2o − ρ2i
dρ2. (7.39)

Substituting (7.10) and (7.37) into (7.39), we obtain

Ψa,t(RE, ρi, ρo) =

∫ ρ2o

ρ2i

Ψa(RE)

ρ2o − ρ2i
dρ2

=
(CB−RE)

ρ2o−ρ2i

∫ ρ2o

ρ2i

[
1−e−

2RE−1

c0ρ
−η

NE−1∑

j=0

1

j!

(
2RE−1
c0ρ−η

)j]
dρ2

= (CB−RE)−
(CB−RE)

ρ2o − ρ2i

NE−1∑

j=0

1

j!

(
2RE−1
c0

)j

×
[∫ ρ2o

0

ρjηe
− 2RE−1

c0
ρη
dρ2−

∫ ρ2i

0

ρjηe
− 2RE−1

c0
ρη
dρ2

]
.

(7.40)

We solve the integrals in (7.40) with the aid of [124, Eq. (3.381.8)], and obtain the

desired result in (7.38) after some algebraic manipulations. This completes the proof

of Theorem 15.
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Using (7.38), the optimal value of RE which maximizes the average effective se-

crecy throughput of the adaptive transmission scheme for the annulus threat model

can be determined through

R‡E,t = argmax
0<RE<CB

Ψa,t(RE, ρi, ρo). (7.41)

SubstitutingR‡E,t into (7.38), we obtain the maximum average effective secrecy through-

put of the adaptive transmission scheme for the annulus threat model, denoted as

Ψ∗a,t(ρi, ρo).

7.5.3 Fixed-Rate Transmission Scheme

We note that the fixed-rate transmission scheme represents a lower complexity system

where Bob does not feed back CB to Alice, and we have to jointly determine the values

of RB and RE. In order to optimize (RB, RE), we first derive the average effective

secrecy throughput of the fixed-rate transmission scheme for the annulus threat model

in the following theorem.

Theorem 16 The average effective secrecy throughput of the fixed-rate transmission

scheme for the annulus threat model is

Ψf,t(RB, RE, ρi, ρo) = (RB −RE)e
− 2RB−1

γB

(
1−

NE−1∑

j=0

2wj

j!

γ(v, wρηo)−γ(v, wρηi )
(ρ2o−ρ2i )ηwv

)
,

(7.42)

where w =
(
2RE − 1

)
/c0.

The proof of Theorem 16 is provided in the following. Under the annulus threat

model, the average effective secrecy throughput of the fixed-rate transmission scheme

is

Ψf,t(RB, RE, ρi, ρo) = Eρ[Ψf (RB, RE)] =

∫ ρ2o

ρ2i

Ψf (RB, RE)

ρ2o − ρ2i
dρ2. (7.43)
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Substituting (7.20) and (7.37) into (7.43), we obtain

Ψf,t(RB, RE, ρi, ρo) =

∫ ρ2o

ρ2i

Ψf (RB, RE)

ρ2o − ρ2i
dρ2

=
(RB −RE)

ρ2o−ρ2i
e
− 2RB−1

γB

∫ ρ2o

ρ2i

[
1−e−

2RE−1

c0ρ
−η

NE−1∑

j=0

1

j!

(
2RE−1
c0ρ−η

)j]
dρ2

= (RB −RE)e
− 2RB−1

γB

[
1− 1

ρ2o−ρ2i

NE−1∑

j=0

1

j!

(
2RE−1
c0

)j

×
(∫ ρ2o

0

ρjηe
− 2RE−1

c0
ρη
dρ2−

∫ ρ2i

0

ρjηe
− 2RE−1

c0
ρη
dρ2

)]
.

(7.44)

We solve the integrals in (7.44) with the aid of [124, Eq. (3.381.8)], and obtain the

result in (7.42) after some algebraic manipulations.

Using (7.42), the optimal (RB, RE) which maximizes the average effective secrecy

throughput of the fixed-rate transmission scheme for the annulus threat model can

be determined through

(RB, RE)
∗
t = argmax

0<RB ,0<RE<RB

Ψf,t(RB, RE, ρi, ρo). (7.45)

The values of RB and RE in (RB, RE)
∗
t are denoted as R∗B,t and R

∗
E,t, respectively.

Substituting (RB, RE)
∗
t into (7.42), we obtain the maximum average effective secre-

cy throughput of the fixed-rate transmission scheme for the annulus threat model,

denoted as Ψ∗f,t(ρi, ρo).

7.5.4 Numerical Results

In this subsection, we present numerical results to examine the impact of ρi and ρo on

the optimal wiretap code rates and the maximum average effective secrecy throughput

of the adaptive and fixed-rate transmission schemes.

In Fig. 7.8, we plot the optimal redundancy rate, R‡E,t, and the maximum average

effective secrecy throughput, Ψ∗a,t(ρi, ρo), of the adaptive transmission scheme versus

ρi and ρo. In this figure, we first observe that R
‡
E,t decreases as ρi increases, which
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Figure 7.8: Optimal redundancy rate, R†E,t, and the maximum average ef-

fective secrecy throughput, Ψ∗a,t(ρi, ρo), of the adaptive transmission scheme
versus ρi and ρo for NE = 2, γB = 20 dB, γ0 = 30 dB, ρr = 1, and η = 3.

reveals that the optimal redundancy rate used to confuse Eve can be reduced by

increasing the inner boundary. We also observe that R‡E,t decreases as ρo increases.

This can be explained by the fact that a larger outer boundary ρo means Eve is

statistically further from Alice. Moreover, we observe Ψ∗a,t(ρi, ρo) increases as ρi

increases, which indicates that the further the inner boundary is from Alice, the

better secrecy performance the adaptive transmission scheme achieves. As such, a

higher average effective secrecy throughput can be achieved through enlarging the

inner boundary. We further observe that Ψ∗a,t(ρi, ρo) increases as ρo increases. This

can be explained by the fact that Ψ∗a,t(ρi, ρo) is averaged over γE in the annulus threat

model, and a larger ρo means that Eve is further from Alice on average since in the

annulus threat model Eve’s location is uniformly distributed in the annulus.

In Fig. 7.9, we plot the optimal wiretap code rates, R∗B,t and R
∗
E,t, and the maxi-

mum average effective secrecy throughput, Ψ∗f,t(ρi, ρo), of the fixed-rate transmission

scheme versus ρi and ρo. In this figure, we first observe that both R∗B,t and R∗E,t



7.6 Summary 184

4

5

6

7

8

5
6

7
8

9
10
0

1

2

3

4

5

6

ρi

ρo

R
∗ t
,
Ψ

∗ a
,t
(ρ

i
,
ρ

o
) R∗

B,t

R∗

E,t

Ψ∗

f,t(ρi, ρo)

Figure 7.9: Optimal wiretap code rates, R∗B,t and R
∗
E,t, and the maximum

average effective secrecy throughput, Ψ∗f,t(ρi, ρo), of the fixed-rate transmis-
sion scheme versus ρi and ρo for NE = 2, γB = 20 dB, γ0 = 30 dB, ρr = 1,

and η = 3.

decrease as ρi increases, and R
∗
E,t is more sensitive to ρi than R

∗
B,t, which results in

Ψ∗f,t(ρi, ρo) increasing as ρi increases. The above observation indicates that the fur-

ther the inner boundary is from Alice, the better secrecy performance the fixed-rate

transmission scheme achieves. We also observe that both R∗B,t and R
∗
E,t increase as

ρo increases, and R
∗
E,t is more sensitive to ρo than R

∗
B,t, which results in Ψ

∗
f,t(ρi, ρo)

increasing as ρo increases. This is can be explained by the fact that Ψ∗f,t(ρi, ρo) is

averaged over γE, and a larger ρo means that Eve is statistically further from Alice.

7.6 Summary

In this chapter, we proposed a new framework in order to optimize the wiretap code

rates for the SISOME wiretap channel. We considered the passive eavesdropping

scenario in which even the average SNR of the eavesdropper’s channel is unknown at

the transmitter. The framework is based on a new performance metric, the effective
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secrecy throughput, which captures explicitly the reliability constraint and secrecy

constraint of wiretap channels. The framework does not require a determination of the

secrecy outage probability a priori or subjectively, and therefore is very pragmatic.



Chapter 8

Conclusions and Future Works

We conclude this thesis by summarizing our contributions and discussing some po-

tential future works.

8.1 Thesis Conclusions

In the first half of this thesis (Chapter 2, Chapter 3, and Chapter 4), new optimal

LVSs were developed in order to verify claimed locations, leading to the following

detailed contributions.

In Chapter 2, we developed an information-theoretic framework to optimize an

LVS, in which the objective mutual information between the input and output data

of the LVS is maximized. We also developed practical threat models for a non-

colluding malicious user attack scenario, and investigated the performance of the

LVS in terms of its input/output mutual information. The main results of Chapter 2

are summarized as follows.

• Our analysis revealed that the developed information-theoretic framework of an

LVS is more robust to estimation errors in the a prior probabilities relative to

tranditional Bayesian frameworks.

• We identified the threshold value which maximizes the input/output mutual

186



8.1 Thesis Conclusions 187

information, and then proved that the LRT is the decision rule that maximizes

the input/output mutual information, and leads to the optimal information-

theoretic LVS.

• Our analysis indicated that our LVS leads to an optimal solution for most

realistic attack scenarios, where a malicious user outside a network region is

attempting to spoof that he is within the network region. We further showed

how optimality is approached as the malicious user moves further from the

network region.

In Chapter 3, we analyzed the optimal detection performances of the RSS-based

LVS and the DRSS-based LVS under the realistic setting of spatially correlated shad-

owing. To this end, we determined the optimal attack strategies of an attacker against

the RSS-based and DRSS-based LVSs, in which the optimal transmit power and the

best true location to launch an attack are provided. The main results of Chapter 3

are provided as follows.

• Our analysis demonstrated that the spatial correlation of the shadowing leads to

a significant performance improvement for the RSS-based LVS and the DRSS-

based LVS relative to the case with uncorrelated shadowing .

• The detection performance of the DRSS-based LVS was proved to be identical to

that of the RSS-based LVS for all levels of correlated shadowing, as long as the

attacker optimizes its transmit power. Only in the case where the attacker does

not optimize its transmit power, did we find the performance of the RSS-based

LVS to be better than the DRSS-based LVS.

In Chapter 4, we proposed and examined LVSs focusing on VANETs in the realistic

setting of Rician fading channels. In these LVSs, a single authorized BS equipped

with multiple antennas aims to detect an attacker that is spoofing its claimed location.

The main results of Chapter 4 are listed as follows.
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• We first determined the optimal attack strategy of an attacker, in which the

optimal transmit power and the optimal beamformer for the attacker at an ar-

bitrary location are derived, and then the optimal locations of the attacker were

identified. Our analysis indicated that these optimal locations are determined

solely by a single direction (due to the ability of the attacker to vary its transmit

power and beamformer).

• Our analysis quantified the optimal LVSs performance as a function of the Ri-

cian K-factor of the legitimate channel and the tracking information of claimed

locations, leading to the conclusion that the optimal LVSs performance increas-

es significantly as the Rician K-factor increases or the tracking information

accumulates.

• Our analysis revealed that the optimal LVSs performance limit is independent of

the properties of the malicious channel, such as the Rician K-factor and noise

levels, provided the malicious vehicle’s antenna number is above a specified

value.

In the second half of this thesis (Chapter 5, Chapter 6, and Chapter 7), ro-

bust transmission strategies, which utilized verified location information to enhance

physical layer security, were developed, leading to the following additional detailed

contributions.

In Chapter 5, we proposed and analyzed a new optimal LBB scheme for the

Rician wiretap channel. In our LBB scheme the two key inputs are the locations of

the legitimate receiver and the potential eavesdropper. Notably, the proposed scheme

does not require the CSI of the main channel or the eavesdropper’s channel, making

it easy to deploy in a host of application settings. The main results of Chapter 5 are

summarized as follows.

• We first derived the secrecy outage probability of the LBB scheme in a closed-

form expression, which is valid for arbitrary values of Rician K-factors of the
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main channel and the eavesdropper’s channel. We then determined the optimal

location-based beamformer and the minimum secrecy outage probability for the

LBB scheme.

• In order to fully appreciate the gains of the LBB scheme, we also analyzed,

for comparison, the secrecy performance of a NB scheme. The performance

comparison between the LBB and NB schemes explored the value of the location

information provided by the intended receiver and eavesdropper in enhancing

wireless physical layer security.

In Chapter 6, new TAS schemes which examine the trade-off between feedback

overhead and secrecy performance in MIMO wiretap channels were proposed and

analyzed. To provide valuable insights into the proposed new schemes, we derived

new closed-form expressions for their secrecy outage probabilities. The main results

of Chapter 6 are presented as follows.

• Our formal analysis indicated that our TAS-Alamouti scheme achieves a lower

secrecy outage probability than the traditional single TAS scheme conditioned

on the SNR of the main channel being larger than a specific value. The perfor-

mance enhancements are at the cost of negligible extra feedback relative to the

single TAS and we showed how in some antenna configurations no additional

feedback is required in order to realize such performance enhancements.

• We optimized power allocation across the selected antennas in the TAS-Alamouti

scheme, leading to the TAS-Alamouti-OPA scheme. Our conducted analysis

revealed that the TAS-Alamouti-OPA outperforms the single TAS uncondition-

ally.

In Chapter 7, we developed a new framework for optimizing wiretap code rates for

SISOME wiretap channels when the capacity of the eavesdropper’s channel was not

available at the transmitter. Our framework was based on a new metric, referred to
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as the effective secrecy throughput, which explicitly captured both the reliability con-

straint and the secrecy constraint of wiretap channels. The main results of Chapter 7

are summarized as follows.

• Utilizing our new framework, we optimized wiretap code rates for adaptive and

fixed-rate transmission schemes when the capacity of the main channel was

available and unavailable at the transmitter, respectively.

• The above optimizations were further extended into an absolute passive eaves-

dropping scenario where even the eavesdropper’s location is not available at the

transmitter. For this scenario, we derived closed-form expressions for the aver-

age effective secrecy throughput of the adaptive and the fixed-rate transmission

schemes.

8.2 Future Works

Finally we present some thoughts on what we believe to be the major issues in re-

lation to future works in location verification and physical layer security for wireless

communications.

This thesis has focussed on theoretical investigations of optimal LVSs. It would

be useful if some future work could focus on experimental implementations of our

developed location verification algorithms in real networks (e.g., VANETs). Some

potential challenges and research directions in such deployments are detailed as fol-

lows. (i) Future research effort should focus on the prediction of channel conditions

based on limited resources. Such wireless channel identification is a major issue since

a priori experiments may not be attainable to determine channel parameters (e.g.,

Rician K-factors, path loss exponent) in some real networks. (ii) The processing time

delay is a key aspect for incorporating LVSs in real networks and will be of practical

concern in the immediate future. For example, in VANETs the frequency of updated

claimed locations by a vehicle is expected to be 10 Hz, and thus the processing time
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delay of a specific LVS, which is embedded in such VANETs, should be less than

0.1 second. It would be useful to determine the network limitations imposed on real

networks (e.g., number of vehicles per base station, server processing capabilities)

in order to guarantee such tight delay requirements. (iii) Strategies of fusing local

(distributed) LVS decisions into a final decision in large scale networks also requires

future research effort. In such fusing strategies, the trade-off between the detection

performance and processing time delay of an LVS embedded in a real network should

be be carefully investigated.

Physical layer security in wireless communication has received considerable theo-

retical research effort. However, very few experimental deployments have been con-

ducted in order to test and verify transmission schemes developed in the context of

physical layer security. Our developed transmission schemes (e.g., LBB and TAS-

Alamouti schemes) are candidates for such deployments since they are of low com-

plexity and do not require high feedback overhead. However, some challenges remain

in experimental implementations of our transmission schemes. A major challenge is

how to achieve accurate channel parameters required by the transmission schemes.

For example, in mobile networks the average SNR of a wireless channel is dynamic

and thus is hard to measure or predict. Another challenge is to examine the im-

pact of real world limitations imposed on our transmission schemes in real large scale

networks. For example, deployment of an optimal location-based beamformer for mul-

tiple intended receivers and potential eavesdroppers again raises issues of processing

capabilities and limitations.

As a final thought we note that location verification in the context of quantum

communication systems has previously been considered (e.g., [135–139]), and it has

been argued that such systems are able to securely verify a location under all known

threat models [138]. Use of such quantum systems are of particular interest since, as

stated in earlier this thesis, in a purely classical system any defensive strategy for an

LVS is ultimately doomed if the colluding adversary is in a formal sense afforded un-

limited resources (e.g., an unlimited number of attackers with no constraints imposed
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on their locations). However, the implementation of quantum location verification

in the context of wireless networks faces many unsolved challenges, such as the de-

velopment of long-term quantum memory and the integration quantum information

transfer between devices (most likely in the form of weak laser beams). Neverthe-

less real quantum information networks are already deployed over large scales for the

purposes of quantum cryptography applications, and their integration into all forms

of classical communication systems is only a matter of time. Of particular interest

to the work outlined in this thesis would be a study of how to optimally integrate

quantum information into the LVS and its associated communication infrastructure

structure. Since quantum information is likely to remain the most valuable resource

in such combined classical/quantum networks, discovering how to minimize the use

of such quantum resources whilst still obtaining unconditional location verification

would likely be a worthwhile endeavor.



Appendix A

Proof of Theorem 4

We provide here the proof of Theorem 4 presented in Chapter 3 on page 70. Based on

(3.26), (3.27), (3.48), and (3.49), we can see that αoR(xt), β
o
R(xt), αD(xt), and βD(xt)

are all in the form of a Q function. We denote αoR(xt) = Q(ζoR), βoR(xt) = Q(ηoR),
αD(xt) = Q(ζD), and βD(xt) = Q(ηD). In order to prove αoR(xt) = αD(xt) and

βoR(xt) = βD(xt) for λR = λD, we only need to prove ζoR − ηoR = ζD − ηD. As per

(3.26), (3.27), (3.48), and (3.49), in order to prove ζoR − ηoR = ζD − ηD (such as to

prove Theorem 4) we have to prove the following equation

(w−u)T R−1 (w−u) = (∆v−∆u)
T
D−1 (∆v−∆u) . (A.1)

Based on the SVD of R, we can transform the RSS observation vector y into another

observation vector y′ by rotating and scaling1. We can then obtain the DRSS obser-

vations from y′ instead of y. The transformation from y to y′ is unique since the

singular values of R are unique. In addition, y follows a multivariate normal distri-

bution. As such, the transformation from y to y′ keeps all the properties of y in y′,

which means the performance of an LVS based on y is identical to the performance of

an LVS based on y′ [140, 141]. Therefore, in order to prove Theorem 4 we only have

1The covariance matrix R is a real positive-definite symmetric matrix, and thus the SVD of R

can be written as R = SR′ST . As such, y′ is given by y′ = R′
1

2Sy and the covariance matrix of y′

will be IN .
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to prove (A.1) for R = IN . Denoting g = v − u, we have ∆vm − ∆um = gm − gN .

Substituting R = IN into w given in (3.16), we obtain

w − u = g − gTR−11N
1TNR

−11N
1N = g −

(
1

N

N∑

j=1

gj

)
1N . (A.2)

With regard to the left side of (A.1), for R = IN we have

(w−u)T R−1 (w−u) =
N∑

i=1

(
gi −

1

N

N∑

j=1

gj

)2

=

N∑

i=1


g2i −

2

N
gi

N∑

j=1

gj +
1

N2

(
N∑

j=1

gj

)2



=




N∑

i=1

g2i −
2

N

(
N∑

i=1

gi

)(
N∑

j=1

gj

)
+
1

N

(
N∑

j=1

gj

)2



=




N∑

i=1

g2i −
1

N

(
N∑

i=1

gi

)2

 . (A.3)

As per the definition of D given in (3.36), for R = IN we have

D = IN−1 + 1(N−1)×(N−1), (A.4)

where 1(N−1)×(N−1)) is the (N − 1) × (N − 1) matrix with all elements set to unity.

Then, based on the Sherman-Morrison formula [142], we have

D−1 =
[
IN−1 + 1(N−1)×(N−1)

]−1

=
[
IN−1 + 1(N−1) × 1T(N−1)

]−1

=

[
I−1N−1 −

I−1N−11(N−1)×(N−1)I
−1
N−1

1 + 1T(N−1)I
−1
N−11(N−1)

]

=

[
IN−1 −

1(N−1)×(N−1)
N

]
. (A.5)
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Substituting (A.5) into the right side of (A.1), we have

(∆v−∆u)
T
D−1 (∆v−∆u)=(∆v−∆u)

T

[
IN−1−

1(N−1)×(N−1)
N

]
(∆v−∆u)

=(∆v−∆u)
T
IN−1 (∆v−∆u)

− 1

N
(∆v−∆u)

T
1(N−1) × 1T(N−1) (∆v−∆u)

=

N−1∑

i=1

(gi − gN)
2 − 1

N

[
N−1∑

i=1

(gi − gN)

]2

=

N∑

i=1

(gi − gN)
2 − 1

N

[
N∑

i=1

(gi − gN)

]2

=

N∑

i=1

(gi − gN)
2− 1

N

N∑

i=1

(gi − gN)

[
N∑

j=1

(gj − gN)

]

=




N∑

i=1

g2i −
1

N

(
N∑

i=1

gi

)2

 . (A.6)

Comparing (A.3) with (A.6), we can see that we have proved (A.1) for R = IN . This

completes the proof of Theorem 4.
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Proof of Theorem 5

We provide here the proof of Theorem 5 presented in Chapter 4 on page 89. Substi-

tuting (4.5) into (4.10), we have

DKL (f (y|p1,b1,x1,H1) ||f (y|H0)) = tr(R−1
0 R1)−NB−ln

(
detR1

detR0

)

︸ ︷︷ ︸
h1(p1)

+ (m0−m1)
†R−1

0 (m0−m1)︸ ︷︷ ︸
h2(p1,b1)

.

(B.1)

Based on (B.1), we know that only the term h2 (p1,b1) is a function of b1. As such, we

first derive the optimal b1 that minimizes h2 (p1,b1) for a given p1. Given the format

of R0 presented in (4.7), we can see that h2 (p1,b1) is minimized when ‖m0 −m1‖2

is minimized. Defining G =
√
p1g(d1)K1/(1 +K1) H1, we have

h3 (b1) , ‖m0 −m1‖2

= b
†
1G

†Gb1−m
†
0Gb1−b

†
1G

†m0+m
†
0m0. (B.2)

Performing the SVD for the symmetric positive semidefinite matrix Q , G†G, we

have

UVU† = Q. (B.3)
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We note that Q is a rank-1 matrix and we denote the unique eigenvalue of Q as η.

Then, we have

η = ‖Q‖ = p1g(d1)K1NBN1

1 +K1

. (B.4)

Denoting b1 = Up (i.e., p = U†b1), following (B.2) and (B.3) we have

h3 (b1)=p†Vp−m
†
0GUp−p†U†G†m0 +m

†
0m0. (B.5)

We note that U†G†m0 is a complex N1 × 1 vector and we denote the i-th complex

element of U†G†m0 as cRi+jcIi. Since Q is a rank-1 matrix, we have U†G†m0[i] = 0

for i = 2, 3, · · · , N1. Denoting the i-th complex element of p as pRi + jpIi, following

(B.5) we have

h3 (b1)=η(p
2
R1+p

2
I1)−2 (cR1pR1+cI1pI1) +m

†
0m0. (B.6)

Using (B.6), we have pR1 = cR1η and pI1 = cI1η in order to minimize h3 (b1) without

any constraints, which results in

po[1] = U†G†m0[1]/η, (B.7)

where po denotes the optimal p that minimizes h3(p) for a given p1. We note that

there is a constraint for the minimization of h3 (b1), which is ‖b1‖ = 1 (i.e., ‖p‖ = 1

since U is a unitary matrix). As such, we have to guarantee c2R1+c
2
I1 ≤ η, which

means that we have to guarantee ‖U†G†m0‖/η ≤ 1. Based on the definitions of G

and m0, and noting t1t
†
1 = N1 we have

‖U†G†m0‖2 = ‖G†m0‖2

=
p0g(d0)K0N0

1 +K0

p1g(d1)K1

1 +K1

r
†
0r1t1t

†
1r
†
1r0

=
p0g(d0)K0N0

1 +K0

p1g(d1)K1N1

1 +K1

|r†1r0|2. (B.8)

We also note that the maximum value of |r†1r0|2 is N2
B, which is achieved when r1 = r0.

Then, as per (B.4) we have

‖U†G†m0‖
η

≤
√
p0g(d0)K0

1 +K0

√
1 +K1

p1g(d1)K1

√
N0

N1
︸ ︷︷ ︸

L(N1)

. (B.9)
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In order to guarantee L(N1) ≤ 1, the malicious vehicle has to guarantee N1 ≥ N∗
1 ,

where N∗
1 is obtained by setting L(N1) = 1 and is given by

N∗
1 =

⌈
max

{
2,

p0g(d0)K0N0

K1[p0g(d0)+(1+K0)(σ2
0−σ2

1)]

}⌉
. (B.10)

The reason for N∗
1 ≥ 2 is that the minimum dimension of p must be 2 if r1 is to

remain a function of θ1. We assume the malicious vehicle can guarantee N1 ≥ N∗
1 ,

and therefore guarantee ‖U†G†m0‖/η ≤ 1. As such, the optimal solution po[1] =

U†G†m0[1]/η can always be achieved. This optimal solution indicates that p
o[i], for

i ≥ 2, can take any values in order to realize ‖po‖ = 1.

We next derive the optimal value of p1. Substituting po[1] = U†G†m0[1]/η into

(B.5), we have

h3(b
o
1) = m

†
0m0−

‖U†G†m0‖2
η

=
p0g(d0)K0N0

1 +K0

(
NB −

|r†1r0|2
NB

)
, (B.11)

where bo1 = Upo. We note that |r†1r0|2 is a function of only NB, θ0, and θ1. Thus,

h3(b
o
1) is not a function of p1 anymore. Based on (B.1), we know that h1(p1) is a

function of only p1. This indicates that the optimal p1 is the one that minimizes h1(p1).

After some algebra, we can show that that h1(p1) is minimized when R0 = R1, which

results in the desirable result in (4.12). We note that to achieve (4.12) we require

σ2
1 < p0g(d0)/(1 +K0) + σ2

0. This is reasonable as the channel noise variance will be

lower than the useful signal power. Finally, substituting p∗1(x1) into (B.7) we obtain

the desirable result in (4.13).

We note that if the condition N1 ≥ N∗
1 cannot be guaranteed, the minimum KL

divergence for any given x1 will be larger than that for N1 ≥ N∗
1 . To prove this

statement, we have to prove the following equation

DKL (f (y|p′1(x1),b
′
1(x1),x1,H1) ||f (y|H0))

≥ DKL (f (y|p∗1(x1),b
∗
1(x1),x1,H1) ||f (y|H0)) ,

(B.12)

where p′1(x1) and b′1(x1) denote the optimal values of p1 and b1 under the condition

N1 < N∗
1 for any given x1. Following (B.6), we have h3(b

′
1(x1)) ≥ h3(b

∗
1(x1)). This is
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due to the fact that b′1(x1) minimizes h3(b1) under the constraint p
2
R1+p

2
I1 ≤ 1, but

b∗1(x1) minimizes h3(b1) without any constraints. Noting h1(p
∗
1(x1)) = 0, we have

h1(p
′
1(x1)) ≥ h1(p

∗
1(x1)). This is due to h1(p1) ≥ 0 for any values of p1 since the KL

divergence is not negative. Then, we have

h1(p
′
1(x1))+h3(b

′
1(x1))≥h1(p∗1(x1))+h3(b

∗
1(x1)). (B.13)

Since R0 is independent of N1, following (B.1) we can see (B.13) proves (B.12).
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Proof of Theorem 9

We provide here the proof of Theorem 9 presented in Chapter 5 on page 116. Sub-

stituting (5.16) into (5.23), Pout (Rs) is derived as

Pout (Rs) =

∫ ∞

0

fγE(γE)
γ
(
m̃B,

2Rs (1+γE)−1
m̃−1

B γ̃B

)

Γ(m̃B)
dγE, (C.1)

where γ (α, µ) =
∫ µ
0
e−ttα−1dt, Re{α} > 0, is the lower incomplete gamma function.

In order to obtain the result in (C.1), we have utilized the following identity [124, Eq.

(3.381.1)]

∫ u

0

tν−1e−µtdt = µ−νγ(ν, µu). (C.2)

To make progress, we adopt the following identity to expand γ (α, µ) [124, Eq. (8.354.1)]

γ (α, µ) =

+∞∑

n=0

Γ(α)µα+ne−µ

Γ(α + n+ 1)
. (C.3)
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As per (C.3), we have

γ

(
m̃B,

2Rs(1 + γE)− 1

m̃−1
B γ̃B

)
=

+∞∑

n=0

Γ(m̃B)
(

2Rs (1+γE)−1
m̃−1

B γ̃B

)m̃B+n

exp
(
−2Rs (1+γE)−1

m̃−1
B γ̃B

)

Γ (m̃B + n+ 1)

=

+∞∑

n=0

Γ(m̃B)(2
RsγE)

m̃B+n
(
1 + 2Rs−1

2RsγE

)m̃B+n

(
γ̃B
m̃B

)m̃B+n

exp
(

2Rs (1+γE)−1
m̃−1

B γ̃B

)
Γ(m̃B + n+ 1)

=

+∞∑

n=0

Γ(m̃B) exp
(
−2Rs (1+γE)−1

m̃−1
B
γ̃B

)
(2RsγE)

m̃B+n

(
γ̃B
m̃B

)m̃B+n

Γ(m̃B + n+ 1)

×
+∞∑

l=0

(
m̃B + n

l

)(
2Rs − 1

2RsγE

)l
, (C.4)

in which the identity [124, Eq. (1.110)]

(1 + µ)α =

+∞∑

l=0

(
α

l

)
µl (C.5)

is employed. Substituting (5.22) and (C.4) into (C.1), we have

Pout (Rs) =

∫ ∞

0

(
m̃E

γ̃E

)NEm̃E γNEm̃E−1
E

Γ(NEm̃E)
exp

(−m̃EγE

γ̃E

)
×

+∞∑

n=0

exp
(
−2Rs (1+γE)−1

m̃−1
B γ̃B

)
(2RsγE)

m̃B+n

(
γ̃B
m̃B

)m̃B+n

Γ(m̃B + n+ 1)

×

+∞∑

l=0

(
m̃B + n

l

)(
2Rs − 1

2RsγE

)l
dγE

=
m̃m̃B

B m̃NEm̃E

E 2m̃BRs

Γ(NEm̃E)γ̃
m̃B

B γ̃
NEm̃E

E

+∞∑

n=0

m̃n
B2

nRs exp

(
−m̃B(2Rs−1)

γ̃B

)

γ̃
n

BΓ(m̃B + n+ 1)
×

+∞∑

l=0

(
m̃B+n
l

) (
2Rs−1

)l

2lRs

∫ ∞

0

γm̃B+NEm̃E+n−l−1
E

exp

(
(2Rsm̃B γ̃E+m̃E γ̃B)γE

γ̃B γ̃E

)dγE. (C.6)

We then obtain the desirable result in (5.23) by solving the integral in (C.6) as per

the following identity [124, Eq. (3.381.4)]
∫ ∞

0

tν−1e−µtdt =
1

µν
ΓG(ν). (C.7)



Appendix D

Proof of Lemma 6

We provide here the proof of Lemma 6 presented in Chapter 7 on page 179. In the

Cartesian coordinate system, we denote the location of Eve by (u, v). In the annulus

threat model, the joint pdf of u and v is

fU,V (u, v) =





1
π(ρ2o−ρ2i )

, ρ2i ≤ u2 + v2 ≤ ρ2o,

0, otherwise.
(D.1)

In the polar coordinate system, we denote the location of Eve by (ρ, θ). As such, we

obtain u = ρ cos θ and v = ρ sin θ. The Jacobian matrix for this coordinate change is

given by

J(ρ, θ) =
∂(u, v)

∂(ρ, θ)
=


 cos θ −ρ sin θ
sin θ ρ cos θ


 . (D.2)

Using (D.2), the determinant of J(ρ, θ) is calculated as |J(ρ, θ)| = ρ. Based on

Jacobian techniques for the transformation of random variables [143], the joint pdf

of ρ and θ is given by

fP,Θ(ρ, θ) = fU,V (u, v)|J(ρ, θ)| =





ρ
π(ρ2o−ρ2i )

, 0≤θ≤2π, ρi≤ρ≤ρo,
0, otherwise.

(D.3)

Using (D.3), the marginal pdf of ρ is derived as

fP(ρ) =

∫ 2π

0

fP,Θ(ρ, θ)dθ =





2ρ
ρ2o−ρ2i

, ρi≤ρ≤ρo,
0, otherwise.
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In order to derive the pdf of ρ2, we denote λ = ρ2. As per the rules on the transfor-

mation of random variables, the pdf of ρ2 is given by

fP2(ρ2) =

∣∣∣∣
dρ

dλ

∣∣∣∣ fP(ρ) =





1
ρ2o−ρ2i

, ρ2i ≤ρ2≤ρ2o,
0, otherwise.

(D.4)

This completes the proof of Lemma 6.
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