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Abstract

Image denoising techniques are important to cope with different types of noise in biomed-

ical and biometric images. Not only random noise but also general irrelevant components

in image spatial domains have been treated as undesired information. To reduce or elim-

inate the adverse effects of random noise and irrelevant components, this thesis works

on following four real-life problems encountered in biomedical and biometric image ap-

plications.

Firstly, microscopy images are often degraded by random noise from readout procedures

and image data acquisition systems, devices or equipment. This thesis proposes an inte-

gration of trend surface mapping, Q-Q plot, bootstrapping, and Gaussian spatial kernel

for removing Gaussian-like noise in microscopy images. Furthermore, the proposed ap-

proach can be extended to handle Poisson noise. Experiments on synthetic and real

noise datasets demonstrate the advantages of the proposed method.

Secondly, medical image classification is challenged by concurrent occurrence of image

rotation change, scale variation and noise corruption. This thesis introduces two image

features, named particle potential motion entropy histogram (PPMEH) and its updated

version PPMEH-FT, incorporated with discrete Fourier transform (DFT), to deal with

the multiple effects of rotation, scaling and noise for classifying medical images. The

experiments on computed tomography (CT) and magnetic resonance imaging (MRI)

datasets show that the proposed image features outperform state-of-the-art methods.

Thirdly, latent fingerprints are usually small-sized, blurred, and overlapped with irrel-

evant image components. Segmentation of latent fingerprint is very challenging under

complex and poor quality image conditions. Furthermore, subsequent latent fingerprint

matching is another difficulty. This thesis developed a fully automated latent matcher

embedded with a robust latent segmentation module and experiments with a latent fin-

gerprint database demonstrate superiority of the proposed multi-module latent matcher.

This thesis targets three real-life problems in biomedical and biometric image applica-

tions. Performance evaluation and comparison with current state-of-the-art approaches

validate that the proposed techniques are effective solutions to such problems.
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Chapter 1

Introduction

1.1 Overview

Image denoising has been an intensively studied research area in the image processing

community, and continues to serve as an important preprocessing procedure prior to

many image applications. With the evolution of image denoising technologies and the

advancement of state-of-the-art methodologies, a series of subsequent image applications

such as object representation, object recognition, and object classification are greatly

facilitated. As a result of image denoising, the resultant images are expected to be in

good quality, and accordingly, the following image analysis tasks become easy to handle.

Image noise can be categorized into the following two types: one is random noise [1–

10], and the other is irrelevant components [11–20], according to the visual information

quality and the content of interest.

• Random Noise: image random noise generally originates from the readout pro-

cedures and image data acquisition systems, devices, and equipments. As random

noise is caused by imaging defects, it is considered as the principal factor in the

degrading of image quality and the breaching of visual information. Due to the

deterioration of image quality and the lack of reliable visual information, the sub-

sequent image applications could be more challenging to tackle; that is, the visual

information reflected by images is mostly unreliable in the presence of random

1
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noise, therefore, the subsequent image applications are most likely to be confront-

ed with straitened circumstances and the subsequent image processing and analysis

tasks are probably to be affected.

• Irrelevant Component: irrelevant image component is determined by the user’s

interest; that is, the user interest regulates which image component is the target,

and which image component is irrelevant. Subject to the user’s interest, the target

image component is regarded as object, whereas the irrelevant image component

is treated as noise. Since the existence of irrelevant components, the objects in

images are not salient to be captured but overlapped with redundant visual in-

formation. As a consequence, those object-based image applications, in terms of

object representation, object recognition, and object classification, could become

more difficult to handle.

Both random noise and irrelevant components have been extensively observed in biomed-

ical and biometric images [4, 5, 8, 10, 13, 18–20]. To be explicit, the biomedical images,

including biological images and medical images, are usually contaminated by random

image noise, due to the measuring of defects during the imaging procedures. For ex-

ample, the microscopy images, one category of typical biological images, are quite often

corrupted by Gaussian and Poisson noise. The MRI scans, belonging to the medical

images and providing the anatomic details of the human body in clinical diagnosis, are

probably degraded by Gaussian noise. Being different from the biomedical images, the

biometric images are interfered with by the effect of irrelevant image components. As

an example, latent fingerprint images, one type of representative biometric images, are

unavoidably overlapped with irrelevant structural components.

1.2 Research Problem Statement

The denoising techniques, not only for random image noise but also for irrelevant image

components, have been intensively studied and greatly improved during the last decade.

However, the following research topics are still open and need to be further investigated

to meet real-life demands.
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• Microscopy imaging allows scientists to study biological cells at the level where a

single cell can be observed, and it provides a powerful tool for examination of both

living and fixed cells in cell culture. Microscopy imaging technology has multiple

advantages in biological applications, although such images are often degraded by

random noise from readout procedures and image data acquisition systems, de-

vices or equipment. Such image degradation imposes an adverse impact on the

quality of microscopy imaging and the subsequent automated cell segmentation.

In order to effectively restore the degraded microscopy images, several computer-

ized restoration approaches have been developed during the past years. However,

microscopy image restoration problem is still open; that is, in biological practice,

not only the restored image quality needs to be improved but also the restored

images are expected to be beneficial for the subsequent cell segmentation.

• Medical imaging allows a radiologist to visually analyze the anatomic details about

the normality and abnormality of tissues inside the human body. However, the

random noise contamination, which affects medical images, is pervasive. The mech-

anisms of random noise formation in computed tomography (CT) and magnetic

resonance imaging (MRI) modalities have been extensively studied, and a large

number of medical image denoising methods have been proposed in recent years.

Nevertheless, few works on image descriptor’s tolerance for random noise corrup-

tion are reported in medical image classification community; that is, the research

gap, in terms of developing a robust medical image descriptor, is still wide. Fur-

thermore, apart from random noise issues, the coexistence of rotation and scale

variation in medical image data is also usually encountered. Medical image rota-

tion is caused by the difficulty of perfectly positioning a patient’s body in CT or

MRI scan modality, and the tissue scale variation is inevitable, due to the varying

patent body size. Therefore, there is a particular need to develop an image feature

tolerant to the concurrent occurrences of random noise, image rotation, and scale

variation in medical image classification tasks.

• A latent fingerprint, inadvertently left by a person at a crime scene is used to identi-

fy the criminal or to exclude a suspect. Latent fingerprint images are usually small-

sized, blurred, and overlapped with irrelevant image components, therefore latent

fingerprint images are generally of poor quality and latent fingerprint segmentation

is indeed a challenging task. During the past years, several techniques have been
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presented to address the latent fingerprint segmentation problem. However, such

conventional methods have not achieved satisfactory segmentation performance

to effectively support the subsequent minutiae extraction and latent fingerprint

matching; that is, as the result of latent segmentation, the regions of interest

(ROIs) are applied to extract the minutiae. Since the resultant ROIs obtained by

conventional methods contain more irrelevant image components, such as charac-

ter, stain and structural graphic patterns, a large number of imposter minutiae

are falsely detected while few genuine ones can be correctly extracted. Depending

on such unreliable minutiae extraction, the subsequent latent fingerprint matching

becomes extremely difficult and the matching performance accordingly deterio-

rates. The overlapping irrelevant components are unavoidable in latent fingerprint

images. Therefore, for reliable minutiae extraction and subsequent latent finger-

print matching, it is essential to develop a robust latent fingerprint segmentation

method, not only to effectively capture the valid fingerprint ridge regions but also

to significantly remove the irrelevant image components.

In summary, we identify the following three research targets in this thesis to tackle the

above-mentioned issues:

• Propose an automatic restoration scheme for noisy microscopy cell images, not only

to significantly suppress the random noise but also to preserve cellular structures

well for subsequent cell segmentation.

• Introduce a multi-robust medical image feature against random noise, rotation,

and scale variation for CT and MRI scans classification.

• Develop a fully automated latent fingerprint image segmentation module to be

tolerant against the variety of irrelevant components such as stain, character and

graphic pattern.

1.3 Contributions

The primary contributions in addressing the above three research problems are shown

as follows.
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1.3.1 Automatic Restoration for Noisy Microscopy Cell Images

We have proposed a new scheme through trend surface mapping, Q-Q plot, bootstrap-

ping, and Gaussian spatial kernel for removing Gaussian-like noise in microscopy cell im-

ages. The integrated approach performs as an adaptive image restoration which achieves

better results compared with state-of-the-art restoration methods. One advantage of the

proposed approach is that its methodology is flexible and therefore can be extended to

handle Poisson noise. Besides, the potential improvement is the appropriate selection of

noisy pixel candidates, according to the linear pattern along a reference line in a Q-Q

plot. Such selection could improve the reliability of noise estimation by bootstrapping.

Above all, the proposed multi-staged automatic restoration method provides a superior

denoising scheme, and could be a highly valuable step prior to cell segmentation for nu-

merously generated and widely used microscopy cell images. The distinctive advantages

of the proposed automatic restoration scheme are summarized as follows:

• Brightness trend is one special characteristic in microscopy cell images. Therefore,

trend surface mapping, inspired by geostatistics, is employed to model the trend

of image brightness (it is regarded as the signal trend).

• The Q-Q plot is utilized to identify highly corrupted pixels by comparing the pixel

intensities versus known probability distribution (here, the Gaussian noise model

is assumed, therefore Gaussian distribution is assigned as the known distribution).

Furthermore, noise intensity level estimation is achieved by bootstrapping only,

depending on the identified corrupted pixels.

• The smoothing parameter of the Gaussian spatial kernel is automatically deter-

mined according to the estimation of bootstrapping, which effectively reduces

under-smoothing or over-smoothing.

• With the integration of Variance Stability Transform (VST), the proposed multi-

staged restoration scheme can be generalized to deal with Poisson noise, which is

another commonly encountered noise in microscopy cell images.
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1.3.2 Multi-robust Image Feature for Medical Image Classification

A series of new concepts, such as image gradient force, particle potential motion proba-

bility, particle potential motion entropy and self-information are introduced, defined and

interpreted, respectively. Based on such concepts, two robust image features, PPMEH

and PPMEH-FT, are proposed to cope with the multi-effect of image rotation, scaling

and noise in medical image classification tasks. The experimental results on colon CT

and head MRI image datasets demonstrate that the presented PPMEH and PPMEH-FT

provide generally satisfactory classification performance in contrast to other state-of-the-

art image features. Besides, the experimental results suggest that the proposed PPMEH

and PPMEH-FT can be applied to a medical image classification and retrieval system

with large data-bases. Detailed contributions of the proposed multi-robust image feature

are summarized as follows:

• To detect local structures with various orientations and scales, we introduce an

adaptive estimation strategy to simultaneously identify local dominant orientation

and scale. In addition, for estimating local gradient (local gradient is used to

represent the dominant local pixel intensity variation), a Gaussian first-derivative

kernel is adaptively constructed, based on the identified local orientation and scale.

• To further resist the noise effect and better preserve the local structure, the

anisotropic kernel (elliptical shape) instead of the isotropic kernel (circular shape)

is adopted, not only to suppress the noise, but also to preserve the local salient

structure along its dominant orientation.

• To quantify the isotropy or anisotropy of pixel-wise particle potential motion, a

new feature entitled particle potential motion entropy (PPME) is presented.

• To discriminate between local structure and non-structure pixels, a new sequential

feature, named self-information, is proposed.

• For image representation, a new histogram-based global image feature, entitled

particle potential motion entropy histogram (PPMEH), is introduced.

• To achieve image rotation robustness, an upgraded version of PPMEH (named

PPMEH-FT), modified by discrete Fourier transform (DFT), is proposed.
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1.3.3 Robust Segmentation Module for Fully Automated Latent Fin-

gerprint Matcher

We have proposed a fully automated minutiae set-based matcher embedded with a robust

segmentation module against irrelevant components in latent fingerprint images. The

proposed latent matcher integrates the following two schemes: (i) dictionary learning

(DL)-based ROI segmentation scheme, robust against image irrelevant components; and

(ii) GA-based minutiae set matching unit, robust against spurious minutiae. For the DL-

based ROI segmentation scheme, the dictionary is firstly learned from the query latent

fingerprint image. Then, based on the learned dictionary, “ridge-valley” pattern elements

(dictionary atoms) can be automatically identified. Further, the sparse representation

for the original latent image patches is performed. Finally, depending on the presence

or absence of the sparse coefficients that correspond to the identified “ridge-valley”

atoms, the foreground (fingerprint region) is segmented. In the GA-based minutiae-level

matching unit, the two minutiae sets, one from the segmented ROI in query latent image

(obtained via segmentation module) and the other one, from the print currently being

compared, are extracted beforehand, through a normal automated minutiae extraction

program like Verifinger SDK, which is widely available to the public. Then, according

to the affine transformation parameters estimated by GA, the minutiae set alignment

between the query latent and the compared print is performed. Furthermore, after

aligning the two sets of minutiae, the correspondence between the two sets needs to

be found. Accordingly, the corresponding minutiae points between the query latent

and the compared print can be paired. Finally, the number of matched minutiae is

obtained and simply regarded as the matching score. The distinctive advantages of the

proposed robust segmentation module and the introduced latent fingerprint matcher are

summarized as follows:

• One commercial off-the-shelf (COTS3) matcher has been assigned as a laten-

t matcher for latent fingerprint matching, however, such matcher is unavailable

in public domain and unaccessible to the researchers [253, 257]. Except COTS3,

there is no fully-automated latent matcher. Therefore, in this thesis, we introduce

a multi-module matcher to cope with the latent fingerprint matching problem. The

proposed system is performed in a fully automatic mode. Experimental results,

based on NIST SD27, demonstrate that the proposed matcher with the proposed
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segmentation module (SM) (say, proposed matcher + proposed SM) can achieve

33.692% penetration rate (in biometric community, penetration rate is defined as

average number of results returned by a pre-matching or indexing algorithm as

proportion of total database size). Comparative experiments have been conducted

to evaluate the effect of the different SMs by using the proposed matcher with and

without SM. By designating the proposed matcher without SM as the baseline

(say, proposed matcher only), such benchmark penetration rate is 38.728%. Based

on the benchmark, the proposed matcher with a state-of-the-art SM only achieves

38.321% penetration rate. The relative penetration rate enhancement percent-

age for “proposed matcher + proposed SM” (13.00% = |33.692%−38.728%|
38.728% ) is much

better than that of “proposed matcher + SM [253]” (1.05% = |38.321%−38.728%|
38.728% ).

• The fully automated ROI segmentation module is plugged into the proposed latent

matcher and is performed as the pre-processing stage of the subsequent matching

task. The proposed SM consists of the following phases: (i) image structure dic-

tionary learning; (ii) “ridge-valley” atom identification; and (iii) sparse coding and

ROI segmentation. The existing method requires the establishment of a dictionary

from the high-quality rolled image patches in advance [253]. Different from such

conventional methods, we propose to build up the structure dictionary, directly

learned from the query latent image. A learned dictionary based on the target im-

age can better adapt to the target image. Therefore, the dictionary obtained in the

proposed SM is not based on good quality rolled image patches but is dependent

on query latent images.

• The robust latent matching unit consists of the following stages: (i) ROI-based

minutiae extraction; (ii) GA-based minutiae set alignment; and (iii) counting of

paired minutiae. The existing method demands the yielding of the local minutiae

descriptors during the iteration of GA optimization. Different from such conven-

tional methods, the global topology of the entire minutiae set is directly adopted in

the proposed matching unit instead of the local minutiae structure. Accordingly,

the proposed matching unit is more robust in the presence of spurious minutiae

and more efficient in terms of matching.
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1.4 Thesis Outline

The remaining parts of this thesis are organized as follows:

• Chapter 2: Literature Review

This chapter reviews the related works in the literature. This chapter covers the

following two streams: (i) the methodologies to cancel random noise; and (ii) the

technologies to remove irrelevant components.

• Chapter 3: A Multi-staged Automatic Restoration of Noisy Microscopy

Cell Images

This chapter consists of the following four sections: (i) at the beginning, recently

developed approaches on noisy microscopy image restoration are reviewed, and

consequently, the research challenge and motivation are presented; (ii) then, the

proposed restoration scheme, integrating with trend surface mapping, quantile-

quantile plot, bootstrapping and Gaussian spatial filtering kernel, is introduced;

(iii) performance comparison among state-of-the-art methods in synthetic noise

experiments, and the availability test on real noisy microscopy data are conducted,

and consequently, the experimental results are discussed; and (iv) finally, some

concluding remarks are given.

• Chapter 4: Multi-robust Image Feature for Medical Image Classification

This chapter includes the following four parts: (i) in the first place, the tolerance

capability of existing methods against image rotation, scaling, and random noise

are studied, and then the research problem and motivation, especially for medical

image analysis, are stated; (ii) secondly, the proposed image feature, incorporat-

ing local gradient estimation, image gradient force calculation, particle potential

motion probability, particle potential motion entropy, and self-information, is pre-

sented; (iii) thirdly, local structure detection performance evaluation on synthetic

structure dataset, and the image representation performance comparison among

state-of-the-art features on colon CT and head MRI scans are conducted and an-

alyzed; and (iv) at the end, conclusion is provided.

• Chapter 5: Robust Segmentation Module for Fully Automated Latent

Fingerprint Matcher
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This chapter covers the following four units: (i) first of all, the recently reported

matching and segmentation techniques on latent fingerprint are reviewed, and then

the research gap and motivation are stated; (ii) afterwards, the proposed latent

fingerprint matching system, which consists of the dictionary learning-based ROI

segmentation phase and the genetic algorithm-based minutiae set matching phase,

is introduced; (iii) later, based on NIST SD27 dataset, the introduced match-

er is evaluated by ROI-based minutiae extraction and latent-to-rolled fingerprint

matching, respectively; and (iv) lastly, the conclusive statement is summarized.

• Chapter 6: Conclusions and Future Studies

This chapter generally summarizes the findings achieved in this thesis, and briefly

indicates the future studies which would be pursued as the extension of the current

thesis work.



Chapter 2

Literature Review

2.1 Overview

This chapter reviews the recently developed works related to random noise cancelation

and irrelevant component removal. The remainder of this chapter is structured as follows:

• Section 2.2: Survey of Random Noise Cancelation Methods

This section consists of the following five Subsections from 2.2.1 to 2.2.5. These

five subsections primarily provide a broad review regarding the methods, which

were presented in recent years and regarded as the state-of-the-art techniques in

the random noise filtering field (they are: adaptive filters, patch-based methods,

PDE and variational methods, transform domain-based methods, and dictionary

learning-based methods); after that, their advantages and disadvantages are ana-

lyzed in details.

• Section 2.3: Survey of Irrelevant Component Removal Approaches

This section includes the following two Subsections 2.3.1 and 2.3.2. In Subsection

2.3.1, the extensive techniques in regard to “spatial point operation” are reviewed

and commented on; then, in Subsection 2.3.2, shifting to “spatial neighborhood

operation”, the related methods are discussed.

• Section 2.4: Summary

This section provides the general statement for the above-mentioned two streams

of methodologies when canceling the random noise for noisy images and removing

11
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the irrelevant image components, respectively. Furthermore, the related challenges

in biomedical and biometric image processing and analysis are highlighted.

2.2 Survey of Random Noise Cancelation Methods

Random noise, denoting the random distortions which occur in pixel intensities, is rou-

tinely confronted when images are being acquired and transmitted. Denoising, as the

process of suppressing the effect of such random distortions and preserving the image

structures and details, is conducted after random noise contamination occurs. To design

a new random noise cancelation method, the technical challenges are not only to smooth

the degraded images, but also to preserve the image features as accurately as possible.

As an important research field in the image processing community, in recent years, the

various random noise cancelation approaches have been developed and symbolized as

the state-of-art techniques. Such state-of-the-art methods can be categorized into the

following forms, depending on the diverse denoising mechanisms.

2.2.1 Adaptive Random Noise Filters

Adaptive filtering is the simplest strategy to suppress random noise in degraded images.

It relies on the energy distribution of target images in the frequency domain. To be

specific, the spectrum of noise-free signal is usually concentrated in the lower and inter-

mediate frequency domain. Whereas, white noise, which keeps a constant power spectral

density and follows a specific probability distribution (e.g. Gaussian white noise), is of-

ten encountered in the higher frequency domain. Therefore, a filtering conducted in

higher frequency domain would be feasible to improve the signal-to-noise ratio (SNR).

In the remainder of this section, the most popular adaptive filters are discussed in the

following subsections.

2.2.1.1 Wiener Filter

The wiener filter is one of the classical approaches for tackling image restoration problems

in historical accounts of image denoising [21]. The observed noisy image y is given as

follows
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y = x + n (2.1)

where x denotes the noise-free image and n stands for the additive random noise. To be

explicit, the image restoration problem is regarded as the estimation of real x based on

its degraded version y by implementing x̂ = y ◦w (here w is the discussed Wiener filter

and ◦ denotes the entrywise product between y and w). In order to obtain the Wiener

filter, the subsequent minimization problem needs to be solved

ŵ = arg min ‖y ◦w− x‖22 (2.2)

The solution of Equation 2.2 is the Wiener filter [22] and its frequency response is given

as follows

W(ω) =
Sx(ω)

Sx(ω) + Sn(ω)
(2.3)

where Sx(ω) is the power spectrum for the noise-free image x and Sn(ω) is the power

spectrum for the additive random noise n. Assuming noise-free images can be well

approximated by various Gaussian distributions, when the Wiener filter is applied to

noisy images in the real-world, the following form in the local image spatial domain is

adopted [22]

x̂ =
σ2
L − σ2

n

σ2
L

· (y − µL) + µL (2.4)

σ2
n =

∑
σ2
L

H ·W
(2.5)

where σ2
L and σ2

n are the variance of noisy pixel intensities in the local spatial domain L,

and the random noise variance, respectively. σ2
n can be approximated by using the mean

of local noisy pixel intensity variances according to Equation 2.5 (H and W are image

height and width, respectively). µL denotes the mean of noisy pixel intensities in the

local spatial domain. The Wiener filter is performed like a pointwise linear estimator in

a local image spatial domain. Therefore, based on the locally computed variance and
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mean of pixel intensities within a fixed-size sliding window over images, such a locally

adaptive version has been broadly utilized for smoothing the random noise existing in

real-world images. Furthermore, this adaptive version of the Wiener filter results in

significant improvements, in terms of SNR, MSE and visual quality. The Wiener filter

is able to achieve better denoising results under mild noise contamination except when

the images are seriously degraded by random noise.

2.2.1.2 Conventional Linear Filters

Without prior knowledge and understanding of the statistics of noise-free images as

well as random noise, another two classical linear filters could be used: (i) one is the

moving average filter and (ii) the other is the Gaussian filter [23]. For achieving the

self-adaptation to local image structures, the following two measures are utilized: (i)

the filter spatial size of a moving average filter is dynamically adjusted to the local

signal structures; and (ii) the scale parameter (or the filter smoothing parameter) of the

Gaussian filter is adaptively determined by the local signal structures. To be explicit,

the filter spatial size could be tuned to smaller for preserving edge when image edges

turn up; instead, the larger spatial size is selected for smoothing more random noise

when encountering flat regions in images. Similarly, the scale parameter of the Gaussian

filter is also adaptively tuned according to the variation of the local image structures.

Adaptive linear filters can effectively preserve edges but they heavily rely on the self-

adjustment module to adapt to image edges.

2.2.1.3 Non-linear Filters

One of the most popular non-linear filters is the median filter [23]. The median filter

targets random impulse noise like salt-and-pepper noise, and cancels the noise effect by

setting the central pixel intensity via the median value of neighboring pixel intensities.

Except median filter, some order-statistics filters are recently developed, not only to cope

with impulse noise but also to handle mixed noise (e.g. Gaussian and impulse noise)

[25, 26]. Furthermore, the mathematical morphology operator-based non-linear filters

are adopted, not only for impulse noise cancelation (e.g. salt-and-pepper noise) but also

for other types of random noise suppression (e.g. additive Gaussian noise and spackle

noise etc.) [24]. Although the median filter works well for removing random impulse
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noise, its applicability is constrained to impulse noise only. Mathematical morphology

operator-based non-linear filters can handle various categories of random noise, however,

the selection of mathematical morphology operator, structure element type and its size is

subjective and user experience-dependent. There is no rigorous methods for an optimal

selection for these operators, structure elements and relative parameters.

2.2.1.4 Bilateral Filter

As the combination of spatial domain filtering and pixel intensity range filtering, bilateral

filtering is proposed by Tomasi [27]. In the bilateral filter, the spatial and photometric

(pixel intensity) distances between two pixels are considered in a separable fashion as

follows

b(ui, uj , yi, yj) = exp

{
−‖ui − uj‖22

h2
u

+
−(yi − yj)2

h2
y

}
(2.6)

where ui = [u
(x1)
i , u

(x2)
i ]T and uj = [u

(x1)
j , u

(x2)
j ]T stand for the coordinates of pixels

ui and uj in a horizontal direction x1 and a vertical direction x2, respectively. yi and

yj denote the intensities of pixels ui and uj , respectively. The spatial domain filtering

parameter hu and the pixel intensity range filtering parameter hy are empirically tuned

to regulate the overall filtering performance.

As formulated in the exponent part in Equation 2.6, the similarity between vectors

(ui, yi) and (uj , yj) not only includes weighted Euclidean distance but also involves

weighted photometric distance. In addition, the bilateral filter is easy to implement and

computationally efficient in adapting to the local image structures. Such a mechanism

theoretically guarantees that image edges could be well preserved, however, two param-

eters manipulating the filtering performance are too difficult to be optimally tuned, and

the approaches for optimal parameter selection are not available.

2.2.2 Patch-based Methods

The mechanism of patch-based random noise cancelation is to take advantage of the

redundancy of various image structures existing in real-world images. Instead of the

point-to-point similarity measuring strategy in the bilateral filter, patch-based methods
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exploit the patch-to-patch similarity measuring principle. As one of the most popular

patch-based denoising approaches, the non-local mean filter has drawn a great deal of

attention in the image denoising community during past years [28–31]. In contrast to

the bilateral filter, the following two differences are clearly observed: (i) the pointwise

photometric similarity term in the bilateral filter is substituted with the patchwise one

in the non-local mean filter; and (ii) the point-to-point geometric similarity computa-

tion, based on neighboring pixels in the bilateral filter is replaced by the one based on

the patches, which may not be spatially close to the pixel of interest; that is, not neigh-

boring patches but rather non-local ones are taken into consideration for random noise

cancelation. To summarize, the non-local mean filter is formulated as follows

NLM(ui, uj , pui , puj ) = exp

{
−‖ui − uj‖22

h2
u

+
−
∥∥pui − puj∥∥2

2

h2
p

}
(2.7)

where pui and puj stand for the patches centered at pixels ui and uj , respectively.

In practice, the following two details need to be noticed in the implementation: (i) the

target patch pui rather than other patches should be assigned with higher weighting; and

(ii) it is computationally impractical to compare all the patches {puj} to the target patch

pui , therefore, in practice, the patch search range is restricted to a reasonable spatial

neighborhood of the target patch pui . In this sense, the non-local mean filter is not

entirely “non-local” but more or less “local”, and accordingly its denoising performance

could be somewhat affected.

2.2.3 PDE and Variational Methods

The random noise removal via PDE and variational methods is an iterative process,

where the pursuit of denoised image is progressively attained. After a number of iter-

ations, the obtained images are regarded as the “noise-free” versions of contaminated

images. The anisotropic diffusion filter and the total variation filter, two broadly used

partial differential-based random noise cancelation techniques, are introduced, respec-

tively, in the remainder of this section.
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2.2.3.1 Anisotropic Diffusion Filter

The goal of diffusion filtering is to constrain the diffusion process to contiguous homo-

geneous regions instead of crossing region boundaries [32, 33]. As one classical diffusion

process, anisotropic diffusion is an instance of the heat equation as a partial differential

equation (PDE) and its formula is given as follows

∂

∂t
I(x, y, t) = div {c(x, y, t)∇I(x, y, t)} (2.8)

where the image under different diffusion degree t is represented by I(x, y, t) and I(x, y, 0)

(when t = 0) stands for the noisy image as initial condition. ∇ = [ ∂∂x ,
∂
∂y ]T denotes

the image spatial gradient operator. c(x, y, t) represents the diffusion conductance to

regulate the diffusion process. To be specific, when c(x, y, t) is a constant C, the heat

diffusion process is conducted with isotropic and homogenous diffusivity. Such a diffusion

process leads to a Gaussian-like denoising result for the given noisy image. Therefore,

the boundaries among flat regions are blurred; on the contrary, as suggested by Perona

and Malik, a signal-dependent diffusivity c(x, y, t) = f(|∇I(x, y, t)|) is able to guide

the diffusion process to be anisotropic rather than isotropic. Taking the advantages

of anisotropic diffusion conductance, the boundaries such as edges and contours can be

well preserved while the random noise existing in homogeneous regions can be effectively

smoothed. In practice, the following two types of signal-dependent diffusivity c(x, y, t)

are widely used in the anisotropic diffusion filter

c (x, y, t) = exp

{
−
[
|∇I (x, y, t)|

K

]2
}

(2.9)

c (x, y, t) =
1

1 +
(
|∇I(x,y,t)|

K

)2 (2.10)

where |∇I(x, y, t)| is defined as follows

|∇I (x, y, t)| =

√[
∂I (x, y, t)

∂x

]2

+

[
∂I (x, y, t)

∂y

]2

(2.11)
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The intricate issue for adopting anisotropic diffusion-based filtering approaches is the

choice of an appropriate diffusivity function. Even though diverse analytical expressions

for the diffusivity function have been proposed, the users still have to fix at least two

parameters: the diffusion speed and the number of iterations. Accordingly, the selection

of such parameters becomes a bottleneck when exploiting anisotropic diffusion-based

filters, and the rigorous methodologies to tune the optimal parameters for given noisy

images are still unavailable.

2.2.3.2 Total Variation Filter

Total variation (TV) denoising is an approach for random noise reduction to preserve

sharp edges in an underlying signal [34, 35]. In contrast to conventional denoising meth-

ods, TV-based approaches convert the random noise cancelation problem into a con-

strained minimization problem. After solving such a constrained minimization problem,

the denoising result is obtained. To be explicit, a TV-based image filtering framework

is formulated as follows

x̂ = arg min

{
1

2
‖y− x‖22 + λ‖x‖TV

}
(2.12)

where x and y stand for the noise-free image and the observed noisy image, respectively.

λ is the regularization parameter. ‖x‖TV is the image total variation term based on a

spatial gradient operator, which is defined as follows

‖x‖TV =
∑
x1,x2

√(
∂x

∂x1

)2

+

(
∂x

∂x2

)2

(2.13)

Equation 2.12 is able to be solved by using numerical computing techniques. Specifi-

cally, since Equation 2.12 is actually a convex regularized cost function, some iterative

algorithms, based on convex optimization technology, can be used to achieve solution x̂.

During the iteration, the regularization parameter λ plays a dominant role in the random

noise cancelation process. In particular, when λ = 0, the filtering process would not be

conducted, and the obtained image is still the same as the given noisy image. When λ→

∞, the total variation term (defined in Equation 2.13) plays a progressively dominant
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role, which reinforces the filtering strength and manipulates the resultant image to have

a smaller total variation. Consequently, the resultant image could be over-smoothed

and the salient structures in image are most likely to be removed, even though the

noise effect has been largely suppressed. Hence, the choice of λ is crucial to balance the

local structure preservation and random noise removal. Although λ can dynamically

decay with the progression of TV filtering, only the customized parameter selection

methods, instead of the unified ones, are applicable. Thus, the denoising results would

be unsatisfactory if λ is not appropriately tuned.

2.2.4 Transform Domain-based Methods

Transform domain-based methods have been intensively studied in the recent decade [36].

Although there are a large number of variants belonging to this category, the wavelet-

based methods are still the dominant ones [37–44]. To be specific, the overall procedure

of wavelet-based methods is summarized as follows: (i) in the first place, the noisy image

is transformed into multiple sub-bands, depending on various wavelet bases with different

orientations and scales. Hence, the coefficients in low-frequency sub-bands represent the

essential signal components, whereas the coefficients in high-frequency sub-bands corre-

spond to the detailed signal structures; (ii) then, threshold-based filtering strategies can

be applied to selectively adjust such high-frequency sub-band coefficients. For example,

according to the predefined threshold (hard threshold) or adaptively adjusted threshold

(soft threshold), the high-frequency sub-band coefficients corresponding to random noise

are tuned to be zero for noise effect suppression, while the detailed structure-related co-

efficients are maintained or even enlarged for signal structure preservation; (iii) finally,

the denoised image is reconstructed by adopting inverse transformation from the wavelet

domain back to the spatial domain. In the remainder of this section, the recently devel-

oped state-of-the-art random noise cancelation methods, based on the transform domain,

are discussed in the following subsections.

2.2.4.1 BLS-GSM

BLS-GSM proposes an overcomplete wavelet-based denoising framework to prevent the

visual distortion caused by the critically sampled wavelet basis. The sub-band coefficient

modification is conducted depending on Bayes least square estimation and Gaussian
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scale mixture model [45]. To be specific, the BLS-GSM procedure for random noise

cancelation is introduced as follows

• Step 1: The observed noisy image is transformed into the wavelet domain;

• Step 2: The neighborhood in the wavelet domain, which includes adjacent wavelet

coefficients crossing contiguous scales, is focused. Subsequently, the Gaussian s-

cale mixture model, through neighboring scales, is applied to model the target

neighborhood;

• Step 3: Based on the created Gaussian scale mixture model, the centroid of the

target neighborhood is estimated according to the Bayesian least squares estima-

tion. Furthermore, the estimated centroid is assigned as the wavelet coefficient

centered on the target neighborhood;

• Step 4: After all the wavelet coefficients are adjusted, the denoised image is ob-

tained by inversely transforming the modified wavelet sub-bands back to the spatial

domain.

In the BLS-GSM scheme, the resultant updated wavelet coefficients not only consider the

relation of neighboring coefficients in the same scale sub-band (intrascale correlation),

but also involve the relation from the adjacent scale sub-bands (interscale correlation).

Taking the benefit of the crossing-scale Gaussian mixture modeling, the robustness for

random noise is accordingly enhanced and the computation efficiency is also improved.

However, the BLS-GSM algorithm relies on the Gaussian assumption for wavelet co-

efficients. If the coefficients in transform domain fail to comply with Gaussian-like

distribution, neither the denoising performance nor the result can be guaranteed.

2.2.4.2 BM3D

BM3D incorporates the non-local patch grouping and the overcomplete representation

to achieve a remarkable denoising performance [46]. The patch grouping is conducted

based on patch structure similarity, which is not restricted to the smaller spatial domain

but concerns a larger searching area. Furthermore, the overcomplete representation is

realized, since the wavelet coefficients in decomposed sub-bands are redundant. To be

explicit, the BM3D framework for random noise cancelation is presented as follows
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• Step 1: The observed noisy image is divided into overlapping patches;

• Step 2: The noisy image patches are categorized into diverse clusters, according

to the similarity of local structures;

• Step 3: A 3D transformation, including 2D wavelet transformation, based on DCT

within a cluster and 1D wavelet transformation, based on Haar wavelet across

clusters, is implemented;

• Step 4: After the 3D transformation of image patch groups, the shrinkage of the

transformed spectrum is conducted. To be specific, the following two steps for

shrinking the transformed spectrum are employed, respectively: (i) as an initial

step, a hard threshold strategy is used; then (ii) an adaptive threshold strategy,

derived by Wiener filtering, is adopted;

• Step 5: Depending on the modified spectrum in the transformation domain, an

inverse 3D transformation is subsequently performed and as a consequence, the

denoised image is obtained.

Being different from a conventional NLM filter, BM3D not only involves more reliable

patch candidates for restoring the target noisy patch (each cluster could hold a large

quantity of image patches with similar detailed structures), but also considers the spar-

sity between grouped image patches (multi-wavelet sub-bands could provide redundant

information for the description of the image local structure). Therefore, BM3D promptly

became one of the state-of-the-art denoising methods after it was published.

BM3D is capable of achieving satisfactory filtering results when the noise contamination

is not serious. However, when the noise corruption is severe, the denoising performance

could dramatically drop due to the difficulty of image patch grouping under serious noise

effects. In addition, 2D transformation, based on DCT, could lead to periodic artifacts

in denoised results; that is, in contrast to the learned dictionary atoms, the fixed wavelet

basis such as the predefined discrete cosine wavelet is not adaptive to extensive image

local structures in the real world.
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2.2.4.3 LPG-PCA

LPG-PCA explores a new mechanism to create an adaptive basis instead of predefined

ones [47]. In the LPG-PCA denoising scheme, the principal component analysis (PCA)

is exploited to generate an adaptive basis. Compared with BM3D, their major difference

is summarized as follow: the bases used in image transformation are different; that is,

in BM3D denoising procedure, the predetermined basis such as DCT basis is adopted.

Instead, in the LPG-PCA filtering scheme, the adaptive basis generated, based on the

locally data-driven PCA, is exploited. In contrast to the predefined wavelet basis, the

adaptive one is more fitting to the locally geometric structures. To be specific, the

LPG-PCA scheme for random noise cancelation is given as follows

• Step 1: The observed noisy image is divided into overlapping patches;

• Step 2: The non-overlapping image patches are grouped into various clusters,

depending on the similarity of the patch local structures;

• Step 3: For each cluster, the image patches belonging to such a cluster are trans-

formed by PCA. The PCA-based transformation is implemented for every cluster,

until all the clusters are processed. As a consequence, the diverse clusters will

result in different PCA domains;

• Step 4: For each PCA domain (corresponding to its own image patch cluster), the

noise effect is suppressed via coefficient shrinkage. The coefficient shrinkage-based

noise suppression is conducted for all PCA domains obtained in Step 3;

• Step 5: Depending on the updated PCA domains, inverse PCA transformations

are consequently performed. Finally, the denoised image is gained.

Being different from BM3D, LPG-PCA depends on a PCA-based local data-driven basis.

Therefore, the denoising performance of LPG-PCA is better than that of BM3D, not

only due to its effectiveness for random noise removal but also because of its superiority

for fine structure preservation.

The filtering procedure of LPG-PCA is usually conducted twice, since the second-time

repetition is able to further boost the denoising performance, based on the first-round

result. However, the filtered result obtained in the first stage may contain errors. In
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particular, under the serious noise contamination, the first-round filtering error caused

by incorrect image patch grouping is not avoidable. Hence, the error could be propa-

gated into the subsequent filtering stage. As a result, the repeated LPG-PCA denoising

procedure, under such a progressive error, could degrade the final filtering result.

2.2.5 Dictionary Learning-based Methods

With the rapid development of the overcomplete dictionary learning algorithm, the sig-

nal sparse modeling and representation based on learned dictionary has been intensively

explored during the past decade [48–56]. Especially when the signal is corrupted by

random noise, the signal sparse representation, based on the learned overcomplete dic-

tionary practically demonstrates its superiority: not only to resist noise effects but also

to capture intrinsic signal patterns. Therefore, the random noise cancelation problem

in the image denoising community can be effectively addressed by employing dictionary

learning-based image denoising methods.

2.2.5.1 K-SVD

K-SVD achieves satisfactory denoising results depending on the learned dictionary, which

is adapted to target image underlying structures [49]. Even under random noise con-

ditions, K-SVD procedure is still able to retrieve salient image structures through an

iterative and alternative optimization scheme. To be explicit, the alternative optimiza-

tion process within each iteration is summarized as follows

• Sparse Coding Step: given a dictionary (this dictionary could be an initial

dictionary like Fourier basis and DCT basis at the beginning of iteration, or an

updated dictionary during the iteration), the image patches attached to the target

noisy image are projected on to such given dictionary. Then, each patch can be

represented by a few atoms from the given dictionary. Therefore, the sparse coding

corresponding to each patch is obtained. In order to achieve image patch sparse

coding, the following optimization problem needs to be solved

α̂i = arg min
αi

{
‖pi −Dαi‖22 + λ‖αi‖0

}
(2.14)
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where pi denotes the vectorized image patch cropped from the observed noisy

image. D is the given dictionary. αi stands for the sparse projection coefficient

vector (sparse coding) regarding patch pi, which needs to be solved via Equation

2.14. λ is the Lagrange multiplier to keep the trade-off between L2, the norm-based

data fitting term ‖pi −Dαi‖22 and L0, the norm-based sparsity regulator ‖αi‖0.

Several algorithms are available in the public domain to calculate the sparse coding

vector αi, and one of the most popular algorithms is the approximation pursuit

method such as matching pursuit (MP) and orthogonal matching pursuit (OMP).

• Dictionary Update Step: in this step, the obtained sparse projection coefficient

vector α̂i in Sparse Coding Step is used. Under these circumstances, sparse

coding α̂i is fixed and then dictionary D can be updated to improve the accuracy

of the sparse projection for the subsequent iteration. Given a known sparse coding

vector α̂i, dictionary D fitting the locally salient signal structures is upgraded by

solving the following optimization problem

D̂ = arg min
D

∥∥∥P−DÂ
∥∥∥2

2
(2.15)

where dictionary D consists of K atoms D = {dj |j = 1, 2, . . . ,K }. P = {pi| i =

1, 2, . . . , N} stands for the image patch set including N patches cropped from the

observed noisy image. Â = {α̂i |i = 1, 2, . . . , N } denotes the set of sparse coding

vectors corresponding to N image patches. However, simultaneously updating the

entire dictionary D is extremely difficult, therefore, single column dj is upgraded

each time. Accordingly, the right-side term in Equation 2.15 is rewritten as follows

∥∥∥P−DÂ
∥∥∥2

2
=

∥∥∥∥∥P−
K∑
k=1

dkα̂
k
T

∥∥∥∥∥
2

2

(2.16)

=

∥∥∥∥∥∥
P−

∑
k 6=j

dkα̂
k
T

− djα̂jT
∥∥∥∥∥∥

2

2

(2.17)

=
∥∥∥Rj − djα̂jT

∥∥∥2

2
(2.18)

where α̂kT and α̂jT denote the kth and jth rows in Â, respectively. In Rj , all of

its K − 1 terms are assumed to be fixed while the remaining jth term is still
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unknown. Furthermore, singular value decomposition (SVD) is utilized to obtain

Rj = UjSjV
T
j . Then, the first column of U is assigned to dj as its solution.

The same procedure is applied to the remaining atoms, until all the atoms dj

(j = 1→ K) are updated, column by column. Finally, the updated dictionary D

is achieved.

Depending on the learned dictionary, the process to project a single noisy patch on to

several dictionary atoms is regarded as the approximation process; that is, the target

patch is able to be reconstructed by using the selected dictionary atoms meanwhile the

random noise existing in the target patch can be effectively removed. Taking advantage

of the patch sparse projection, followed by the approximation (or reconstruction), the

single denoised patch can be obtained. In addition, all the obtained denoised patches

are synthesized into a whole image by the weighting average method.

The K-SVD framework has achieved success in the image random noise cancelation field,

however, the following two drawbacks restrict its further applications: (i) the K-SVD

scheme involves massive computation during its iteration-based sparse coding and atom

update procedure, therefore, it is not practical to adopt K-SVD for huge-size image

denoising tasks; and (ii) the dictionary update process within the K-SVD framework

is sensitive to the slight variation which occurs on the input image patch set; that is,

we assume that the image to be handled is the same, but the input patch sets used

for dictionary learning are different (e.g. the strategies to divide the entire image into

overlapping patches are different). As a consequence, the atoms of learned dictionaries

could be quite different.

2.2.5.2 LSSC

LSSC integrates non-local architecture and simultaneous sparse coding strategy, not

only to boost the computational efficiency of dictionary learning but also to diversify

the intrinsic signal structures by grouping the image patches with similar patterns [48].

Due to the efficiency of the learning process and atom diversity of learned dictionary,

LSSC is regarded as a significant improvement on K-SVD procedure. To be explicit, the

LSSC procedure is introduced as follows
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• Patch Clustering Step: the image patches with similar structures are catego-

rized together as one group for sub-dictionary learning purposes. Within each

group, the image patches are probably from the diverse spatial locations, there-

fore, such a patch grouping process is conducted in a non-local (NL) manner. To

be specific, the patch grouping process is implemented by k-means clustering

∥∥ci − pj
∥∥2

2
≤ ξi (2.19)

where pj is the image patch vector needed to be grouped. ci denotes the centroid

vector of the ith patch group (cluster). ξi is the error parameter to select the

eligible image patches for the ith cluster. When k-means clustering is completed,

Si =
{
pj |j = 1, 2, . . . , Ni

}
is obtained where totally Ni image patches are select-

ed to form the ith training patch subset Si (i = 1, 2, . . . ,K). The motivations

behind patch grouping are: (i) the image patches with similar structures most

likely have similar sparse projection coefficients (sparse codings) on an overcom-

plete basis (learned dictionary). Thus, such patch clustering prior to the sparse

coding procedure is able to speed up the learning procedure; and (ii) the sparsity

within an individual cluster (similar structure-based patch subset) can be further

exploited; that is, being different from the unified sparse coding method over the

whole training patch set in K-SVD, LSSC focuses on the specific training subset

to update dictionary atoms.

• Sub-dictionary Learning and Sparse Coding Step: LSSC can not only re-

trieve more signal detailed structures but also prevents the retrieved structure

atoms from being ruined. Since the obtained image patch clusters in Patch Clus-

tering Step are isolated, the interference caused by non-similar signal phenotypes

from other clusters is effectively removed. Accordingly, the learned sub-dictionary

corresponding to the specific patch subset can provide more specific and structural

atoms, meanwhile the resultant sparse codings for the same patch subset are not

varied but consistent. The simultaneous learning and sparse coding mechanism

can be formulated as follows

(
D̂i, Âi

)
= arg min

Di,Ai

{
‖Si −DiAi‖22 + λ

(‖Ai‖1,2
|βi|

)}
(2.20)
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where Âi =
{
α

(j)
i |j = 1, 2, . . . , Ni

}
stands for the sparse codings regarding the ith

image patch cluster Si. In detail, α
(j)
i and βi denote the sparse coding vectors for

image patch pj belonging to Si and cluster centroid ci, respectively. The learning

and coding procedure is repeated until all the patch clusters (S1,S2,S3, . . . ,SK)

are handled. Hence, the learned sub-dictionary set D̂ =
{

D̂i |i = 1, 2, . . . ,K
}

is

achieved.

Based on the learned sub-dictionaries, the denoised image patch is calculated by weight-

ing average in each patch cluster as follows

p̂j =

Ni∑
n=1

wn7→jD̂iα̂
(n)
i (2.21)

where p̂j is the denoised version for noisy patch pj . D̂i and α̂
(n)
i stand for the learned

sub-dictionary corresponding to the patch training subset Si and the sparse coding vector

for patch pn (pn ∈ Si or even pn = pj), respectively. wn7→j denotes the weighting of

patch pn related to target patch pj , and it can be calculated as follows

wn7→j =

exp

(
−
∥∥∥α̂(n)

i −α̂
(j)
i

∥∥∥2

2
h2
α

)
Ni∑
n=1

exp

(
−
∥∥∥α̂(n)

i −α̂
(j)
i

∥∥∥2

2
h2
α

) (2.22)

Equation 2.22 provides a weighting calculation approach based on the difference between

sparse coding vectors α̂
(n)
i and α̂

(j)
i . Also wn7→j is scaled to [0, 1] and

Ni∑
n=1

wn7→j = 1.

Depending on the denoised patches, the restored image can be obtained by synthesizing

all denoised patches.

LSSC slightly outperforms K-SVD in terms of computation efficiency and denoising

performance. Besides, LSSC achieves better denoised results in contrast to BM3D,

because it is capable of retrieving more detailed image structures under sub-dictionary

learning architecture. Even though LSSC has several superiorities when performing

image denoising tasks, its framework still results in the unstructured atoms which is

also encountered in the K-SVD scheme. Consequently, due to the adverse impact of

unstructured atoms, the artifacts in reconstructed images can be visually observed.
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2.2.5.3 CSR

CSR further explores the clustering-based sparse representation and establishes a con-

nection between clustering and sparsity [57]. The general framework of CSR is similar

to that of LSSC, however, there are still some differences between both schemes: (i)

instead of adopting any initial dictionary as the starting point for subsequent dictionary

learning (e.g. DCT basis is used as initial dictionary in the K-SVD scheme, and a dic-

tionary learned at the preliminary learning stage is applied as initial dictionary in the

LSSC framework), CSR does not rely on initial dictionary. Therefore, CSR is performed

in a complete on-line learning mode; and (ii) L1 norm-based regulator is used in the

CSR framework to exploit non-local sparsity, while L2 norm is employed in the LSSC

scheme for the same purpose. In that respect, the sparsity of L1 norm in CSR can be

well guaranteed compared with the L2 norm in LSSC. To be explicit, the optimization

process of CSR is described as follows

(
D̂i, Âi

)
= arg min

Di,Ai

‖Si −DiAi‖22 + λ1‖Ai‖1 + λ2

Ni∑
j=1

∣∣∣α(j)
i − βi

∣∣∣
 (2.23)

where Equation 2.23 is a typical multi-constraint optimization problem, which involves

the following variables: Âi =
{
α

(j)
i |j = 1, 2, . . . , Ni

}
stands for the sparse coding vec-

tors corresponding to ith image patch cluster Si. α
(j)
i and βi denote the sparse coding

vectors for image patch pj (pj ∈ Si) and cluster centroid, respectively. Similar to the

K-SVD optimization process, dictionary Di and sparse coding matrix Ai are alterna-

tively updated by k-means clustering and principle component analysis (PCA) during

multi-iteration.

As the modified version of LSSC, CSR still adopts similar architecture to that of LSSC

but its computation complexity is significantly reduced; that is, by exploiting double-

level sparsity: first-level sparsity on image patch group centroid and second-level sparsity

on image patch representation, the process to refine and extract signal detailed struc-

tures (dictionary atoms) becomes more effective and efficient. Although the denoising

performance of CSR is evidenced by several published works, the unstructured atoms

in learned dictionary still exists. Furthermore, because of such unstructured atoms, the

visual distortions and artifacts in reconstructed images are also unavoidable.
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2.3 Survey of Irrelevant Component Removal Approaches

In the context of imagery, the demarcation of irrelevant components is usually regarded

as an ill-defined problem; that is, no unique and objective standard but multiple and

subjective criteria are involved [12]. The multiplicity and subjectivity to define irrel-

evant components have been frequently confronted in object recognition-based image

processing and analysis tasks. Targeting the regions or even pixels attached to objects

of interest, end-users consider the rest of the regions and pixels as redundant. Because

the information expressed by the remaining image components is not related to the tar-

get object and is not required for subsequent processing and analysis, the components,

apart from the interesting object, are deemed irrelevant.

Irrelevant component removal is actually the complementary process of object detection

[23]. To be specific, we assume that the irrelevant components are background, while the

object is treated as foreground. The removal of irrelevant components (background) can

be realized by successfully positioning and extracting the expected object (foreground).

Therefore, the challenge for effective removal of irrelevant image components is converted

into the difficulty of object separation from the intricate context of imagery.

In order to address the object separation problem, image segmentation techniques are

extensively exploited. Image segmentation is defined as the procedure to partition a

whole image into different segments. Consequently, the meaningful segment which in-

terests users is treated as object (foreground), whereas the remaining ones are reckoned

as irrelevant components (background) since users pay less attention to them [58–60].

As is the case with segmentation output, the region of interest object manifests the

unified or nearly unified attributes in terms of color, texture, geometric structure, and

even spatial location; that is, all pixels in the object region should obey certain criteria,

however, the same principle is not universally complied with by the pixels from irrelevant

component regions.

Depending on whether the spatial relationship of pixels is taken into consideration in

image partitioning, the enormous image segmentation techniques can be categorized

into the following two streams: (i) spatial point-based approaches; and (ii) spatial

neighborhood-dependent methods.
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2.3.1 Spatial Point-based Approaches

Spatial point-based approaches, as the name suggests, are techniques which are able

to perform without involving a pixel spatial relationship. In other words, neither local

spatial interaction nor global spatial relevance is considered when tackling image seg-

mentation tasks. As revealed by copious published works, the following two popular

segmentation methods can be classified as spatial point-based ones.

2.3.1.1 Histogram Thresholding Approach

The histogram-based threshold approach is an automatic technique primarily based on

the principle: the segmentation of an image can be conducted by delineating peaks,

valleys, and shapes in a target image intensity histogram. Histogram thresholding-

based algorithms require minimal manual effort to actualize an image segmentation

purpose. Therefore, due to its simplicity, histogram thresholding becomes a classical

segmentation technique in the image processing community [61–65]. However, during

its development and application, it is reported that histogram thresholding can not work

well for low-contrast images because the salient peaks in low-contrast image histograms

can not be easily detected. Besides, for color images, the multi-dimension color space

poses another technical challenge to the histogram thresholding method; that is, based

on multi-histogram corresponding to multi-color channels, searching multiple thresholds,

then fusing them and finally yielding a segmentation result is a difficult task.

2.3.1.2 Clustering-based Method

The clustering-based method is a typically unsupervised technique to group the image

features within a feature space into several clusters. By assuming that each cluster

corresponds to a meaningful region in the target image, the image region partitioning is

performed by implementing image feature clustering [66–79]. To be explicit, from the

viewpoint of clustering, image features are treated as the feature points scattering in

the feature space. The feature discussed here could be color, texture, and descriptor

on both a pixel and region basis. The essence of the clustering framework is to analyze

the scattering feature points and categorize them by adopting a predefined objective

function to demarcate meaningful point groupings (also namely, clusters). Furthermore,
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the clustering process is terminated, when the feature points within the same cluster

possess high affinity while the points from different clusters have low similarity. For

tackling image segmentation tasks, clustering-based technologies are extensively utilized

owing to their simplicity and ease of implementation. However, as the most important

parameter in clustering, the cluster number is still not objectively tuned but subjectively

determined. Also, if more image attributes are involved to form the feature vector,

then the dimensionality of the feature space could be increased exponentially. Such

high-dimensionality feature space also incurs a difficult technical issue for the clustering

algorithm, and accordingly, its convergency may not be guaranteed either.

The clustering techniques under review are typically classified into two forms: (i) hard

clustering approaches [66–74]; and (ii) soft clustering methods [75–79]. In particular,

hard clustering approaches generate unambiguous boundaries for the cluster-dependent

feature space division, since each feature point in the feature space has a unique cluster

label. In contrast to hard clustering methods, soft clustering algorithms (e.g. fuzzy

clustering techniques) result in overlapping clusters with fuzzy boundaries, because each

feature point holds several different degrees of membership with respect to diverse clus-

ters. Therefore, clustering-based image segmentation can be realized by adopting either

hard clustering approaches or soft ones.

2.3.2 Spatial Neighborhood-dependent Approaches

In contrast to spatial point-based approaches, spatial neighborhood-dependent methods

do not tune off a pixel spatial correlation in their frameworks, but heavily rely on

image contextual property to realize image partitioning. The following five popular

segmentation technologies are grouped into a spatial neighborhood-dependent type.

2.3.2.1 Region Updating Technique

The region updating technique provides an adaptive region updating mechanism de-

pending on the spatial relationship of pixels for segmentation. The region updating

segmentation techniques progressively group pixels according to the criteria of compact-

ness and homogeneity in the spatial domain [80–89]. To be explicit, region updating
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approaches primarily employ growing, splitting and merging in either an individual way

or an integrated framework. Three such elementary modules are summarized as follows

• Region Growing: starts from individual pixels or small-size regions (namely,

seeds) to iteratively accumulate neighboring pixels according to a certain homo-

geneity criteria. The process of region growing terminates when the pixels meeting

such homogeneity criterion can not be found anymore. As a consequence, the re-

gion growing strategy produces spatially connected and homogeneous regions [80–

82, 86]. In the engineering application of region growing, the sequential growing

procedure, instead of a parallel one, is usually adopted due to the ease of imple-

mentation, therefore, the growing process is performed on a pixel-by-pixel basis.

Such sequential procedure leads to the following issues: (i) both computational

load and memory requirement could be intensively increased; (ii) over-segmented

results are probably encountered because of the presence of color shade variation,

texture non-uniformity, and illumination variation; and (iii) the segmentation qual-

ity is primarily dependent on the processing priority of initialized seeds.

• Region Splitting: initiates from an inhomogeneous region, where the specific

homogeneity criterion is not satisfied. Then, such an inhomogeneous region is

continuously smashed to generate more and more segments until each segment

satisfies the specific homogeneity criterion, at which point, the region splitting

procedure is terminated. Region splitting can be achieved by various techniques,

and quadrature tree decomposition is broadly used as a state-of-the-art method [84,

87, 88]. The region splitting procedure generally results in satisfactory performance

when handling simple images with well-defined homogeneous regions. However,

under complex circumstances such as multiple inhomogeneous objects, the region

splitting algorithm is not able to yield complete objects but produces a quantity

of fragmentary regions.

• Region Merging: integrates a number of subregions into a whole one. Such

an integrated segment contains spatially semantic content and corresponds to an

object in an image domain. Region merging is usually performed as a subsequent

measure after region growing or splitting [83, 85, 86, 89]. To be specific, for

reasonably complex images, region growing and splitting techniques most likely

result in over-segmented fragmentary subregions. In order to achieve compact
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and uniform segments with respect to spatially meaningful image objects, the

region merging scheme is employed as the compensation for over-segmentation.

Consequently, the fragmentary subregions are combined together via certain region

merging strategies to further facilitate the final segmentation performance.

2.3.2.2 Evolving Contour Model

The evolving contour model transforms the image segmentation problem into a partial

differential equation-based (PDE) minimization problem [90–107]. To be explicit, an

image object can be effectively segmented via the following strategy: firstly, to locate a

sealed contour which circles around the target object; furthermore, to extract the tar-

get object which is surrounded by the located contour; as a result, the target object is

obtained as the segmentation outcome. Such a sealed contour to distinguish the tar-

get object from background can be represented by a parametric curve. Therefore, the

procedure to obtain a parametric contour is realized by solving a PDE-based minimiza-

tion problem; that is, the contour can be deformable and dynamically evolved with the

minimization of a PDE-based objective function. According to the differences in the

PDE-based objective function, evolving contour models can be categorized as follows

• Snake Model: defines a parametric curve v(s) = [x(s), y(s)] called “snake”,

which continuously evolves depending on a formulated objective function E(v).

When E(v) generates a curve that perfectly fits the contour of the target object,

the curve evolution process is terminated and accordingly, such obtained curve

is regarded as an “optimal” contour to encircle the target object [90–97]. To be

explicit, the objective function E(v) is formulated as follows

E(v) =

∫ 1

0
{Ei [v (s)] + Ee [v (s)]} ds (2.24)

=
1

2

∫ 1

0

[
α (s)

∣∣∣∣dv (s)

ds

∣∣∣∣2 + β (s)

∣∣∣∣d2v (s)

ds2

∣∣∣∣2
]
ds+

∫ 1

0
Ee [v (s)] ds (2.25)

where Ei[v(s)] stands for internal energy to manipulate the elasticity and rigidi-

ty of the evolving curve simultaneously. Therefore, the minimization of Ei[v(s)]
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regarding the trade-off between elasticity and rigidity, can be attained when pa-

rameters α(s) (to control elasticity, represented by a first-order derivative) and

β(s) (to regulate rigidity, depicted by a second-order derivative) are appropriately

tuned. Ee[v(s)] denotes external energy to guide the deformable curve approaching

towards the real contour of the target object in the image domain. The minimiza-

tion of Ee[v(s)] is reached when the evolving curve is spatially overlapping with

the object contour. During the past years, the snake model has achieved success in

effectively capturing the contours and boundaries for distinguishing homogeneous

regions from background, due to the following superiorities: (i) the snack model is

able, automatically and self-adaptively, to seek a global energy minimum; (ii) the

external energy term Ee[v(s)] can be customized according to user demands; and

(iii) the curve evolution, to attract object contours, is theoretically guaranteed to

be unbiased. Despite possessing several merits, the snake model still suffers from

the following two deficiencies: (i) it is sensitive to the placement of the initial con-

tour, and it may not converge if the initialized contour is far away from the real

object boundary; and (ii) it is not good at handling concave object boundaries, in

contrast to convex ones.

• Level Set Model: transforms curve evolution in a 2D spatial domain into a 3D

surface deformation framework [98–103]. In order to capture the desired object

contour, the level set model starts at a manually initialized level set function

Φ0 = Φ (x, y, t) |t=0 (its corresponding zero level set function Φ0 = 0 is actually a

2D curve in an image domain) at time t = 0. Then, as time t elapses, the level

set function Φt iteratively propagates along an orthogonal direction, depending

on its former version Φt−1 at time t− 1. The propagation speed is dominated by

speed function F , which is a higher dimensional scalar function to depict image

characteristics (e.g. grey gradient). Furthermore, the level set model stops working

when the following criterion is satisfied

Φt + ‖∇Φt‖F = 0 (2.26)

Solving Equation 2.26 can result in the well-formed level set function ΦT =

Φ (x, y, t) |t=T . Finally, the 2D evolving curve to capture the target object bound-

ary is attained by solving the zero level set function ΦT = 0 at time t = T .
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The level set model, due to its stability and irrelevancy with respect to image

topology, exhibits prominent technical advantages when coping with image object

segmentation tasks. Its merits are summarized as follows: (i) the level set model

is robust to topology variation and structure scale change, since its intrinsic 2D

zero level set function adapts to region splitting and merging during iteration;

and (ii) it is easier to implement, in contrast to the snake model, because of its

non-parametric nature. However, one drawback is encountered when partitioning

regions without salient contours or boundaries; that is, the stopping criterion,

based on the image gradient, fails to be reached at the location of the low gradient

contrast contours and boundaries. As a result, the evolving curve can not stop at

such weak contours and boundaries but ignores them in its continuing evolution.

• Mumford-Shah Model: copes with image segmentation tasks based on a total

variation (TV) framework [104–107]. To be specific, the Mumford-Shah model

assumes that the entire image domain Ω can be segmented into two homogeneous

segments: one is defined as the target object ΩC, which is encircled by a closed

curve C; and the other is denoted as ΩC̄, which represents image background

except for the target object ΩC. The partition of image Ω into such homogeneous

domains is performed by searching for dual targets: appropriate approximation of

the original image g (original image is denoted as f), and the ideal evolving curve

C. In order to obtain g and C, the following minimization problem needs to be

solved

(
ĝ, Ĉ

)
= arg min

g,C

{
α

∫∫
Ω
|g− f|2dxdy + β

∫∫
ΩC̄

|∇g|2dxdy + γ

∮
C
ds

}
(2.27)

where α, β and γ are predefined parameters to regulate the following three terms

in Equation 2.27: (i) image approximation term - the good image approxi-

mation g is enured by minimizing the difference between g and f over the entire

image domain Ω (min{
∫∫

Ω |g− f|2dxdy}); (ii) background smoothness term -

the general smoothness over the background domain ΩC̄ is guaranteed by mini-

mizing TV norm over the same domain (min{
∫∫

ΩC̄
|∇g|2dxdy}); and (iii) curve

length term - the minimal length of the deformable curve C can be attained

by minimizing the curve integral along the deformable curve path (min{
∮
C ds}).
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It is obvious that the minimum in Equation 2.27 can be achieved when the e-

volving curve exactly lies on the boundary between the target object ΩC and the

background ΩC̄.

In contrast to the snake model and the level set model, the Mumford-Shah mod-

el makes use of globally spatial domain information instead of only relying on

local contours and boundaries to facilitate the process of image segmentation. Ac-

cordingly, better segmentation performance could be expected by employing the

Mumford-Shah model rather than the snake or the level set model. In practice,

however, the selection of parameters α, β and γ for balancing the three terms in

Equation 2.27 becomes a technical issue, and the method to tune such parameters

is not yet self-adaptive but still manually experience-dependent.

2.3.2.3 Markov Random Field Model

The Markov random field model establishes a connection between image characteristics

and the spatial neighboring relationship and synthesizes both into an integrated model.

With the backup of well-established probability theory, the Markov random field (MRF)

based image model has been widely used in the community of image segmentation during

the past decade [108–114]. Within the MRF framework, the image segmentation problem

is transformed into a pixel labeling problem; that is, according to the Bayes inference

principle, a label either “foreground” or “background”, is assigned to a pixel. To be

explicit, the MRF image segmentation procedure is mathematically denoted as follows

f̂MAP = arg max
f

{p (f |v)} (2.28)

Following the maximum posteriori probability (MAP) criterion, Equation 2.28 seeks the

most probable pixel labeling f̂MAP . f = {f1, f2, f3, . . . , fM} stands for the labeling set

from the pixel location set S = {1, 2, 3, . . . ,M} to pixel tag set L = {l1, l2, l3, . . . , lM} (M

is the total pixel number in the target image). Also, the labeling set f can be regarded

as the mapping from the pixel location set S to the pixel tag set L (f : S → L). For

example, fi : i → foreground means pixel i (i ∈ S) is recognized as “foreground” under

mapping fi, while fj : j → background means pixel j (j ∈ S but j 6= i) is classified

as “background” under mapping fj . p (f |v) denotes posterior probability consisting
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of the following two variables from diverse fields: (i) f is from the labeling field; and

(ii) v = {v1, v2, v3, . . . , vM} stands for the pixel-based image feature set (which can

be obtained via different image feature extraction methods) in the observation field.

Furthermore, posterior probability p (f |v) can be rewritten according to Bayes rule as

follows

p (f |v) ∝ p (v |f) · p (f) (2.29)

where p (v |f) and p (f) are conditional probability (or, say, likelihood) and priori prob-

ability, respectively. Conditional probability p (v |f) characterizes different underlying

feature distributions corresponding to various labels, based on training feature sets. To

be specific, given the foreground training feature set vF and the background training

feature set vB, conditional probabilities p (vF |fF ) and p (vB |fB ) are able to be mod-

eled by diverse Gaussian distributions, respectively. In contrast, priori probability p (f)

is calculated as follows

p (f) =
∏
i∈S

p (fi) (2.30)

For pixel i, probability p (fi) not only depends on pixel i’s location but also relies on

its surrounding labels. Mathematically speaking, in order to obtain p (fi), the following

conditional probability needs to be calculated

p (fi) = p (fi |{fī}) (2.31)

= p (fi |{fNi}) (2.32)

where ī stands for the pixel set in which pixel i is excluded. {fī} denotes the set of

remaining labels except label fi. {fNi} stands for the labels within the neighborhood of

pixel i. Employing p (fi |{fNi}) to approximate p (fi |{fī}) is guaranteed by the Markov

property inside the spatial neighboring region. Furthermore, the conditional probability

p (fi |{fNi}) can be calculated as follows
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p (fi |{fNi}) = exp [−U (fi)] (2.33)

where U (fi) is the energy term with respect to label fi and it is defined as follows

U (fi) =
∑
c∈C

Vc (fi) (2.34)

= V1 (fi) +
∑

j∈Ni(j 6=i)

V2 (fi, fj) (2.35)

where Vc (fi) denotes the clique potential for pixel i over the clique type set C. De-

pending on the clique type set C and the second-order spatial neighborhood system for

pixel i, two types of clique potentials: singleton potential V1 (fi) (c = 1) and doubleton

potential V2 (fi, fj) (c = 2) are usually used for calculating the energy term U (fi).

The MRF model integrates image features (represented by conditional probability p (v |f))

and the spatial neighboring relationship (represented by priori probability p (f)) to ac-

tualize image segmentation. During the MRF modeling process, several optimization

techniques such as iterative conditional modes (ICM), highest confidence first (HCF),

and simulated annealing (SA), as well as parameter estimation approaches such as ex-

pectation maximization (EM) and maximum likelihood estimation (MLE) are utilized

to yield the most probable pixel labels for the target image. Taking account of the

benefits from such a synthesized framework, the images with non-deterministic textural

regions can be better processed in contrast to other traditional segmentation technolo-

gies. Besides, as the extension of the MRF model, another two probabilistic models:

the conditional random field model (CRF) [115, 116] and the Gaussian mixture model

(GMM) [117–119] are exploited and further improved for handling image segmentation

tasks.

2.3.2.4 Graph Theory-based Technique

The graph theory-based technique provides another spatial context description for im-

ages under the architecture of graph theory [120–131]. To be explicit, the target image

can be depicted by an undirected graph model G = (V,E). In such a graph model G,
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vi ∈ V denotes the node corresponding to a single pixel i in the image. eij ∈ E stands

for the edge to connect node vi and vj in model G, which represents the spatial rela-

tionship between pixel i and j. Such spatial relationship is quantified by weighting wij

depending on relevance between pixel i’s and j’s attributes (e.g. pixel intensity, or pixel

neighbor-based features like texture). Therefore, from the viewpoint of graph theory,

the image segmentation problem can be converted into a graph division problem; that

is, some edges are removed from the graph model, according to certain criteria. As a

consequence, the whole graph model is decomposed into several disconnected subgraphs.

Each subgraph corresponds to an image component, which could be either an expected

foreground object or irrelevant background content. One principal advantage of graph

theory-based segmentation techniques is the flexibility to define various criteria based on

human knowledge for guiding the graph decomposition procedure. However, the graph

modeling and partitioning process also leads to significant computational complexity. In

order to slash high computation loads in practice, the reduction and simplification of

graph division criteria is usually adopted for tackling real-life segmentation problems.

Accordingly, segmentation results could be obtained more quickly, but at the cost of

segmentation accuracy.

2.3.2.5 Watershed Approach

The watershed approach treats the target image as a 3D topographic surface, which

involves 2D spatial pixel coordinates versus pixel intensities in the third dimension.

According to such topographic surfaces, image segmentation is actualized by seeking

watershed lines and then partitioning the whole image, based on the obtained water-

shed lines [132–135]. To be specific, the basic idea of watershed segmentation methods

is introduced as follows: (i) firstly, it is supposed that several holes are punched in every

regional minimum; (ii) then, the entire topography is flooded from below by letting wa-

ter rise up through the punched holes; (iii) when the rising water from different basins is

about to merge, a dam is built to prevent the merging; (iv) after that, the rising water

will eventually arrive at a stage, where only the tops of the built dams can be observed

above the water line; (v) further, continuous watershed lines, corresponding to the ob-

served dam tops, are marked; (vi) finally, the whole target image is divided into several

segments, based on such marked watershed lines. Due to their easy implementation and

low computational complexity, watershed approaches have been broadly employed to
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cope with image segmentation tasks. However, the results achieved by watershed-based

techniques are usually over-segmented. Therefore, a post-processing measure such as

region merging is indispensable to yield better segmentation results.

2.4 Summary

This chapter presents a literature review regarding the following two fields: (i) ran-

dom noise cancelation for noisy images; and (ii) irrelevant image component removal.

For random noise cancelation techniques, the review commences with state-of-the-art

works by summarizing their mechanisms. Furthermore, the advantages and disadvan-

tages of these filtering methods are analyzed. For irrelevant component removal, image

segmentation approaches for partitioning foreground objects are concentrated on, since

irrelevant component removal can be implemented through the detection of foreground

objects yielded by segmentation methods. This review focuses on popular segmentation

methods proposed in the recent decade, then their working principles as well as their

superiorities / shortcomings are stated.

With the extensive applications of random noise cancelation approaches and irrelevant

component removal methods, however, additional concerns arise and also draw scholars’

attention. Under real-life circumstances, for example, the following realistic issues are

the subject of concern for end users in the biomedical and biometric image processing

and analysis community:

• Can random noise be conspicuously suppressed while image features

are effectively preserved, for contributing to cell segmentation in mi-

croscopy images?

• Can random noise suppression and image feature extraction be con-

ducted simultaneously in an integrated scheme to generate an image

descriptor in favor of medical image classification?

• Ridge structure identification in latent fingerprint images is a challeng-

ing task. Is there any segmentation strategy which is able to partition

ridge structure regions in an automated way?
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Unfortunately, existing literatures can not provide sufficient and appropriate solutions

to address such problems. In the following chapters, we develop new methodologies to

tackle the above-mentioned issues.





Chapter 3

Automatic Restoration for Noisy

Microscopy Cell Images

3.1 Introduction

Microscopy imaging allows scientists to study biological cells at the level where a single

cell can be observed. It provides an essential tool for examination of both living and

fixed cells in cell culture. The screening of modern high-content high-throughput image-

based cells helps biologists discover distinctive phenotypes of individual cell populations,

which can be used to identify related genes for targeted therapeutic treatment and

new drug discovery [136–138]. For example, high-content high-throughput microscopy

produces high resolution images for inspection of normal and abnormal cell division.

Since cancer is regarded as uncontrolled abnormal cell division, chemotherapies are often

implemented to aim at the cells during mitosis. Identification of new genes, highly

correlated with the specific cancer during cell mitosis, provides a possible solution for the

development of new anti-cancer drugs. Because of the rapid expansion of cellular imaging

data, computerized information processing tools such as image analysis and pattern

recognition are increasingly in demand [139–143]. Even though microscopy imaging

technology has multiple advantages in medical and biological applications, microscopy

images are often degraded by noise from readout procedures and image data acquisition

systems, devices or equipment [144–146]. As noise is caused by defects in intensity

measurement, it is the main factor which adversely affects the quality of microscopy

43
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imaging and the task of automated segmentation. Due to the statistical and cumulative

nature of photon detection, noise may be reduced most effectively by increasing the

length of the image acquisition time. However, it has been pointed out that this approach

is not practical for microscopy imaging because of the problems of live cell movements,

photobleaching, and radiation damage [147].

The corruption of microscopy images is caused by several types of noise, such as Gaus-

sian noise (additive), Poisson noise (signal intensity dependent), salt and pepper noise

(pixel intensity on and off), and speckle noise (multiplicative) [146]. Such degradation

of microscopy images adversely affects subsequent cell image processing and analysis

tasks. To be more explicit, under noise contamination, many image pixels are corrupt-

ed, leading to a decline in signal-to-noise ratio (SNR) and inaccuracy in automated cell

segmentation. In particular, subcellular organelle is not easy to distinguish from noisy

images, so the task of restoring microscopy images from noise degradation is one of the

most important steps prior to segmentation [140, 148]. Furthermore, the segmentation

result of cellular regions is necessary for cell counting [139, 154] and cell morphology

analysis [152, 153]. The accuracy of such segmentation-based cell analysis relies heavily

on the quality of the microscopy images under study, so the computerized restoration of

such images is considered to be the most appropriate tool for the quality improvement

of degraded microscopy images.

Computerized microscopy image restoration methods have been the subject of much

research during the past decade. One of the simplest approaches to suppress noise in

microscopy images is the mean filter, but whilst this removes noise, it blurs image detail.

Bilateral filter (BF) and its variants have been developed to preserve cell edges, but their

performance in edge preservation depends on the intensity range filter response and such

filtering response is easily affected by moderate and high intensity noise [27, 155, 156].

[28, 29] propose an adaptive image restoration scheme for restoring degraded images by

comparing the similarity of patches inside the non-local searching region. Although these

studies made no assumption about the properties of image signal and noise and their

computational complexity is high, they were empirically observed to perform well with

additive Gaussian noise. Total variation (TV) filtering, based on the reduction of noisy

signal total variation, is another technique which is often utilized in microscopy image

restoration [34, 148]. These TV-based noise removal techniques effectively smooth noise

while preserving edges. However, they also lead to artifacts such as the blocky effects
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especially for low SNR cell images. Partial differential equation-based (PDE) restoration

algorithms have also been developed for the noise cancelation of corrupted microscopy

cell images, which smooth the noise in flat sub-regions except at strong edges [32, 157].

However, these PDE-based filters over-smooth cell internal micro-structures whose pix-

el intensities do not vary distinctively. Fuzzy-based (FUZZY) restoration, based on the

fuzzy membership function and fuzzy rule, is a well-established technique applied to gen-

eral image filtering [158–161]. These fuzzy-based noise cancelation approaches perform

well to remove the noise and preserve the image details. However, fuzzy-based methods

rely heavily on the manual selection of membership function as well as the subjective

definition of the fuzzy rule. Therefore, their restoration performance is restricted to the

artificial experience.

Even though the development of computerized restoration approaches for corrupted

microscopy images has drawn much attention and many methods have been proposed

during the past years, the restoration problem still remains, because it is an ill-posed

inverse problem, and necessary information required about the degraded microscopy

image to reconstruct the original version is inherently imprecise. In practice, we not only

focus on the image quality achieved by the restoration method, but we are also concerned

about whether the restored images are expected to be beneficial for cell segmentation.

Based on this motivation, we present in this chapter a novel Gaussian noise restoration

scheme, which integrates trend surface mapping, probability distribution plotting known

as quantile-quantile plot, bootstrapping and the Gaussian spatial kernel for restoration

of microscopy cell images. Some distinctive advantages of the proposed approach are

summarized as follows:

• Brightness trend is one special characteristic in microscopy cell images. Therefore,

trend surface mapping, inspired by geostatistics, is employed to model the trend

of image brightness (it is regarded as the signal trend according to [162]);

• Q-Q plot is utilized to identify highly corrupted pixels by comparing the pixel

intensities versus known probability distribution (here the Gaussian noise model

is assumed according to [145], therefore Gaussian distribution is assigned as the

known distribution). Furthermore, noise intensity level estimation is achieved by

bootstrapping, depending only on the identified corrupted pixels;
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• The smoothing parameter of the Gaussian spatial kernel is automatically deter-

mined according to the estimation of bootstrapping, which effectively reduces

under-smoothing or over-smoothing;

• With the integration of Variance Stability Transform (VST), the proposed multi-

staged restoration scheme can be more generalized to deal with Poisson noise,

which is another commonly encountered noise in microscopy cell images.

The rest of this chapter is organized as follows: in Section 3.2, we present the details

of proposed restoration approach; in Section 3.3, synthetic Gaussian noise, synthetic

Poisson noise and real noise experiments are implemented, respectively. In the synthetic

noise experiments, the proposed method achieves higher denoising performance com-

pared with other state-of-the-art restoration techniques in terms of peak signal-to-noise

ratio (PSNR) and structure similarity (SSIM). In the real noise experiment, the effec-

tiveness of the proposed method is further verified as it contributes to improving the

performance of automated segmentation; in Section 3.4, conclusions and remarks are

presented.

3.2 Proposed Integration Approach

In this section, we first apply trend surface mapping to model the gradually varied

brightness trend, then we apply Q-Q plot to identify corrupted pixels according to the

linear pattern between pixel intensities and standard Gaussian distribution. In order

to restore these degraded pixels, we apply bootstrapping to estimate the noise intensi-

ty level, which is assigned as the smoothing parameter of the Gaussian spatial kernel

for image restoration. The following subsections describe the detail of the proposed

approach, respectively.

3.2.1 Image Noise Model and Trend-Surface Mapping

Inspired by the multi-component signal decomposition proposed in [162], we propose a

decomposable model to describe the degraded image g(x, y) corrupted by additive noise

n(x, y) as follow



Automatic Restoration for Noisy Microscopy Cell Images 47

g(x, y) = l(x, y) + m(x, y) + n(x, y) (3.1)

where l(x, y) represents the trend of image brightness (signal trend), and m(x, y) is the

image structure (signal structure).

The original signal consists of two components: signal trend l(x, y) and signal structure

m(x, y). The purpose of image restoration is to provide as accurate an approximate

estimate l̂(x, y) + m̂(x, y) to the original signal l(x, y) + m(x, y) as is possible. Here

l̂(x, y) and m̂(x, y) are the estimation for l(x, y) and m(x, y), respectively.

The idea here is to use the global trend-based estimation technique, trend surface map-

ping [163, 164], to generate a smooth approximation l̂(x, y) for the gradually varied

brightness trend l(x, y). Consequently, the residuals, also known as the noisy image

structure m(x, y) + n(x, y), can be obtained. Trend surface mapping is a mathematical

technique used in environmental sciences for manipulating map data to produce a smooth

approximation of a 3D surface, which is a method based on low-order polynomials of

spatial coordinates for estimating a regular grid of points from neighbor observations.

The suitability of applying trend surface mapping to cell image data can be summa-

rized as follows: (i) most cells (targets) contained in microscopy images are small-sized

or medium-sized; and (ii) the brightness trend of microscopy cell images usually varies

gradually. Such image circumstances facilitate good mapping of the trend surface equa-

tion, based on low-order linear polynomials. Two outputs of the trend surface mapping

of a cell image can be represented as a trend map and a residual map, where the trend

map can be used to define a geometric model of the 3D shape as a brightness trend

l̂(x, y) and the residual map m(x, y) + n(x, y) is intended to be filtered subsequently.

The p-order trend-surface mapping of a pixel of a cell image of size M×N can be defined

as

l̂(x, y) = b0 + b1x+ b2y + b3x
2 + b4xy + b5y

2 + · · ·+ bky
p (3.2)

where x = 1, 2, 3, . . . ,M , y = 1, 2, 3, . . . , N and k + 1 (k = p · (p+ 3)/2) is the number

of trend surface mapping coefficients for vector b = [b0, b1, b2, b3, b4, b5, . . . , bk]
T . The

trend surface function will produce a tilted plane surface for p = 1 (linear equation), a
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simple hill or valley for p = 2 (quadratic equation), or a cubic surface for p = 3 (cubic

equation).

The trend surface mapping coefficients of a degraded image g(x, y) of size M×N can be

optimally obtained by minimizing the following objective function, using the principle

of least squares

M∑
x=1

N∑
y=1

[g(x, y)− l̂(x, y)]2 (3.3)

The minimization of Equation 3.3 leads to the trend surface equation expressed in matrix

notation as

XT (g −Xb) = 0 (3.4)

where

g = [g (1, 1) ,g (1, 2) ,g (1, 3) , . . . ,g (M,N)]T (3.5)

X =



1 1 1 12 1 12 · · · 1p

1 1 2 12 2 22 · · · 2p

...
...

...
...

...
... · · ·

...

1 x y x2 xy y2 · · · yp

...
...

...
...

...
... · · ·

...

1 M N M2 MN N2 · · · Np


(3.6)

If the inverse of XTX exists, the trend surface mapping coefficient vector b can be

obtained as

b = (XTX)−1XTg (3.7)

Therefore, the trend surface mapping is given by

l̂ = Hg (3.8)
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where H = X(XTX)−1XT is the Hessian matrix.

Finally, the trend surface residual ∆(x, y) can be obtained by

∆(x, y) = g(x, y)− l̂(x, y) (3.9)

where ∆(x, y) = m(x, y) + n(x, y).

3.2.2 Identification of Degraded Pixels by Q-Q Plot

In statistics, a Q-Q plot [165] is a technique for determining whether two datasets

come from populations with the same type of distribution. It is a graphical display

of a quantile-quantile plot of the sample quantiles versus theoretical quantiles. For

example, assuming that theoretical distribution follows Gaussian distribution and if the

distribution of the dataset also follows Gaussian distribution, the plot should be close

to forming a linear pattern. Here “quantile” means the point at which a given fraction

(or percentage) of points lies below. That is, the 25% quantile is the point at which

25% percent of the data fall below. The advantages of using a Q-Q plot are that the

sample sizes do not need to be equal, and many distribution characteristics can be

simultaneously tested. In other words, when there are two data samples, it is often

desirable to know whether the assumption of the same distribution is justified. If so,

the assumption that two samples are from the same type of distribution is verified. If

two samples differ, it is also useful to gain some understanding of the differences. Figure

3.1 shows a Q-Q plot of two Gaussian distributions, and Figure 3.2 shows a Q-Q plot of

a Gaussian distribution (X) versus an exponential distribution (Y), where the dotted

lines are the reference lines (fitted straight lines). The linear pattern shown in Figure

3.1 indicates that the two samples come from the same distribution, while the non-linear

pattern between the two samples shown in Figure 3.2 clearly illustrates that they are

not from the same distribution family.

The idea here is to construct a Q-Q plot for the histogram of trend surface residual

∆(x, y), which is contaminated by noise and the noise distribution is assumed as Gaus-

sian, according to [145]. The degraded pixels can be identified via the linear pattern

closely matching the reference line in the Q-Q plot, because if two samples come from
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Figure 3.1: Q-Q plot of two samples coming from the same type of distribution
(Gaussian) but with different parameters
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Figure 3.2: Q-Q plot of two samples coming from different distribution families
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the same distribution family, the points should appear in a linear pattern and locate

closely along the reference line. Otherwise, the greater the departure from the reference

line, the greater the evidence demonstrates that the two samples come from different

distributions. Therefore, ∆lp = {∆ (x, y) ∈ linear pattern} can be recognized as the

corrupted pixels. Then the identified pixel set ∆lp is used for the estimation of noise

standard deviation by means of the bootstrapping method.

3.2.3 Estimation of Noise Statistics by Bootstrapping

Bootstrapping [166] provides a practical procedure for estimating statistics such as the

median, mean and standard deviation by measuring those properties depending on re-

sampling from an approximated distribution. One standard choice for an approximated

distribution is the empirical distribution of the observed data. In the case where a set

of observations can be assumed to be from an independent and identically distributed

population, this can be implemented by constructing a number of resamples with equal

size from the observed data. Each resample is obtained by random sampling with re-

placement from the original observed data. An advantage of bootstrapping is that it

provides an easy procedure for estimating the statistics and corresponding confidence

interval of complex parameters regarding the empirical distribution of the observed da-

ta. In general, bootstrapping can be useful when the following conditions are satisfied:

(i) the theoretical distribution of one statistic is unknown; and (ii) the sample size is

insufficient for straightforward statistical inference.

In this study, we therefore use bootstrapping to estimate the noise intensity level σn

according to the corrupted pixels identified by the Q-Q plot. The sample of identified

pixel intensities can be regarded as the “only one available sample”, and σn is one pa-

rameter for such population. In fact, σn cannot be known directly because the real

noise intensities are unknown in the cell image, therefore we have to estimate σ̂n of the

real values, depending on the identified sample from the population. Taking the main

idea of bootstrapping into consideration, many samples from the same population can

be efficiently replaced by resampling from “only one available sample”. Using mathe-

matical notations, let θ be the mean based on one random bootstrapping sample of size

m (m equals total number of pixels in set ∆lp). The estimated noise intensity level σ̂n
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is obtained via selecting the median value of (θ1, θ2, θ3, . . . , θz) based on z times boot-

strapping sampling (each sampling size is m). We use the following formula to calculate

different θi. Based on the calculated {θi |i = 1, 2, 3, . . . , z }, the σ̂n can be obtained as

follows

θi =
1

m

m∑
j=1

∣∣∣δ(i)
j

∣∣∣ (3.10)

σ̂n = med (θ1, θ2, θ3, . . . , θz) (3.11)

where
∣∣∣δ(i)
j

∣∣∣ is the absolute difference value regarding the jth pixel in the ith bootstrapping

sample.

The estimation of σ̂n by bootstrapping in this study is further discussed in the experi-

mental section. σ̂n will be used to define the mask of a Gaussian filter for the restoration

over trend residual map, which is discussed in the subsequent subsection.

3.2.4 Restoration of Degraded Pixels using Gaussian Filter

The Gaussian kernel hg(n1, n2), which produces a 2D Gaussian mask in the image spatial

domain, can be defined properly based on appropriate smoothing parameter σ. Here,

we assign the estimated σ̂n as the smoothing parameter of the Gaussian kernel within

a local spatial domain L of size N1 ×N2. Then the Gaussian spatial mask h(n1, n2) is

defined as follows

hg (n1, n2; σ̂n) = exp

(
−n

2
1 + n2

2

2σ̂2
n

)
(n1, n2) ∈ L (3.12)

h (n1, n2; σ̂n) =
hg (n1, n2; σ̂n)

N1∑
n1=1

N2∑
n2=1

hg (n1, n2; σ̂n)

(n1, n2) ∈ L (3.13)

In order to restore the trend residual map ∆(x, y) in Equation 3.9, the above-defined

Gaussian spatial mask is used as follow
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m̂(x, y) =

(N1−1)/2∑
n1=−(N1−1)/2

(N2−1)/2∑
n2=−(N2−1)/2

h(n1, n2; σ̂n) ∆(x− n1, y − n2) (3.14)

Finally, the restoration result is obtained by adding the restored residual map m̂(x, y)

to the modeled trend surface l̂(x, y).

The restoration result presented in Equation 3.15 is similar to the adaptive Wiener filter

in Equation 3.16.

MAR(x, y) = l̂ (x, y) + h (x, y; σ̂n)
[
g (x, y)− l̂ (x, y)

]
(3.15)

WF(x, y) = mf (x, y) +
σ2
f (x, y)

σ2
f (x, y) + σ2

n

[g(x, y)−mf (x, y)] (3.16)

Equation 3.16 assumes that pixel intensity is stationary within the local spatial domain

L, then g(x, y) can be modeled by its local mean mf (x, y) and the local structure re-

sponse
σ2
f (x,y)

σ2
f (x,y)+σ2

n
(σf is the local standard deviation in the spatial domain L). Based

on this assumption, the Wiener filter can produce the restored image WF(x, y) as sum-

marized in [168]. Even though both formulas in Equation 3.15 and Equation 3.16 have

similar terms, their differences are still evident and can be stated as follows

• l̂(x, y) represents the global brightness trend which is more noise-robust than

mf (x, y), because mf (x, y) is calculated based on the local support region and

its noise robustness is limited;

• h(n1, n2; σ̂n) involves σ̂n, which is not calculated based on the local support region

but automatically estimated, depending on the corrupted pixels from the whole im-

age. By comparison with the global estimation, the Wiener filter locally estimates

σn.
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Figure 3.3: Four DIC yeast cell images used in synthetic noise experiment: (a) Cell
1; (b) Cell 2; (c) Cell 3; and (d) Cell 4

3.3 Experimental Results

3.3.1 Experiment 1: Removal of Synthetic Gaussian Noise on Yeast

Cell Database

In this study, we tested the proposed restoration method by using DIC yeast cell images

provided in [169]. Four datasets are used for the synthetic Gaussian noise experiment

and shown in Figure 3.3. Such datasets are largely noiseless and have the following

imaging settings: pixel size 0.12758 µm, objective 100×, image size 512 × 512, and

intensity range is scaled to [0, 255].

In the trend surface analysis, the polynomial order p plays a vital role in brightness

trend modeling. In order to obtain reasonable trend modeling results, we select the

appropriate one via assigning different p over a range of trials. For the quantitative
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evaluation of modeling performance and the proper selection of p, mean square error

(MSE) is utilized and the criterion of “minimal MSE” is adopted; that is, the less MSE

is, the better modeling performance is achieved. p = 3 is empirically tuned for brightness

trend modeling. The selection process is demonstrated in Table 3.1.

Table 3.1: Selection of polynomial order p according to the criterion of “minimal MSE”
for different cell images degraded by synthetic Gaussian noise with varying intensity

levels

σn = 10 σn = 20 σn = 30 σn = 40 σn = 50
Cell 1

p = 1 14.407 22.207 30.614 38.626 46.141
p = 2 14.222 22.098 30.549 38.588 46.110
p = 3 13.399 21.586 30.189 38.322 45.914
p = 4 16.533 23.657 31.703 39.515 46.903
p = 5 39.388 42.855 47.871 53.277 58.896
p = 6 56.065 58.565 62.340 66.501 70.958

Cell 2
p = 1 20.526 26.641 34.050 41.710 49.136
p = 2 20.434 26.565 34.000 41.677 49.108
p = 3 20.011 26.236 33.749 41.482 48.947
p = 4 21.961 27.742 34.935 42.450 49.755
p = 5 40.092 43.482 48.388 54.117 59.990
p = 6 54.993 57.489 61.274 65.861 70.674

Cell 3
p = 1 19.329 25.614 33.318 41.216 48.508
p = 2 19.176 25.500 33.238 41.166 48.469
p = 3 18.724 25.163 32.983 40.987 48.322
p = 4 20.811 26.760 34.204 41.972 49.151
p = 5 39.108 42.576 47.690 53.530 59.317
p = 6 54.282 56.822 60.769 65.390 70.126

Cell 4
p = 1 22.034 27.720 34.702 42.103 49.361
p = 2 21.978 27.676 34.674 42.079 49.348
p = 3 21.581 27.354 34.433 41.880 49.195
p = 4 23.588 28.961 35.727 42.935 50.111
p = 5 42.188 45.350 49.951 55.138 60.969
p = 6 56.947 59.305 62.883 66.936 71.754

The bootstrapping in this study is implemented as follows: (i) z = 100 samples are

repeatedly drawn from the Q-Q plot identified pixel set ∆lp; (ii) the mean θ is cal-

culated for each bootstrapping sample according to Equation 3.10; (iii) the estimated

noise intensity level σ̂n is obtained when selecting the median value of (θ1, θ2, θ3, . . . , θZ)

according to Equation 3.11; (iv) the (1 − α) confidence interval of the estimated σ̂n is

[σ̂z(α/2), σ̂z(1−α/2)]. For example, when z = 100 and α = 0.05, 3th and 97th ascending

ordered elements are marked as lower and upper bounds of the confidence interval, and

50th ordered element (median value) is selected as σ̂n.

Subfigures (a), (c) and (e) in Figure 3.4 show the trend surface and the Q-Q plot regard-

ing Figure 3.3 (a). Then subfigures (b), (d) and (f) in Figure 3.4 show the corrupted

cell image by additive Gaussian noise (σn = 30), their corresponding trend surface and



Automatic Restoration for Noisy Microscopy Cell Images 56

10
0

20
0

30
0

40
0

50
0

10
0

20
0

30
0

40
0

50
0

 

 

10
0

20
0

30
0

40
0

50
0

10
0

20
0

30
0

40
0

50
0

16
0

18
0

20
0

22
0

-5
-4

-3
-2

-1
0

1
2

3
4

5
-2

00

-1
000

10
0

20
0

X
: Q

ua
nt

ile
s 

of
 N

(0
,1

) G
au

ss
ia

n 
di

st
rib

ut
io

n

Y: Quantiles of {δ(x,y)}

(a
)

(b
)

(c
)

(d
)

(e
)

(f)

10
0

20
0

30
0

40
0

50
0

10
0

20
0

30
0

40
0

50
0

 

 

10
0

20
0

30
0

40
0

50
0

10
0

20
0

30
0

40
0

50
0

16
0

18
0

20
0

22
0

-5
-4

-3
-2

-1
0

1
2

3
4

5
-2

00

-1
000

10
0

X
: Q

ua
nt

ile
s 

of
 N

(0
,1

) G
au

ss
ia

n 
di

st
rib

ut
io

n

Y: Quantiles of {δ(x,y)}

Figure 3.4: Trend surfaces and Q-Q plots of Figure 3.3(a): (a) Original Figure 3.3(a);
(b) Corrupted Figure 3.3(a) by synthetic Gaussian noise (σn = 30); (c) and (d) are
trend surfaces for (a) and (b); and (e) and (f) are Q-Q plots corresponding to (a) and

(b) respectively
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Figure 3.5: Restoration of Figure 3.3 (a) degraded by synthetic Gaussian noise (σn =
30): (a) BF; (b) WF; (c) NLM; (d) TV; (e) PDE; (f) FUZZY; and (g) MAR2

Q-Q plot, respectively. Figure 3.5 shows the restored versions of Figure 3.3 (a) (de-

graded by synthetic Gaussian noise with σn = 30) by 7 filtering approaches. To be

explicit, the degraded images are restored via the following 7 approaches: bilateral fil-

ter (BF) [27], adaptive Wiener filter (AWF) [168], non-local mean filter (NLM) [28],

total variation filter (TV) [34], non-linear fourth order PDE and relaxed median filter

(PDE) [157], fuzzy-based filter (FUZZY) [161], and proposed multi-staged automatic

restoration scheme (MAR). All filter parameters are tuned as follows: window size 3×3,

σspatial = 1 and σrange = 30 for BF; window size 3× 3 for AWF; searching window size

7×7, similarity window size 3×3 and smoothing parameter h = σn for NLM; theta value

16 for TV; iteration time 3 for PDE; window size 5×5 for FUZZY; in order to verify the

necessity of brightness trend modeling in the proposed restoration scheme, two different

combinations: MAR1 and MAR2 are compared. Here MAR1 stands for “QQ + Boot

+ GF” while MAR2 represents “Trend + QQ + Boot + GF”, respectively. Obviously,
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the procedure of trend surface mapping is ignored in MAR1 in contrast to MAR2. We

assign filter mask size 3× 3 for MAR1, and mask size 3× 3 as well as polynomial order

p = 3 for MAR2, respectively.

Two restoration quality criteria: peak signal-to-noise ratio (PSNR) and structural sim-

ilarity (SSIM) are used to evaluate the performance of these 6 approaches. The mathe-

matical definition of PSNR is given by Equations 3.17 and 3.18, respectively.

MSE =
1

H ·W

H∑
i=1

W∑
j=1

[
I (i, j)− Î (i, j)

]2
(3.17)

PSNR = 10 · log10

(
MAX2

I

MSE

)
(3.18)

where I is noise-free image with height H and width W . Î denotes restored image.

MAXI stands for maximal pixel intensity of image I. The mathematical definition of

SSIM is given by Equation 3.19.

SSIM
(
I, Î
)

=

(
2µIµÎ + c1

) (
2σIÎ + c2

)(
µ2
I + µ2

Î
+ c1

)(
σ2
I + σ2

Î
+ c2

) (3.19)

where µI and µÎ denote average pixel intensities of image I and Î, respectively. σ2
I and

σ2
Î

stand for pixel intensity variances of image I and Î, respectively. σIÎ is covariance

between I and Î. c1 = (k1 · L)2 and c2 = (k2 · L)2 are two parameters to stabilize the

division with weak denominator (k1 = 0.01 and k2 = 0.03 are usually tuned). L is pixel

intensity range (e.g. for a 8 bit image, its pixel intensity range L = 28 − 1 = 255).

The definitions of PSNR and SSIM reveal: the higher the PSNR and SSIM, the better the

restoration. In particular, the SSIM index was proposed to predict human preferences

in evaluating image quality. The introduction of the SSIM index was based on the

motivation that although PSNR is among the most popular measures of image quality, it

does not account for both intensity variations and geometric distortions. The structural

information of an image expressed by the SSIM index is defined as attributes that

represent the visual structures of the objects, apart from the mean intensity and contrast.

The SSIM index has been reported as a good image quality assessment for a wide variety
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of image distortions [170]. Thus, the use of SSIM can be useful for quantifying the overall

structure of a restored image which is reconstructed to its original version.

Tables 3.2, 3.3, 3.4 and 3.5 present the comparison of restoration results provided by

7 methods for 4 yeast cell datasets degraded by varying intensities of Gaussian noise

(σn = 10, 20, 30, 40 and 50, respectively). The restoration performance achieved by

MAR2 is better than that of MAR1. Besides, MAR2 outputs the best restoration results

in terms of PSNR and SSIM at moderate and high noise intensities of σn = 20, 30, 40

and 50. At lower noise intensity of σn = 10, MAR2 does not achieve the highest PSNR

and SSIM but it is still competitive with NLM, TV and FUZZY. In the proposed MAR2

scheme, the brightness trend modeling and the Q-Q plot contribute to the effective

identification of corrupted pixels. According to Figure 3.4 (c) and (d), the modeled

brightness trends are quite similar to each other before and after noise corruption, due to

the advantage of noise robustness provided by trend surface fitting in geostatistics; that

is, the involvement of measurement error in geographic surveys probably results in noisy

measured data. Trend surface mapping captures global trends of measured data instead

of the local patterns, therefore, the adverse effects of noise could be significantly reduced.

In the procedure of brightness trend modeling, we test different polynomial orders and

find that the use of higher orders (e.g. p = 4, 5 and 6) quite often leads to distortion

around the image boundary and results in high MSE. This issue has been discussed in

[163, 164] and demonstrated in Table 3.1. Furthermore, from top right to bottom left in

studied images, the image brightness gradually changes from dark to bright in Figure 3.3

(a), and this gradually varied trend is captured by trend surface mapping in Figure 3.4

(c) and (d), respectively. As evidenced in Figure 3.4 (f), the Q-Q plot reveals that the

distribution of noisy pixel intensities could evolve to Gaussian-like distribution due to

the effect of synthetic Gaussian noise; that is, the linear pattern along the reference line

in the Q-Q plot highlights the corrupted pixels. In noiseless cases, images carry little

noise, therefore the linear pattern along the reference line in the Q-Q plot is not obvious

(shown in Figure 3.4 (e)), however, for severe noise corruption, the linear pattern could

be more distinct because the images suffer much more noise (illustrated in Figure 3.4

(f)). In the proposed MAR2 scheme, only the highly corrupted pixels, identified by

linear pattern, are involved in bootstrapping for noise estimation. In order to verify the

efficiency of noise level estimation based on the proposed “Trend + QQ + Boot” scheme,

synthetic Gaussian noise with varying intensities (σn = 10, 20, 30, 40, 50, 60, 70 and 80,
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respectively) is added up to four studied cell images. Then the estimation is compared

with the ground truth and WF scheme. Figure 3.6 demonstrates the efficiency of the

proposed “Trend + QQ + Boot” noise estimation scheme.

Table 3.2: Comparison of restoration results from 8 approaches for cell image 1 de-
graded by varying intensities of synthetic Gaussian noise

Method
σn = 10 σn = 20 σn = 30 σn = 40 σn = 50

PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM
BF 36.048 0.839 30.854 0.627 27.612 0.456 25.362 0.345 23.679 0.274
WF 35.903 0.839 29.932 0.589 26.358 0.402 24.012 0.294 22.286 0.229

NLM 37.409 0.875 32.625 0.715 29.620 0.569 27.651 0.472 26.213 0.409
TV 37.811 0.902 31.939 0.704 26.841 0.418 23.176 0.239 20.497 0.148

PDE 36.731 0.888 32.554 0.770 29.522 0.644 27.217 0.531 25.396 0.441
FUZZY 37.794 0.883 33.428 0.736 29.341 0.506 25.141 0.271 21.6518 0.139
MAR1 32.231 0.897 30.638 0.794 28.939 0.683 27.331 0.582 25.885 0.503
MAR2 37.545 0.897 33.648 0.795 30.795 0.683 28.591 0.582 26.783 0.504

Table 3.3: Comparison of restoration results from 8 approaches for cell image 2 de-
graded by varying intensities of synthetic Gaussian noise

Method
σn = 10 σn = 20 σn = 30 σn = 40 σn = 50

PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM
BF 35.386 0.863 30.631 0.680 27.471 0.525 25.231 0.416 23.547 0.341
WF 35.184 0.864 29.741 0.652 26.244 0.477 23.875 0.364 22.162 0.294

NLM 36.260 0.888 31.724 0.745 28.849 0.610 26.871 0.509 25.605 0.448
TV 36.022 0.910 31.262 0.739 26.555 0.483 22.927 0.302 20.311 0.206

PDE 34.762 0.894 31.373 0.789 28.824 0.678 26.681 0.575 25.076 0.491
FUZZY 36.296 0.892 32.111 0.768 28.845 0.591 25.467 0.381 22.341 0.223
MAR1 31.715 0.905 30.203 0.817 28.501 0.712 26.977 0.619 25.593 0.543
MAR2 35.390 0.906 32.486 0.818 29.947 0.712 27.985 0.619 26.333 0.543

Table 3.4: Comparison of restoration results from 8 approaches for cell image 3 de-
graded by varying intensities of synthetic Gaussian noise

Method
σn = 10 σn = 20 σn = 30 σn = 40 σn = 50

PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM
BF 35.319 0.856 30.587 0.666 27.435 0.506 25.214 0.398 23.522 0.324
WF 35.222 0.858 29.667 0.635 26.196 0.455 23.852 0.345 22.142 0.278

NLM 36.404 0.884 31.806 0.735 28.900 0.596 27.008 0.496 25.560 0.430
TV 36.110 0.907 31.262 0.728 26.540 0.463 22.943 0.287 20.285 0.192

PDE 34.939 0.891 31.463 0.784 28.813 0.666 26.795 0.564 25.070 0.476
FUZZY 36.616 0.891 32.427 0.768 28.932 0.575 25.563 0.366 22.458 0.211
MAR1 31.818 0.902 30.214 0.807 28.582 0.703 26.990 0.606 25.597 0.525
MAR2 35.475 0.902 32.476 0.808 30.016 0.703 27.965 0.606 26.329 0.525

Table 3.6 illustrates a comparison of computation time taken by 7 restoration methods

for denoising a single image whose size is 512×512. According to Table 3.6, the ranking

of different filters in an increasing order is sorted as follows (1 and 7 represent the least

and most processing time, respectively): (1) WF, (2) TV, (3) PDE, (4) MAR2, (5) BF,

(6) FUZZY and (7) NLM. Both WF and TV require little time for image denoising

and can be regarded as the fastest filters in this experiment. PDE needs to iteratively
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Table 3.5: Comparison of restoration results from 8 approaches for cell image 4 de-
graded by varying intensities of synthetic Gaussian noise

Method
σn = 10 σn = 20 σn = 30 σn = 40 σn = 50

PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM
BF 35.502 0.874 30.652 0.701 27.477 0.551 25.276 0.445 23.543 0.368
WF 35.183 0.874 29.705 0.671 26.237 0.501 23.909 0.392 22.126 0.316

NLM 36.007 0.892 31.451 0.753 28.704 0.626 26.860 0.534 25.480 0.467
TV 35.934 0.914 31.203 0.753 26.573 0.508 23.025 0.332 20.351 0.226

PDE 34.739 0.897 31.285 0.797 28.764 0.691 26.787 0.598 25.050 0.512
FUZZY 35.950 0.893 31.757 0.771 28.231 0.579 25.129 0.382 22.019 0.223
MAR1 31.727 0.909 30.169 0.826 28.480 0.729 26.924 0.637 25.573 0.563
MAR2 35.573 0.910 32.487 0.826 29.975 0.729 27.920 0.637 26.314 0.563
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Figure 3.6: The comparison of noise level estimation between MAR2 and WF for
Figure 3.3(a)

update pixel intensities while MAR2 integrates three different approaches to work as a

whole. Both could be comparably slower. BF locally detects the edges depending on the

intensity range kernel sliding over the whole image domain, thus, more processing time

has to be used. FUZZY calculates the local difference by sliding window and obtains the

pixel-wise uncertainty, therefore, the running-time is long. The computational time of

NLM is significantly higher than other techniques, and this filter would take even more

time for image restoration if the searching or similarity window size is enlarged.

Table 3.6: Comparison of computational time (seconds) for single cell image with the
size of 512× 512

Method BF WF NLM TV PDE FUZZY MAR2
Run Time (seconds) 4.12 0.03 58.38 0.22 1.16 8.94 2.02
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3.3.2 Experiment 2: Removal Synthetic Poisson Noise on Yeast Cell

Database

This experiment extends the proposed approach to remove the Poisson noise, which is

easily generated in the microscopy system [146, 149]. Unlike Gaussian-distributed noise,

removing Poisson-distributed noise in microscopy images is not an easy task, due to

the parameter of Poisson distribution being a function of the underlying image pixel

intensity. Consequently, the proposed approach cannot be utilized in a straightforward

way to handle Poisson noise. However, a transformation-based strategy is adopted to

cope with Poisson noise by integrating Variance Stability Transform (VST) with the

proposed multi-staged restoration scheme; that is, VST is applied to the input image,

and then, through the VST transformation, the Poisson distributed noise is converted

to an approximately Gaussian distributed noise. According to [151, 202], the VST is

mathematically denoted as follows

S = 2
√
Z + 3/8 (3.20)

where S and Z are the transformed image (after VST) and the input image (before

VST), respectively. After using VST, our proposed algorithm can be used to denoise

the transformed image with the same multi-staged restoration scheme proposed in the

manuscript, and the denoised result can be transformed back to the restored image by

using an inverse transformation (iVST), denoted as follows

Ẑ = (1/4) Ŝ2 − (3/8) (3.21)

where Ẑ represents the final restored image (after iVST), and Ŝ represents the result

obtained by the proposed multi-staged restoration scheme (before iVST). This integrated

strategy (VST + MAR2 + iVST) is easy to implement. Similarly, we also apply the

same integrated strategy to BF, WF, NLM, TV, PDE and FUZZY for Poisson noise

removal, respectively. All filter parameters are maintained in the same way as those

in experiment 1. Table 3.7 demonstrates that the proposed method outperforms other

methods, in terms of PSNR and SSIM.
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Table 3.7: Comparison of restoration results from 7 approaches for cell images 1-4
degraded by synthetic Poisson noise

Image
Noisy image BF WF NLM

PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM
cell 1 25.353 0.302 33.689 0.756 33.251 0.744 35.127 0.809
cell 2 25.624 0.397 33.470 0.800 33.028 0.795 33.647 0.853
cell 3 25.618 0.378 33.458 0.792 33.038 0.786 33.618 0.847
cell 4 25.602 0.439 33.527 0.815 32.982 0.807 33.602 0.842

Image
TV PDE FUZZY MAR2

PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM
cell 1 35.601 0.847 34.961 0.845 35.651 0.821 35.874 0.860
cell 2 34.293 0.869 33.485 0.860 34.227 0.869 34.331 0.877
cell 3 34.271 0.865 33.687 0.857 34.276 0.871 34.376 0.873
cell 4 34.365 0.875 33.471 0.864 34.269 0.870 34.431 0.884

3.3.3 Experiment 3: Segmentation for Real Noisy Phagocytosing Bud-

ded Yeast Cell Database

In this experiment, we use a real noisy DIC microscopy cell dataset provided in [171]

to verify whether the proposed restoration scheme would improve the performance of

cell segmentation. The used phagocytosing budded yeast cell database is a time series

whose imaging settings are: image quantity 182, pixel size 0.14 µm, NA DIC objective

63×1.4, time spacing 3.94 seconds, image size 154×126 and intensity range is scaled to

[0, 255]. The above 7 restoration approaches: BF, WF, NLM, TV, PDE, FUZZY and

MAR2 are applied to restore this real noisy dataset, respectively, and subsequent cell

segmentation is implemented based on the obtained restoration results.

The segmentation method used in this experiment is one of the typical morphological

filtering approaches [154]. By combining different morphological operators such as ero-

sion, dilation, opening and closing, the cellular regions could be effectively marked and

segmented [172]. Here “disk” structure element is assigned to implement morphological

filtering. In order to obtain correctly segmented cellular regions, we select the appropri-

ate element size based on the segmentation performance obtained over a range of trials.

For the quantitative evaluation of segmentation results, ground truth is given by manual

segmentation. Here true positive rate (TPR: sensitivity) is defined as the percentage of

pixels belonging to cellular regions which are correctly segmented from the background,

and false positive rate (FPR: specificity) is defined as the percentage of pixels belonging

to the background but wrongly recognized as cellular pixels. The proper selection of

structure element size is demonstrated in Table 3.9, where the criterion of “the higher

TPR and the lower FPR” is adopted. For the images denoised by different restoration
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Table 3.8: Statistical comparison for segmentation performance (evaluated by average
mean ROC attributes: AUC, TPR and FPR) based on 7 filtering approaches

Original BF WF NLM

AUC 0.8433 0.9555 0.8238 0.7453

TPR 0.6932 0.9188 0.9033 0.6947

FPR 0.0065 0.0067 0.6647 0.1141
TV PDE FUZZY MAR2

AUC 0.8467 0.9194 0.9670 0.9860

TPR 0.9774 0.9711 0.9416 0.9803

FPR 0.6948 0.1324 0.0051 0.0083

methods, the appropriate structure element sizes are used and the corresponding seg-

mentation results are shown in Figure 3.7. In general, the segmentation result based on

MAR2 demonstrates the correctly segmented cellular regions in contrast to the other

6 methods. The segmentation result dependent on FUZZY is competitive with that of

MAR2, even though small areas inside the cell are missing (shown in Figure 3.7 (p)).

The segmentation results based on BF and WF appear in the incomplete cellular regions

(shown in Figure 3.7 (k) and (l), respectively). For WF-, NLM-, TV- and PDE-based

segmentation, the wrongly recognized pixels can be clearly observed in Figure 3.7 (l),

(m), (n) and (o), respectively. The direct segmentation based on real noisy data pro-

duces a poor result. Because a large number of cellular pixels are falsely segmented as

background ones, they are missing in the binary result. To yield statistics for filtering-

based segmentation evaluation metrics, 182 yeast cell images are used for testing. Table

3.8 shows the resulting statistics of ROC attributes.

3.4 Conclusion

Segmentation-based image analysis for the individual cell from microscopy images is

promising. However, this task encounters a number of challenges [173–175]: (i) the

intensities of the fluorophores and their spatial distribution may change over time during

an experiment, leading to spot stain in each image; (ii) the images suffer low signal-to-

noise ratio (SNR), because the laser light intensity needed to excite fluorescent probes

is often reduced to as a low level as possible to avoid cell damage; (iii) the cells are often

touching and occluded, when cells are aggregated and interact with each other; and

(iv) the cell morphology change could continuously happen during the cell cycle, and

consequently, the cell morphology may be diverse at the different cell phases. Therefore,
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Figure 3.7: Segmentation results given by morphological filtering based on real noisy
cell image and restored images: (a) ground truth obtained by manual segmentation;
(b) real noisy image; (c)-(i) restoration results given by 7 approaches: BF, WF, NLM,
TV, PDE, FUZZY and MAR2, respectively; (j)-(q) corresponding binary segmentation
results, where the optimal size of “disk” structure element r is assigned respectively as
follows: (j) r = 3, (k) r = 6, (l) r = 6, (m) r = 10, (n) r = 7 or 8, (o) r = 7, (p) r = 4

and (q) r = 8
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the influence of noise can cause difficulty in automated cell segmentation and feature

extraction of cell images such as cell counting, texture representation and morphological

characteristic extraction.

Subcellular organelle segmentation is another promising direction with the high-resolution

microscopy [176, 177]. The subcellular components and organelle structures can be clear-

ly observed and well investigated via high-resolution microscopy. In contrast to lower

resolution microscopy, however, higher resolution microscopy images are easily corrupted

by higher intensity noise, because of the high-resolution light microscopy approaching

the resolution limit [146]. Prior to subcellular organelle segmentation, the following

assumptions need to be made:

• The noise corruption needs to be assumed as mild and moderate. Otherwise, the

restored image would contain lots of noise once serious noise corruption happened.

As a consequence, the subcellular organelle segmentation, based on such not well

restored images, would result in a large number of missing or false subcellular

organelle;

• For the real-world images generated from microscopy, the noise needs to be as-

sumed as Gaussian-distributed. If so, the proposed method would be confident of

removing the Gaussian-distributed noise. Otherwise, the proposed algorithm could

not be applied directly. For the assumption of Poisson noise corruption, VST could

be integrated with the proposed algorithm to effectively remove Poisson noise.

We have discussed a novel integration of trend surface mapping, a Q-Q plot, boot-

strapping, and Gaussian spatial kernel for removing Gaussian-like noise in microscopy

cell images. The integrated approach performs as an adaptive image restoration which

achieves better results compared with some other state-of-the-art restoration methods.

One advantage of the proposed approach is that its methodology is flexible and there-

fore can be extended to handle Poisson noise. Besides, the potential improvement is the

appropriate selection of noisy pixel candidates according to the linear pattern along a

reference line in a Q-Q plot. Such selection could improve the reliability of noise esti-

mation by bootstrapping. Above all, the proposed multi-staged automatic restoration

method provides a superior denoising scheme, and could be a highly valuable step prior

to cell segmentation for numerously generated and widely used microscopy cell images.
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Chapter 4

Multi-robust Feature for Medical

Image Classification

4.1 Introduction

Medical imaging is a powerful tool for radiologists and surgeons making complex disease

diagnoses in clinics [178]. With the extensive application of a medical imaging system,

medical images are rapidly generated. In order to efficiently archive such explosively

generated image data, medical image classification is performed as an essential step

in a picture archive and communication system (PACS) [179]. Therefore, an effective

medical image classification technique is in urgent demand to satisfy the requirement

of convenient management of massive medical image data [180, 181]. Classifier-based

and feature-based medical image classification methods have become the research focus

for such a purpose in the recent decade. To be specific, classifier-based medical image

classification approaches, such as fuzzy logic [182], support vector machine (SVM) [183],

multiple kernel learning [184], hierarchical fusion strategy [185] and subspace ensemble

learning [186] are proposed. For feature-based medical image classification techniques,

texture analysis [187, 191], global feature [188], enhanced feature extraction [189] and

spatial uncertainty feature [190] are introduced, respectively.

Object rotation, scale variation and noise degradation can often be simultaneously en-

countered in computed tomography (CT) and magnetic resonance imaging (MRI) sys-

tems. To be explicit, the medical image rotation issue is not easily avoided. Such an

69
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issue is mainly caused by the following reasons: (i) difference of body postures like

face-up and face-down poses when scanning patient bodies via medical imaging sys-

tems (shown in Figures 4.1a and 4.1b); and (ii) difficulty of positioning a patient body

perfectly against the reference axis of medical scan modalities [221] (shown in Figures

4.1c and 4.1d). Patient body size (e.g. obesity or thinness) is the key factor leading

to scale diversity in the generated medical images [222, 223] (shown in Figure 4.2).

The mechanisms of noise formation in CT and MRI modality were analyzed further in

[224, 225], respectively. Their stated conclusions are that noise effect in medical images

is inevitable (shown in Figure 4.3). Therefore, there is a particular need to develop a

multi-robustness image feature to cope with the occurrences of image rotation, scale

variation and noise corruption encountered in medical image analysis tasks. Although

multi-robustness may be achieved via classifier-based techniques, feature-based multiple

robustness is our focus. Hence, in the remainder of this chapter, our proposed method

is restricted to feature-based medical image classification, unless stated otherwise.

Medical images consist of numerous local structures such as edges, ridges, contours

and texture. All of these local structures are regarded as subregions with varying pixel

intensities. A local structure is supported by its surrounding neighbors. Accordingly, the

detection of a local structure has to involve its corresponding neighboring region. A set

of characteristics extracted from local structure neighboring regions can be integrated as

the features for image representation [192]. How to make use of local structure for robust

medical image feature generation has drawn much attention. Some ideas and works can

be referred in the general image analysis field: utilization of local structures to represent

the whole image has become very popular in recent years, particularly in general image

classification tasks [193–200] [202–211]. These works can be categorized into two streams

in the following subsections, based on their robustness when only handling image rotation

or simultaneously handling concurrent occurrence of image rotation and scaling.

4.1.1 Existing Works on Robustness Against Image Rotation

Zhang et al. [193] proposed two types of microstructure detector with continuous rota-

tion invariance and used a texton library-based vector quantization approach to represent

texture images. Good performance on classifying rotated textures was demonstrated.

However, the proposed detector is not robust in the face of noise degradation. Zhu et al.
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(a) (b)

(c) (d)

(e) (f)

Figure 4.1: The rotation issues encountered in colon CT and head MRI datasets: (a)
face-up posture; (b) face-down posture; (c) patient body is inclining to the left; (d)
patient body is inclining to the right; (e) patient head is inclining to the left; and (f)

patient head is inclining to the right
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(a) (b)

Figure 4.2: The scaling issues encountered in colon CT and head MRI datasets:
(a) the obesity of the patient abdomen; and (b) the thinness of the patient abdomen

expressed in different colon CT slices

(a) (b)

Figure 4.3: The noise issues encountered in head MRI dataset

[194] developed an image representation strategy based on combined feature sets, which

involved contourlet coefficients, moments and GLCM-based features. High accuracy for

rotated image retrieval was obtained. However, after the contourlet transformation,

high-frequency sub-band coefficients could carry noise components that coexisted with

other local structure details and degraded the retrieval performance for noisy images.

Zhao et al. [195] applied the Fourier transform to LBP-based histogram to obtain rota-

tion invariant features for static texture description and their experiments showed that

their method outperforms earlier versions of LBP for rotated texture classification. The

weakness of this method is that the LBP itself is sensitive to noise and therefore, the

performance for classifying noise-corrupted images would not be satisfactory. Varma et



Multi-robust Feature for Medical Image Classification 73

al. [196] proposed a straightforward raw image pixel-based feature from a local image

patch to represent the texture image. Such a method with the property of local rotation

invariance outperformed the conventional filter bank-based feature such as a maximum

response (MR) filter multi-orientation feature. However, the raw image pixel-based local

feature is vulnerable to noise, because the noise can randomly change the pixel intensity

within the local image patch. Krishnamoorthi and Sathiya [200] introduced an orthog-

onal polynomial model to extract low-level textured information and model coefficients

are reorganized into multi-resolution sub-bands to construct statistical and perceptual

features for texture representation. Their experiments on image retrieval demonstrated

the effectiveness of the proposed method. Unfortunately, the orthogonal polynomial

model which is similar to edge or dot detectors, was not only sensitive to line or dot

structures but also susceptible to noise effects. In many real-world applications, image

degradation by noise is a very pervasive issue [201]. Hence, it is essential to consider the

property of noise robustness in the development of rotation-invariant or rotation-robust

image features.

4.1.2 Existing Works on Robustness Against Image Rotation and S-

caling

Li et al. [202] employed a Laplacian of a Gaussian-based scale determination scheme

to estimate the optimal scale for each pixel to adaptively select the LBP texton. The

resultant LBP feature achieved scale invariance for rescaled texture representation. Al-

though the scale variation was addressed, the orientation of local structures could not be

determined adaptively and the LBP still relied on pre-quantified patterns for tackling

image rotation. Li et al. [203] proposed a multilayer strategy incorporating texture

pre-classification, rotation variant reduction and scale matching to create favorable con-

ditions for diverse rotated and rescaled texture classification. However, this scheme

relied primarily on pre-classification output and on preliminary orientation and scale

adjustment prior to defining the Gabor filter bank. In addition, the Fourier spectrum

analysis involved in the proposed strategy was easily affected by noise and scale-matching

based on the prefixed discrete scale factor not being adaptive to the variation of real

local spatial scale. Xie et al. [204] utilized predefined Gabor kernels to obtain a filter-

ing impulse response and generate global description features. As circular orientation

normalization and elastic cross-frequency searching were used to cope with the effect
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of rotation and scaling, respectively, the parameters corresponding to the direction and

central frequency of the Gabor kernels were predefined. Similarly, the predefined Gabor

filter bank with fixed discrete orientations and scales was employed to achieve rotation

and scale robustness for texture classification in [205].

4.1.3 The Strategies to Cope with Image Rotation and Scaling

Image rotation or scaling directly changes the orientation or scale of local structure.

Therefore, the estimation of orientation and scale for local structure under conditions

of image rotation and scaling is still a challenge because the necessary information

required about the local image patch to infer the real local orientation and scale is

inherently imprecise. In addition, such a challenge becomes even more difficult under

noise degradation.

In order to cope with the local orientation variation caused by the image rotation, the

LBP depends on quantified patterns to cover possible local rotation types and Gabor

features rely on filter responses generated by a predefined multi-orientation filter bank.

Being different from the previous quantization and predefined multi-orientation strat-

egy, the rotation invariant filter-based approaches are introduced. To be explicit, the

circularly shaped Laplacian of Gaussian filters and Gaussian filters are predefined in

Leung-Malik (LM) [199] and maximum response (MR) filter banks [197] to achieve the

rotation invariant features. Similarly, the predefined rotationally symmetric Schmid (S)

filer bank [198] is also to yield the rotation invariant features.

In order to deal with the local scale variation caused by the image scaling, a multi-scale

strategy is introduced to reduce the effects of image scaling [206]. This straightforward

approach consists of detecting local features over a range of fixed discrete scales from

coarseness to fineness, and then unifying all these extracted features from the specified

scales to construct an image feature. Similar work can be found in [207–211]. To be

specific, Ojala et al. [207] replicated the LBP extraction procedure through the whole

image with different sized sliding windows (e.g. 3×3, 5×5 and 7×7) and concatenated

the resultant statistical histograms into a whole one for texture representation in order

to resist local scale variation. The multi-scale strategy is very popular and is widely

used to reinforce the robustness against image scaling such as the multi-scale complete

LBP [208], multi-scale invariant texture feature [209], multi-scale robust WLD [210] and
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multi-scale GLCM [211]. Being different from the multi-scale methods, an automatic

local scale selection scheme is proposed in [213], based on the scale space theory [212]

[214]. Then, a scale invariant feature transform (SIFT) is introduced to extract the key

points with varying local scales [220]. Also, another adaptive local scale estimation,

based on the local support region in the image spatial domain, is proposed in [234, 235].

Even though development of robust strategies to cope with image rotation and scaling

have drawn much attention and several methods have been reported during the past

years, more work still remains to be done, in particular, concerning variable random

noise in medical images. Few studies can simultaneously address multiple effects – rota-

tion, scaling and noise. The SIFT scheme is robust enough to cope with image rotation

and scaling, however, such a scheme cannot be immediately adopted in medical image

classification; that is, the key point descriptors yielded in the SIFT scheme are not

able to describe the whole image but only to represent the extracted key points them-

selves. Accordingly, such descriptors cannot be scattered in feature space for categorizing

or distinguishing images. Furthermore, the SIFT scheme works on an image-to-image

matching basis. Until all pairwise matchings are completed, image classification cannot

proceed. Such a scheme is inefficient especially for handling medical image classification

tasks involving large databases. Similar to the key point descriptor in the SIFT scheme,

conventional key point-based local structure descriptors, such as SURF [215], CORNER

[216, 217], FAST [218] and BRISK [219], still cannot be directly scattered into feature

space to represent various images.

4.1.4 Contributions in This Chapter

Concerning the particular characteristics and tangible demands in medical images clas-

sification tasks, the contributions of this chapter are summarized as follows:

• To detect local structures with various orientations and scales, we introduce an

adaptive estimation strategy to simultaneously identify local dominant orientation

and scale. Furthermore, for estimating local gradient (local gradient is used to

represent the dominant local pixel intensity variation), a Gaussian first derivative

kernel is adaptively constructed based on the identified local orientation and scale;
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• To further resist the noise effect and better preserve the local structure, the

anisotropic kernel (elliptical shape) instead of the isotropic kernel (circular shape)

is adopted, not only to suppress the noise perpendicular to the local dominan-

t orientation but also to preserve the local salient structure along its dominant

orientation;

• To quantify the isotropy or anisotropy of pixel-wise particle potential motion, a

new feature named particle potential motion entropy (PPME) is introduced;

• To discriminate local structure and non-structure pixels, a new sequential feature

named self-information is proposed;

• To describe a whole image, a new histogram-based image feature named particle

potential motion entropy histogram (PPMEH) is constructed;

• To achieve image rotation robustness, an updated version of PPMEH (named

PPMEH-FT) modified by discrete Fourier transform (DFT) is yielded.

The remainder of this chapter is organized as follows: in Section 4.2, we present the

details of the proposed image feature. In Section 4.3, the experiment on the synthetic

structure image dataset demonstrates the effectiveness of the proposed scheme when

detecting image local structures. Furthermore, the image classification experiments on

colon CT slices and head MRI scans are conducted to demonstrate the effectiveness of

the proposed image feature. The comparison with other state-of-the-art methods is also

given to show the superiority of the proposed image feature. Finally, the conclusion is

stated in Section 4.4.

4.2 Proposed Image Feature

In this section, the procedure to generate the proposed image feature is summarized as

follows: (i) firstly, an adaptive and noise-robust local gradient estimation is conducted;

(ii) then, image gradient force for individual pixel is calculated; (iii) depending on the

pixel-wise gradient force, the image potential particle motion probability (PPMP) dis-

tribution for each pixel is computed; (iv) furthermore, potential particle motion entropy

(PPME) to quantify pixel-wise uncertainty and self-information sequential pattern to
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characterize local structure pixel are achieved, respectively; and (v) finally, by integra-

tion of pixel-wise PPME and orientation, a potential particle motion entropy histogram

(PPMEH) is constructed to represent the whole image.

4.2.1 Adaptive and Noise-robust Local Gradient Estimation

A local structure stands for the subregion whose pixel intensities vary. For quantifying

the variation of pixel intensities in a local structure region, the local gradient is a very

useful property [192]. We estimate a local gradient by using a Gaussian first-derivative

kernel, which is a powerful tool to extract image gradient information. In consideration

of the diversity of orientations and scales for different local structures and the sensi-

tivity to noise effect, a straightforward estimation of gradient by first derivatives along

the horizontal and vertical directions is impractical. Therefore, to extract local struc-

ture information and resist noise effect, an anisotropic Gaussian first-derivative kernel

with an elliptical shape is preferable to an isotropic kernel with a circular shape. The

resistance to noise corruption and local feature preservation for an anisotropic Gaus-

sian first-derivative kernel have been theoretically and experimentally verified in [226].

In consideration of the superiorities of the anisotropic Gaussian first-derivative kernel,

one question arises here: how can we generate such a kernel to adapt to image local

structure? Some works with respect to affine Gaussian kernel have been reported in

[227, 228], however, this question still remains open and more work needs to be done to

specifically overcome noise effect when adapting to noisy local structures.

We utilize a local singular value decomposition (SVD)-based scheme to adaptively tune

the kernel parameters and then yield the kernel. This scheme is embedded into our

system as an internal module. For implementation, the SVD-based module is plugged

into the kernel generation scheme. We estimate the local dominant orientation and

scale according to [234, 235]. Herein, the local gradient matrix for image I is denoted

as follows
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Λi =


...

...

zx1 (uj) zx2 (uj)
...

...

 (4.1)

= UiSiV
T
i (4.2)

where uj = [xj , yj ]
T denotes the coordinate of pixel j belonging to local window wi

(uj ∈ wi). zx1 (·) and zx2 (·) are the first derivatives along horizontal x1 and vertical x2

directions, respectively. The local window wi centered at pixel i supports SVD analysis.

UiSiV
T
i denotes singular value decomposition of the gradient matrix Λi: (i) Ui is the

unitary matrix; (ii) Si is a diagonal matrix with singular values placed along the diagonal

and reflects the energy along the dominant orientation of the local structure; and (iii)

unitary matrix VT
i denotes the transposing of the unitary matrix Vi. Here we use first

column
[
νi11, ν

i
21

]T
of matrix Vi to calculate local dominant orientation θi as follows

θi = arctan

(
νi11

νi21

)
(4.3)

where the singular vector vi1 =
[
νi11, ν

i
21

]T
corresponding to the largest non-negative

singular value si11 in Si represents the dominant orientation of the local structure. Fur-

thermore, the elongation parameter ei for kernel generation can be subsequently tuned

according to the following formula

ei =
si11

si22

(4.4)

where si11 and si22 are the singular values along the diagonal of matrix Si, in descending

order. Equation 4.4 signifies that the kernel shape in a non-structure region (with

mild pixel intensity variation) approximates to circle (s11 ≈ s22 ≈ 0), but deforms to

ellipse when encountering a salient local structure (edge and texture) due to the distinct

variation of pixel intensities in the salient structure region (s11 � s22).

σi =

√
σ2
wi + σ2

n

σ2
wi

(4.5)
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where

σ2
wi =

∑
uj∈wi

(uj − ūwi)

M
(4.6)

and

σ2
n =

∑
i
σ2
wi

HW
(4.7)

smoothing parameter σi manipulates the suppression of the noise (the more noise carried

in an image, the larger σi is obtained and the more smoothing is conducted). σi is

regarded as relative local standard deviation and computed according to Equation 4.5.

σ2
wi is the image local variance computed over the local window wi. M is the total

number of pixels in the local window wi and ūwi is the average pixel intensity. The

image noise σ2
n can be approximated by means of all local variance in the image via

Equation 4.7 (H and W are image height and width, respectively). The scale parameter

γi for kernel generation can be calculated according to the following formula

γi =

(
si11s

i
22

M

)α
(4.8)

where the product of two singular values in Equation 4.8 indicates the energy of the

local structure: the more salient the local structure is, the larger γi that can be gained;

otherwise, in a non-structure region, a smaller γi is obtained. In the proposed adaptive

kernel generation scheme, the larger γi makes the kernel smaller in the local structure

region, whereas the smaller γi results in the larger kernel shape in the non-structure

region. α is a noise suppression parameter (0 < α ≤ 0.5), and smaller α is favorable

when the image carries more noise.

A 2D anisotropic Gaussian kernel is denoted as follows

g (ui) =
1

2πσi2
exp

− 1

2σi2
γiui

TRT
θi

 ei 0

0 1/ei

Rθiui

 (4.9)

where
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Rθi=

 cos θi sin θi

− sin θi cos θi

 (4.10)

ui= [xi,yi]
T denotes pixel i coordinate in image I. Based on Equation 4.9, the Gaussian

first-derivative kernel along the local dominant orientation θi can be formulated as follows

g
′
(ui) =

∂ [g (ui)]

∂θi
(4.11)

= −ei · [cos θi, sin θi] · ui
σ2
i

g (ui) (4.12)

Masking local window wi with kernel g
′
(ui) results in the following response

|∇Ii| =
∂ [I (ui)]

∂θi
(4.13)

= wi � g
′
(ui) (4.14)

where � is the dot-product operator and the resultant response is the maximal di-

rectional derivative perpendicular to the local dominant orientation θi. Based on the

relationship between the gradient and the maximal directional derivative, gradient mag-

nitude |∇Ii| at pixel i is theoretically regarded as the maximal response of kernel g
′
(ui)

and the gradient direction θGi = arctan
(
νi12

/
νi22

)
perpendicular to θi (singular vector

vi2 =
[
νi12, ν

i
22

]T
corresponds to the smallest non-negative singular value si22 in Si and

represents the orientation of the local gradient).

The procedure for estimating the local gradient is summarized as follows

• Step 1: SVD is utilized to estimate the local dominant orientation θi, elongation

factor ei, smoothing parameter σi and local scale γi, respectively;

• Step 2: Gaussian first-derivative kernel g
′
(ui) is generated by means of the pa-

rameters adaptively tuned in Step 1;

• Step 3: Mask the local window wi with the generated kernel g
′
(ui);
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• Step 4: The maximal response ∂[I(ui)]
∂θi

within the local window wi is obtained,

then the local gradient magnitude |∇Ii| is achieved (gradient direction θGi =

arctan
(
vi12

vi22

)
is computed);

• Step 5: The reduplication from Step 1 to Step 4 is performed until the local gradient

information for all pixels is obtained.

4.2.2 Image Gradient Force

Image gradient force is a new concept, and it is firstly presented in this thesis. Such force

is caused by image gradient, which is analogical to the air pressure gradient force in the

atmosphere; that is, air pressure gradient force is driven by the air pressure difference, to

push air to move from a high-pressure zone towards a low-pressure zone and accordingly

result in wind. Its direction is perpendicular to the air pressure isobar, and its effect is

proportional to the pressure difference within the unit distance [236]. The formula to

define air pressure gradient force is given as follows

Fp

m
=

1

ρ

∆P

∆d
(4.15)

where Fp is the air pressure gradient force imposing on the unit mass air m. ρ is air

density which is a constant. ∆P denotes the difference in air pressure. ∆d is the

distance in the direction from the high-pressure zone to the low-pressure zone. We

rewrite Equation 4.15 as follows

Fp =
m

ρ

∆P

∆d
(4.16)

= K
∆P

∆d
(4.17)

∆d→0
= K∇P (4.18)

where K is a constant item including unit air weight m and density ρ. ∇P is the pressure

gradient representing a rapid pressure change along the direction perpendicular to the

pressure isobar. In consideration of the analogy between the image pixel intensity field
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and the air pressure field (both are scalar fields), we define the gradient force driven by

the image pixel intensity gradient as follows

FG = K1
∆I

∆d
(4.19)

∆d→0
= K1∇I (4.20)

where K1 is a constant item. ∆I and ∆d denote the difference of pixel intensity between

pairwise pixels and their distance, respectively. Image gradient ∇I can be obtained when

∆d→ 0. FG has the same direction as the gradient ∇I.

The local gradient estimation is the foundation for the gradient force definition. Since the

local gradient magnitude and orientation for each pixel can be obtained in the previous

section, we adopt the obtained local gradient information to define pixel-wise gradient

force according to Equation 4.20.

4.2.3 Image Particle Potential Motion Probability

Image particle potential motion probability, another new concept, is introduced in this

section based on the effect of image gradient force. Such a probability quantifies the

chance of particle potential motion happening in the specific direction of a biased random

walk. Furthermore, such a probability not only involves the intrinsic potential motion

probability due to the unbiased random walk, but also contains the extrinsic potential

motion probability driven by the external force. In order to calculate the potential mo-

tion probability in the specific direction, therefore, the external force which happened

in such a direction needs to be calculated in advance. To be explicit, we firstly assume

the sole particle located at each pixel location. Then, we utilize a mechanism model to

analyze the pixel-wise gradient force acting on the pixel-wise particle. According to the

theory of Newton classical mechanics, one force can be decomposed into several compo-

nent forces, in an orthogonal or even in a non-orthogonal coordinate system. Because

the gradient force is a local concept restricted to its pixel neighbor, the pixel neighbor

with fixed size 3 × 3 is adopted and analyzed in the following sections (3 × 3 neighbor

is the basic setting for the image local analysis). Therefore, the gradient force decom-

position is conducted within the 3 × 3 local region. As a result, the eight-component
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force FGθk
(θk = 0◦, 45◦, 90◦, 135◦, 180◦, 225◦, 270◦ and 315◦) in eight directions within

the 3×3 neighbor can be obtained by following the force decomposition principle. Even

though FG could be decomposed in any arbitrary orientation (e.g. 32◦, 1.5◦, 300◦), we

only consider eight specific directions because the particle centrally located in the 3× 3

local region only has eight neighbors. Herein, the eight surrounding neighbors impose

their own force on the central particle separately. Thus, the gradient force FG on the

central particle can be regarded as the combined effect of the eight component forces

caused by its eight neighbors.

In an unbiased random walk restricted to the 3× 3 local region, the central particle has

equal potential probabilities in eight directions (isotropic potential motion case). On

the contrary, with the effect of the gradient force, the random walk within the 3 × 3

domain becomes a biased one. The potential probabilities in eight directions would

be different (anisotropic potential motion case). Furthermore, how to calculate the

potential probability in eight directions within the 3×3 local region is illustrated by the

following cases.

Case 1 - Isotropic Particle Potential Motion Case: we assume all the pixel

intensities within the 3 × 3 local region are equivalent (no pixel intensity variation),

therefore FG = K1∇I equals to zero everywhere (∇I = 0). Accordingly, we have the

following potential motion probability in eight directions

pθ1 = pθ2 = pθ3 = ... = pθk = ... = pθ8 = 1/8 (4.21)

Case 2 - Anisotropic Particle Potential Motion Case: we assume the pixel inten-

sities within the 3× 3 local region vary (fluctuant intensity surface), therefore FG exists

and we have

p̂θk = pθk + ∆pθk (4.22)

= 1/8 + ∆pθk (4.23)

∆pθk=K2FGθk
(4.24)
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where ∆pθk denotes the probability increment caused by the component force FGθk
in

the direction of θk. In order to calculate the component force FGθk
(if FGθk

could be

calculated, ∆pθk would be obtained subsequently), the component force FGθk
calculation

is conducted through the decomposition of the image gradient force FG based on the

overcomplete basis [238].

For a set of overcomplete basis vectors, the number of basis vectors is obviously greater

than the dimensionality of the input space. Consequently, the representation of an

input is not a unique linear combination over such overcomplete basis vector sets. Over-

complete representation has been theoretically proved and practically validated to be

superior to complete representation, because the overcomplete representation not only

has more flexibility on fitting the data structure in the input space but also has more

robustness when handling the noisy data [54, 239]. To be explicit, the input in this

case denotes the given image gradient force FG. Then, the dimension of input space is

two, because FG can be completely represented by the following two component forces:

F
(x)
G = FG · cos (θG) along x axis (0◦ direction) and F

(y)
G = FG · sin (θG) along y axis

(90◦ direction). Also, the directional vectors C0 = ei0 and Cπ/2 = ei
π
2 are used as the

complete basis vectors for complete representation of FG.

Being different from the complete representation of FG, the overcomplete representa-

tion of FG is conducted based on a series of overcomplete basis vectors. Therefore, the

construction of overcomplete basis vectors plays a crucial role in overcomplete represen-

tation. In practice, the methods to yield the overcomplete basis vectors are multiple,

however, one simple strategy can be adopted to produce overcomplete basis vectors; that

is, we add some extra directional vectors to an existing complete basis set (which has

already contained C0 = ei0 and Cπ/2 = ei
π
2 ) to obtain an overcomplete basis vector set.

Accordingly, the following six directional vectors are added: Cπ/4 = ei
π
4 , C3π/4 = ei

3π
4 ,

Cπ = eiπ, C5π/4 = ei
5π
4 , C3π/2 = ei

3π
2 and C7π/4 = ei

7π
4 . As a consequence, the yielded

overcomplete basis vector set is illustrated as follows

• Along 0◦ direction: C0 = ei0 = (1, 0);

• Along 45◦ direction: Cπ/4 = ei
π
4 =

(√
2

2 ,
√

2
2

)
;

• Along 90◦ direction: Cπ/2 = ei
π
2 = (0, 1);

• Along 135◦ direction: C3π/4 = ei
3π
4 =

(
−
√

2
2 ,

√
2

2

)
;
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• Along 180◦ direction: Cπ = eiπ = (−1, 0);

• Along 225◦ direction: C5π/4 = ei
5π
4 =

(
−
√

2
2 , −

√
2

2

)
;

• Along 270◦ direction: C3π/2 = ei
3π
2 = (0,−1);

• Along 315◦ direction: C7π/4 = ei
7π
4 =

(√
2

2 ,
−
√

2
2

)
.

However, because of the redundancy caused by the proposed overcomplete basis vector

set, a given image gradient force could have non-unique linear representation over such

an overcomplete set. In order to address this issue, we develop a new transformation:

vector frequency domain decomposition (VFDD) for FG overcomplete representation

and FGθk
calculation. The motivation to utilize the obtained component forces

{
FGθk

}
rather than using the single gradient force FG is: the sequential pattern represented by{

FGθk

}
is more useful for distinguishing the local structure pixels from the non-structure

ones compared with the single variable FG (shown in Figure 4.4). To be explicit, the

vector FG can be decomposed by a set of vectors Cn with varying frequency fn. Then

we have the following formula

FG =
∞∑
n=1

|Cn| eiθn (4.25)

=
∞∑
n=1

|Cn| ei(2πfn) (4.26)

where vector Cn is also denoted as |Cn| eiθn . We define fn = n−1
N where n and N are

frequency and resolution control parameters, respectively. Consequently, Equation 4.26

can be rewritten as follows

FG =
∞∑
n=1

|Cn| ei[(n−1) 2π
N ] (4.27)

The meaning behind Equation 4.27 is: FG can be projected on to a set of vectors whose

frequencies are diverse. With the augment of n, the frequency of the vector increases

progressively. Here, a small n corresponds to a low-frequency vector while a large n

corresponds to a high-frequency vector. Furthermore, the frequency resolution for the
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vector is manipulated by N . That is, one revolution (0→ 2π) is intended to be divided

into only a few sectors (each sector has a large range) by a small N (corresponding

to coarse frequency resolution); or divided into several sectors (each sector has a small

range) by a large N (corresponding to fine frequency resolution). Therefore, the original

vector could be projected on to either coarse or fine resolution vector sets. To achieve

high-resolution vector decomposition, the vector set with fine resolution is preferable.

In order to decompose FG into FGθk
, the coefficients |Cn| for n = 1, 2, 3, ...,∞ need to

be calculated in advance. Here, we propose the following equations for |Cn| calculation

1. when n = 1

|C1| = |FG| cos (θG) θG ∈ [0, 2π) (4.28)

θR1 = π/2 (4.29)

|R1| = |FG| sin (θG) θG ∈ [0, 2π) (4.30)

2. when n ≥ 2

|Cn| =
∣∣R(n−1)

∣∣ cos

[
θR(n−1)

− (n− 1) 2π

N

]
(4.31)

θRn = π/2 +
(n− 1) 2π

N
(4.32)

|Rn| =
∣∣R(n−1)

∣∣ sin [θR(n−1)
− (n− 1) 2π

N

]
(4.33)

In the 3 × 3 neighbor, velocity angles along the eight directions are spanned by π/4.

Therefore, we choose N = 8 to obtain π/4 frequency resolution for VFDD. We rewrite

Equation 4.27 as follows

FG =

P∑
n=1

|Cn| ei[(n−1) 2π
8 ] +

∣∣R(P+1)

∣∣ ei[θR(P+1)

]
(4.34)
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where n = P corresponds to the highest frequency vector and R(P+1) =
∣∣R(P+1)

∣∣ ei[θR(P+1)

]
stands for the residual vector. As ∀ε > 0, ∃ n = P ∈ N+, s.t.

∣∣R(P+1)

∣∣ < ε, then we

have

FG
.
=

P∑
n=1

|Cn| ei[(n−1) 2π
8 ] (4.35)

Under such conditions, the component force FGθk
can be obtained by using the following

formula

FGθk
=
∑
n∈Ωk

|Cn| ei[(n−1) 2π
8 ] (4.36)

where Ωk =
{
n
∣∣∣g [ (n−1)2π

8

]
= θk , n = 1, 2, ..., P

}
and g (∗) is the function to restrict

the angle radian to the interval of [0, 2π) (e.g. g
[

(10−1)2π
8

]
= π/4).

VFDD has the characteristics to actualize multi-resolution analysis in the frequency do-

main. In particular, the conventional complete decomposition is a special case under the

VFDD framework; that is, with the frequency resolution π/2 (when N = 4), two basis

vectors C0 = ei0 and Cπ/2 = ei
π
2 are selected for the VFDD. As a result, the complete

decomposition only results in two frequency responses in two directions: 0◦ (x axis)

and 90◦ (y axis); On the contrary, the VFDD with the frequency resolution π/4 (when

N = 8) is capable of providing eight frequency responses in eight directions: 0◦, 45◦, 90◦,

135◦, 180◦, 225◦, 270◦ and 315◦, respectively. The VFDD with fine frequency resolution

π/4 (the case of overcomplete decomposition) outperforms VFDD with coarse frequency

resolution π/2 (the case of conventional complete decomposition) when distinguishing

the local structure pixels from the non-structure ones (shown in Figure 4.4). The white

pixels indicate the local structure pixels identified by the proposed local structure pixel

detection procedure, whereas the black pixels indicate the non-structure pixels. The vi-

sual comparison between Figure 4.4b and Figure 4.4c demonstrates that the sequential

pattern is more effective than the single PPME value for distinguishing the local struc-

ture pixels from the non-structure ones. The visual comparison between Figure 4.4b

and Figure 4.4d demonstrates that the VFDD with fine frequency resolution is more

capable of producing the multi-directions information and benefit the local structure

pixel identification than the VFDD with the coarse frequency resolution.
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(a) (b)

(c) (d)

Figure 4.4: The illustration of the three binary indicator maps to highlight the local
structure pixels: (a) original image (head CT scan); (b) the binary indicator map
obtained based on the sequential pattern generated by the VFDD with fine frequency
resolution π/4 and K-means clustering (k = 2); (c) the binary indicator map obtained
based on the single PPME value by K-means clustering (k = 2); and (d) the binary
indicator map obtained based on the sequential pattern generated by the VFDD with

coarse frequency resolution π/2 and K-means clustering (k = 2)

Overall, the procedure to calculate the particle potential motion probability p̂θk is sum-

marized as follows

• Step 1: The component force FGθk
is computed according to Equation 4.36;

• Step 2: Calculate the probability increment ∆pθk according to Equation 4.24 (K2

is a constant and it can be removed in Equation 4.41);

• Step 3: The potential probability p̂θk is calculated according to Equation 4.22 (p̂iθk

may not satisfy the probability axioms in the current stage, therefore it needs to be

updated according to Equation 4.41. The detail is given in the following section;
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• Step 4: The reduplication from Step 1 to Step 3 is performed until the potential

probability distributions
{
p̂iθk |k = 1, 2, 3, . . . , 8

}
in the 3×3 neighbor for all pixels

in the image domain are obtained.

4.2.4 Particle Potential Motion Entropy: An Uncertainty Measure-

ment of Particle Potential Motion And Self Information: A Local

Structure Detector

Based on the obtained image particle potential motion probability, particle potential

motion entropy (PPME) and self-information, the two new concepts, are presented in

this section.

4.2.4.1 Particle Potential Motion Entropy

Entropy is a measure of overall uncertainty with respect to all states of a random variable

[237]. We extend the definition of Shannon information entropy to describe the pixel-

wise uncertainty of potential motion. Therefore, PPME is defined as the uncertainty

measurement to characterize the isotropic or anisotropic particle potential motion at each

pixel location. The mathematical notation for PPME at pixel i is defined as follows

Ei=−
n∑

k=1

p̂iθk ln
(
p̂iθk
)

(4.37)

where n denotes the total number of directions to be considered (n = 8). For the particle

located at the central pixel in the 3 × 3 local region, the following cases are shown to

illustrate how to calculate PPME.

Case 1 - Isotropic Particle Potential Motion Case: we assume all the pixel

intensities within the 3 × 3 local region are equivalent (no pixel intensity variation),

therefore FG = K1∇I equals to zero everywhere (∇I = 0). Accordingly, the particle

centrally located in the flat-intensity 3×3 local region behaves as in the unbiased random

walk. The PPME is computed as follows

Ei=−
8∑

k=1

piθk ln
(
piθk
)

= 2.0794 (4.38)
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Case 2 - Anisotropic Particle Potential Motion Case: we assume the pixel inten-

sities within the 3× 3 local region vary (fluctuant intensity surface), therefore FG exists

and the particle centrally located in the varying-intensity 3× 3 local region behaves as

in the biased random walk. According to Equations 4.22, 4.24 and 4.36, we derive the

formula for calculating the PPME as follows

p̂iθk = piθk+K2F
i
Gθk

(4.39)

= 1/8 +K2F
i
Gθk

(4.40)

where p̂iθk may not satisfy the probability axioms in the current stage (p̂iθk may be a

negative decimal and its absolute value may be larger than 1). Following the probability

axioms, the probability should be a non-negative decimal and in the interval of [0, 1];

besides, the summation of potential probabilities in eight directions should equal to 1. In

order to comply with the probability axioms, we normalize p̂iθk according to the following

formula

p̂iθk
∗

=

(
p̂iθk − δi
ηi − δi

)/(∑
k

p̂iθk − δi
ηi − δi

)
(4.41)

where p̂iθk
∗

is the normalized value of p̂iθk . δi and ηi are defined as follows

δi = min
k

(
p̂iθk
)

(4.42)

ηi = max
k

(
p̂iθk
)

(4.43)

Equations 4.42 and 4.43 signify that δi and ηi need to be determined by eight directions

k = 1, 2, 3, ..., 8 in the 3 × 3 local region prior to the normalization. We also notice

that the constant terms K1 in Equation 4.20 and K2 in Equation 4.39 can be removed

simultaneously in the normalization conducted by Equation 4.41. Consequently, K1 and

K2 could be tuned to any positive constant during the calculation procedures.



Multi-robust Feature for Medical Image Classification 91

(a) (b)

Figure 4.5: The PPME calculated at each pixel location is illustrated: (a) original
image (head CT scan); and (b) the PPME map generated at each pixel location

Ei=−
8∑

k=1

(p̂iθk
∗
) · ln

(
p̂iθk
∗
)

(4.44)

A pixel-wise PPME map can be generated by following the computation process present-

ed in Case 2. As an example, Figure 4.5 illustrates the pixel-wise PPME map obtained

by following the computation process presented in Case 2 for a given medical image.

To be explicit, the dark pixels in the PPME map highlight the local structures whose

anisotropy is dominant; otherwise, for the non-structure pixels, isotropy overwhelms

anisotropy and the pixels appear bright.

4.2.4.2 Self Information

Self-information, being different from the PPME, is the quantity of information con-

tained in a probabilistic potential motion in the specific direction and only depends

on the potential probability in such a direction. The self-information sequence derived

from the potential probability distribution
{
p̂iθk
∗ |k = 1, 2, 3, . . . , 8

}
is also capable of

characterizing the isotropy or anisotropy at pixel i. To discriminate two different types

of pixel (local structure pixels and non-structure pixels), the self-information at pixel i

in direction θk is defined according to [240]

hiθk = − ln
(
p̂iθk
∗
)

(4.45)
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Figure 4.6: The illustration of potential probability distribution, self-information and
DFT-based shift invariant feature in regard to local structure pixel (LSP) and non-
structure pixel (NSP), respectively: (a) Potential probability distribution for an LSP
centrally located in the 3×3 neighbor: [128, 157, 160; 124, 166, 165; 111, 154, 152]; (b)
and (c) are the corresponding

{
hLSPθk

}
and

∣∣DFT ({hLSPθk

})∣∣, respectively; (d) potential
probability distribution for an NSP centrally located in the 3× 3 neighbor: [7, 0, 0; 0,

5, 0; 5, 0, 1]; (e) and (f) are the corresponding
{
hNSPθk

}
and

∣∣DFT ({hNSPθk

})∣∣
The sequential pattern reflected by sequence

{
hiθk

}
is more informative than the sin-

gle PPME value for discriminating two different types of pixel, because
{
hiθk

}
provides

multi-orientation information to characterize pixel-wise isotropic or anisotropic property.

Figure 4.6 illustrates two types of pixel: local structure pixel (with anisotropic property),

non-structure pixel (with isotropic property) and their corresponding self-information

sequences. As shown in Figure 4.6, either the fluctuant or the flat pattern expressed

by a self-information sequence is a distinctive feature to discriminate two such types

of pixel. In other words, depending on fluctuant or flat sequential pattern, the pixel

can be categorized into a local structure pixel or a non-structure pixel. However, the

occurrences of “ups” and “downs” in a fluctuant self-information sequence are different

from that of other fluctuant sequences. Therefore, the fluctuation patterns reflected by

self-information sequences are correlated with direction θk. In order to avoid the cor-

relation with θk, when comparing with different self-information sequences, the discrete

Fourier transform (DFT) is applied to extract the spectrum information from the raw

{hiθk} series, because of the shift invariance of DFT in 1D signal analysis. The local

structure pixel detection, based on the integration of
{
hiθk

}
and DFT, is summarized

as follows
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• Step 1: Obtain the self-information sequence
{
hiθk

}
according to Equation 4.45

(shown in Figures 4.6b and 4.6e);

• Step 2: DFT is applied to
{
hiθk

}
and the magnitude spectrum

∣∣∣DFT ({hiθk})∣∣∣
is used as a shift-invariant feature for local structure pixel identification. The

magnitude spectrums
∣∣∣DFT ({hiθk})∣∣∣ are illustrated in Figures 4.6c and 4.6f;

• Step 3: K-means clustering (k = 2) is utilized to classify the two types of pixel

(local structure pixels and non-structure pixels) based on
∣∣∣DFT ({hiθk})∣∣∣;

• Step 4: The pixel-wise clustering results are converted into a binary image as the

pixel label indicator. In such a binary image, we set ”one” for the local structure

pixels and set ”zero” for the non-structure pixels (shown in Figure 4.4b).

4.2.5 Particle Potential Motion Entropy Histogram: A Global Image

Feature

Based on the locally estimated orientation and precalculated pixel-wise PPME in pre-

ceding sections, a particle potential motion entropy histogram (PPMEH) is proposed as

the new image feature. The procedure to yield PPMEH is summarized as follows

• Step 1: Estimate the local dominant orientation θi according to Equation 4.3;

• Step 2: Calculate Ei according to Equations 4.38 and 4.44 (the resultant PPME

map is shown in Figure 4.5);

• Step 3: After the local dominant orientation estimation and the PPME computa-

tion for all pixels, the PPMEH is constructed according to the following stages:

(i) for a specific integer angle β̄ ∈ [1◦, 180◦], the image pixels whose dominant ori-

entations are approximated to such β̄ are selected as
{
ui |θi

.
= β̄

}
; (ii) the PPME

values corresponding to the selected pixels
{
ui |θi

.
= β̄

}
are summated to form a

single histogram bin at angle β̄; and (iii) with the change of β̄ from 1◦ to 180◦,

the corresponding histogram bin is formed. When all the β̄ (integer value) in the

range of [1◦, 180◦] are considered, the complete histogram with the fixed number

of bins (in total 180) is formed (the resultant PPMEH is shown in Figure 4.7b).
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Figure 4.7: The illustration of image rotation robustness for the proposed PPMEH-
FT: (a) original image; (b) and (c) correspond to PPMEH and PPMEH-FT, respec-
tively; (d) 90◦ anticlockwise rotation happens to (a); (e) and (f) are PPMEH and
PPMEH-FT corresponding to (d). The difference between (b) and (e) exhibits that the
image rotation directly results in the translation of the histogram pattern. (c) and (f)
demonstrate that very similar patterns can be achieved after using DFT and histogram

normalization

A reliable image feature should be robust in the face of image rotation and scaling in

practice. However, the basic PPMEH is correlated with the angle β̄. Thus, it would

be vulnerable to image rotation. To address the image rotation issue, DFT is still

applied to the basic PPMEH for extracting the shift invariance magnitude spectrum

|DFT (PPMEH)| (as shown in Figure 4.7c). Consequently, the obtained magnitude

spectrum is adopted as the image feature. For the image scaling issue, the image scaling

directly changes the local structure scales [241, 242]. To be more explicit, the image

scaling-up enlarges the local structure while the image scaling-down leads to the shrink-

age of the local structure. In this sense, the capability of the image feature to adaptively

cope with the varying local structure scales is critical. Fortunately, the self-adaptation

to local structure scale variation has been achieved in Section 4.2.1, where the local scale

adaptive estimation scheme has been embedded.

In summary, the basic PPMEH is only robust to the scale variation of the image local

structures. Furthermore, with the modification of DFT, the upgraded version of PP-

MEH: PPMEH-FT is not only robust against the local structure scale variation but also

robust in terms of image rotation (the rotation robustness is illustrated in Figure 4.7

and the scaling robustness is shown in Figure 4.8).
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Figure 4.8: The illustration of image scaling adaptation for the proposed PPMEH-
FT: (a) the image with scaling factor s = 0.8; (b) and (c) are PPMEH and PPMEH-FT
corresponding to (a); (d), (e) and (f) are original image (scaling factor s = 1), PPMEH
and PPMEH-FT, respectively; (g) the image with scaling factor s = 1.2; (h) and (i)
are corresponding PPMEH and PPMEH-FT, respectively. The differences between
(b), (e) and (h) demonstrate that the image scaling-up or scaling-down leads to the
enlargement or shrinkage of the histogram bin amplitude. However, the histogram
patterns expressed by (b), (e) and (h) still look similar and the magnitude spectrum

features extracted by DFT are also similar in (c), (f) and (i), respectively

4.3 Experiment

In this section, the proposed local structure detector and image features are tested by

the following three image datasets.

4.3.1 Data Preparation

• Dataset 1 - Local Structure Image Data: multi-orientation and multi-scale

local structures are included in this image (shown in Figure 4.9a). We implement

the proposed local structure detector to distinguish the local structure pixels from

the non-structure pixels.

• Dataset 2 - Colon CT Image Data: 178 colon CT slices are acquired from nine

patients who are suffering different colon lesions. Even though the CT scanning

only targets the patient abdominal areas, the images obtained by the medical

imaging system have visible differences due to the different types of colon lesion.

In the colon CT scans, for example, the colon cancer usually accompanies the
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hydatoncus characterized by the region with uneven texture [243]. Considering

the anatomic detail that can be provided by colon CT imaging, we implement

the proposed image features to represent the image content for the colon lesion

identification.

• Dataset 3 - Head MRI Image Data: 312 head MRI scans are collected from

five categories of patient samples: three groups of slices with different scanning

layer depth along the axial direction, one group of the sagittal view and one group

of the coronal view. Brain tumors are the abnormal tissues with distinctive fea-

tures which are quite different from the other normal tissues and can mostly grow

inside the brain [244]. For the given MRI slices with the fixed scanning plane and

scanning depth, the radiologists prefer to manually select the other relevant slices

from a background database for reference and comparison by means of similar im-

age detailed content. Because MRI imaging procedure can effectively detect the

signals emitted from normal and abnormal tissue and provide clear images with

rich anatomic detail, we adopt the proposed image features to represent the head

MRI scan samples.

To verify the effectiveness of the proposed local structure detector and image features

PPMEH and PPMEH-FT, the following three experiments are performed.

4.3.2 Experiment 1: Local Structure Detection Performance Evalua-

tion

The local structure detection is a typical binary classification problem; that is, the pixels

belonging to the local structures are supposed to be distinguished from the non-structure

ones. In this experiment, an image containing synthetic Gaussian noise and the local

structures with diverse orientations and scales is used as the testing dataset. Further-

more, the following nine features are exploited for local structure pixel identification: (i)

pixel intensity I; (ii) directly computed gradient magnitude
√
z2
x1

+ z2
x2

; (iii) two directly

computed first derivatives [zx1 , zx2 ]; (iv) adaptively estimated local gradient magnitude

|∇I|; (v) two first derivatives [∇Ix1 ,∇Ix2 ] obtained based on local gradient ∇I and it-

s direction θG (here ∇Ix1 = |∇I| · cos(θG) and ∇Ix2 = |∇I| · sin(θG)); (vi) pixel-wise

PPME value; (vii) sparse coding of∇I conducted by OMP [263]; (viii) sequential pattern
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Table 4.1: The Local Structure Detection Performance Evaluated by ROC Attributes

I
√
z2x1

+ z2x2
[zx1 , zx2 ]

TPR 0.4646 0.8342 0.8357
FPR 0.1790 0.2384 0.2435
AUC 0.6428 0.7978 0.7961

|∇I| [∇Ix1 ,∇Ix2 ] PPME
TPR 0.5402 0.4818 0.5515
FPR 0.0037 0.0025 0.0039
AUC 0.7682 0.7396 0.7737

OMP (∇I)
|DFT ({hθk})|

by VFDD (π/2)
|DFT ({hθk})|

by VFDD (π/4)
TPR 0.4562 0.3743 0.6424
FPR 0.0002 0.0004 0.0050
AUC 0.7280 0.6869 0.8187

|DFT ({hθk})| via the VFDD with coarse frequency resolution π/2; and (ix) sequential

pattern |DFT ({hθk})| via the VFDD with fine frequency resolution π/4. After that,

binary clustering (K-means clustering with k = 2) is performed on all above-mentioned

features. As a result of binary clustering, the local structure pixels are labeled as the

“white”, whereas the non-structure pixels are marked as the “black” (as shown in Figure

4.9).

For the quantitative evaluation of the local structure detection results, ground truth is

given (as shown in Figure 4.9a) and Receiver Operating Characteristic (ROC) attributes

are adopted. To be explicit, true positive rate (TPR: sensitivity) is defined as the

percentage of pixels belonging to local structures which are correctly identified. False

positive rate (FPR: specificity) is defined as the percentage of pixels belonging to non-

structure but wrongly recognized as the local structure pixels. For the performance

comparison among these seven features, Area Under Curve (AUC) in ROC analysis is

utilized. The definition of AUC is given by Equation 4.46.

AUC =

n−1∑
i=1

(FPRi+1 − FPRi) ·
(
TPRi+1 + TPRi

2

)
(4.46)

The definition of AUC reveals: the higher the AUC value is, the more reliably the

feature works. The ROC attributes for seven features are demonstrated in Table 4.1,

respectively.

As shown in Figures 4.9c, 4.9d and 4.9e, the pixel intensity I, the directly computed

gradient magnitude
√
z2
x1

+ z2
x2

and the directly computed first derivatives [zx1 , zx2 ]
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(a) (b)

(c) (d) (e)

(f) (g) (h)

(i) (j) (k)

Figure 4.9: The binary local structure indicators obtained depending on diverse fea-
tures and K-means clustering (k = 2 is applied to all the features): (a) ground-truth
local structure image; (b) noisy local structure image degraded by synthetic Gaus-
sian noise (σn = 30); (c) pixel intensity I; (d) directly computed gradient magnitude√
z2x1

+ z2x2
; (e) two directly computed first derivatives [zx1

, zx2
]; (f) adaptively es-

timated local gradient magnitude |∇I|; (g) two first derivatives obtained depending
on local gradient ∇I and its direction θG [∇Ix1 ,∇Ix2 ] (∇Ix1 = |∇I| · cos(θG) and
∇Ix2

= |∇I| · sin(θG)); (h) single PPME value; (i) sparse coding of ∇I conducted by
OMP [263]; (j) sequential pattern |DFT ({hθk})| via the VFDD with coarse frequen-
cy resolution π/2; and (k) sequential pattern |DFT ({hθk})| via the VFDD with fine

frequency resolution π/4
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are sensitive to random image noise. On the contrary, the adaptively estimated local

gradient-based features are generally robust to image noise contamination. As illustrated

in Figures 4.9f, 4.9g, 4.9h, 4.9i, 4.9j and 4.9k, the most local structure pixels are correctly

identified while the few non-structure pixels are falsely detected. Additionally, the loss

of local structure pixels is maintained at lower level, especially for those local structures

with varying orientations and scales. In general, the fine frequency resolution VFDD

scheme is able to yield the more informative and discriminating features rather than

the coarse frequency resolution version. As visually compared between Figure 4.9j and

Figure 4.9k, the local structure preservation of fine frequency resolution VFDD scheme is

much better than that of the coarse frequency resolution VFDD scheme. This superiority

could facilitate the subsequent PPMEH-based medical image classification tasks.

4.3.3 Experiment 2: Categorization of Given CT Slices to Correct

Colon Lesion Group

The categorization of the given colon CT slice to a correct colon lesion group is indeed

a multi-classification problem. For a given colon CT slice, the classification system

needs to categorize the query sample into the correct colon lesion type. This experiment

proceeded as follows

• Step 1: The proposed image features PPMEH and PPMEH-FT are extracted for

colon CT images;

• Step 2: The extracted PPMEHs and PPMEH-FTs are divided into two portions:

(i) some are used as background samples and (ii) the others are treated as query

samples;

• Step 3: The PPMEHs and PPMEH-FTs in regard to background samples are

scattered into the feature space;

• Step 4: Given the PPMEHs and PPMEH-FTs corresponding to query samples,

apply K-nearest neighbor classifier to yield the category labels (colon lesion group

labels) for query samples.

Next, five state-of-the-art features are selected for comparison. Local binary pattern

(LBP) is a very popular feature in texture classification. Here, a complete local binary
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pattern (CLBP), and an upgraded version of a conventional LBP are compared. Three

LBP histograms Sriu2
(1,8)/M

riu2
(1,8)/C, Sriu2

(2,16)/M
riu2
(2,16)/C and Sriu2

(3,24)/M
riu2
(3,24)/C are concatenat-

ed to form the entire histogram as the image feature [208]. The Gabor filter (GF) has

been broadly used in image classification tasks. Gabor kernels with multi-orientations

and scales are predefined. Here, eight orientations ϕk = kπ/8 for k = 0 → 7 and five

scales fl =
(√

2
)−l

for l = 0 → 4 are adopted to generate a Gabor filter bank. The

mean and standard deviation for each Gabor filter response are calculated, and then

all the means and standard deviations for a total of forty filter responses are combined

to yield the GF feature [205]. Grey level co-occurrence matrix (GLCM) is a conven-

tional texture feature extractor. It has become a benchmark feature on many image

classification applications. Here, we specify sixteen combinations to cover the varying

directions and lags: four directions 0◦, 45◦, 90◦ and 135◦ and in every direction, four

lags h = 1 → 4 are selected. Therefore, all sixteen GLCMs are generated to quantify a

given image. Based on the obtained GLCMs, four types of statistics, such as contrast,

correlation, energy and homogeneity, are computed to create the GLCM feature [211].

Semi-variogram (SV) is one kind of spatial autocorrelation function based on spatial

statistics, which is similar to GLCM and has been used for texture classification in the

recent decade [230, 231]. In this experiment, a 7 × 7 sized window is used and a total

of twenty-seven pixel lags h = 1 → 27 are used to create the SV feature. Histogram of

gradient (HOG) is a simple but very powerful image descriptor, which has been regard-

ed as a state-of-the-art technique in a vision identification system [229, 232, 233]. For

the formation of the proposed PPMEH and PPMEH-FT, the local structure parameters

estimation is conducted based on the sliding window. Since the window size is the single

parameter which needs to be tuned, this plays a critical role in influencing classification

performance of the proposed image feature. As illustrated in Figure 4.10, the 11 × 11

sliding window is selected as an optima. Such window size is suitable to capture the

large-scale image structures and also robust in terms of the image scale variation.

The image rotation and scaling issues are usually encountered during the medical imag-

ing process [221–223]. In order to verify the robustness of the proposed PPMEH and

PPMEH-FT features, the following scenarios are simulated

• Scenario 1: Only random rotation within [−180◦, 180◦];

• Scenario 2: Only random rotation within [−20◦, 20◦];
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Figure 4.10: The illustration of sliding window size selection to cope with CT im-
age random scaling in Scenario 4 and Scenario 5, respectively, where the classification

accuracy of PPMEH is adopted as the selection criterion

• Scenario 3: Only random rotation within [−10◦, 10◦];

• Scenario 4: Only random scaling within [0.8, 1.2];

• Scenario 5: Only random scaling within [0.9, 1.1];

• Scenario 6: Random rotation within [−180◦, 180◦] in the conjunction with ran-

dom scaling within [0.8, 1.2];

• Scenario 7: Random rotation within [−20◦, 20◦] in the conjunction with random

scaling within [0.8, 1.2];

• Scenario 8: Random rotation within [−10◦, 10◦] in the conjunction with random

scaling within [0.9, 1.1].

In this classification experiment, all the colon CT slices belonging to each colon lesion

group are randomly and evenly split into background and query samples (half back-

ground samples and half query samples). K-nearest neighbor (k = 1), the simple clas-

sifier, and Euclidean distance, the simple distance metric, are exploited to evaluate the

classification performance. In addition, in order to ensure the statistics of significance,

the classification experiment is independently and repeatedly conducted 50 times. Ac-

cordingly, the classification accuracies during the 50 trials are recorded respectively. The

obtained statistics, in terms of the mean and standard deviation depending on 50-trial

classification accuracies, are shown in Table 4.2.
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Table 4.2: Image Feature Comparison for Image Random Rotation and Scaling in
Colon CT Images Classification Experiment (Classification Rate: µ± σ)

Scenario 1
Rotation Only
[−180◦, 180◦]

Scenario 2
Rotation Only

[−20◦, 20◦]

Scenario 3
Rotation Only

[−10◦, 10◦]

Scenario 4
Scaling Only

[0.8, 1.2]
LBP[208] 31.24%± 4.08% 76.41%± 4.01% 83.22%± 2.86% 64.50%± 4.89%
GF[205] 20.59%± 3.35% 50.11%± 3.86% 58.63%± 3.68% 96.89%± 1.19%

GLCM[211] 45.09%± 3.54% 61.65%± 3.67% 75.93%± 3.82% 93.00%± 2.25%
SV[231] 59.02%± 4.35% 62.76%± 4.29% 71.37%± 3.84% 76.72%± 2.97%

HOG[229] 38.47%± 2.52% 79.13%± 5.17% 84.34%± 1.40% 58.69%± 3.85%
PPMEH 59.78%± 4.83% 79.37%± 4.28% 85.73%± 3.02% 94.15%± 2.51%

PPMEH-FT 62.17%± 3.51% 80.11%± 2.35% 86.35%± 4.35% 91.20%± 2.43%

Scenario 5
Scaling Only

[0.9, 1.1]

Scenario 6
Rotation

[−180◦, 180◦]
+

Scaling
[0.8, 1.2]

Scenario 7
Rotation

[−20◦, 20◦]
+

Scaling
[0.8, 1.2]

Scenario 8
Rotation

[−10◦, 10◦]
+

Scaling
[0.9, 1.1]

LBP[208] 88.57%± 2.81% 21.96%± 3.08% 58.15%± 4.18% 80.15%± 3.43%
GF[205] 97.02%± 0.94% 16.63%± 3.39% 65.85%± 4.64% 66.00%± 3.77%

GLCM[211] 98.11%± 1.37% 45.57%± 3.90% 50.09%± 4.36% 66.11%± 4.05%
SV[231] 87.78%± 2.81% 51.28%± 4.27% 52.04%± 3.74% 66.65%± 3.99%

HOG[229] 74.13%± 3.63% 18.91%± 3.45% 41.95%± 2.26% 54.78%± 4.48%
PPMEH 96.67%± 2.50% 51.13%± 4.47% 74.26%± 3.48% 81.23%± 3.72%

PPMEH-FT 94.02%± 2.72% 52.84%± 2.61% 74.65%± 2.56% 83.37%± 2.99%

Generally speaking, the proposed PPMEH-FT achieves comparably good classification

performance in terms of the mean and standard deviation of classification accuracies

after 50 independent and repeated trials. The PPMEH-FT is robust in the face of image

random rotation, random scaling and particularly, the conjunction of random rotation

and scaling. For image random rotation issues (Scenario 1, Scenario 2 and Scenario 3),

the PPMEH-FT achieves the best performance, which evidences that the incorporation

of DFT is capable of enhancing the robustness against image random rotation, in contrast

to the basic PPMEH. For image random scaling issues (Scenario 4 and Scenario 5), GF

is the best for Scenario 4 and GLCM is the best for Scenario 5. Although PPMEH and

PPMEH-FT cannot outperform the GF and GLCM, PPMEH still achieves a competitive

result. For the concurrent occurrence of image random rotation and scaling (Scenario

6, Scenario 7 and Scenario 8), the PPMEH-FT achieves the best performance. The

simultaneous occurrence of image rotation and scaling is a more challenging circumstance

than others. Such a hybrid issue is quite often encountered in medical image classification

practice. As demonstrated in Table 4.2, the proposed PPMEH-FT is more robust than

the basic PPMEH when dealing with the concurrent occurrence of image rotation and

scaling.
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Figure 4.11: The illustration of sliding window size selection to cope with MRI im-
age random scaling in Scenario 4 and Scenario 5, respectively, where the classification

accuracy of PPMEH is adopted as the selection criterion

4.3.4 Experiment 3: Categorization of Given MRI Samples to Correct

Head Scan Group

In medical practice, given a patient head MRI scan, several samples stored in a large-

scale gallery need to be retrieved for case study and comparison by a radiologist. Such

retrieval is conducted depending on image content similarity. In this experiment, the

image retrieval problem for head MRI scans can be regarded as a classification problem.

To be explicit, the features (PPMEH and PPMEH-FT) corresponding to MRI scans in

background database are generated and scattered in the feature space. Furthermore,

the given query MRI scan is categorized into the correct head MRI group (such group

also contains the given query scan) via K-nearest neighbor, according to feature-based

similarity. Then, the assigned group label is verified, since the real category label for

the given query MRI scan is already known. This experiment is performed by following

the same setting presented in Subsection 4.3.3; that is, the parameters to yield the

proposed image features, the scenarios to simulate diverse imaging circumstances, and

the experiment setup are all maintained in the same way (as shown in Figure 4.11, sliding

window size is tuned to 11 × 11). The obtained statistics regarding the classification

performance and the comparison among the different state-of-the-art approaches are

demonstrated in Table 4.3.

Similar to the results obtained in the previous experiment, the PPMEH-FT achieves

the best performance in terms of random rotation issues (Scenario 1, Scenario 2 and

Scenario 3), and hybrid random rotation and scaling issues (Scenario 6, Scenario 7 and
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Table 4.3: Image Feature Comparison for Image Random Rotation and Scaling in
Head MRI Images Classification Experiment (Classification Rate: µ± σ)

Scenario 1
Rotation Only
[−180◦, 180◦]

Scenario 2
Rotation Only

[−20◦, 20◦]

Scenario 3
Rotation Only

[−10◦, 10◦]

Scenario 4
Scaling Only

[0.8, 1.2]
LBP[208] 37.95%± 5.00% 41.93%± 5.22% 53.00%± 5.48% 53.00%± 5.92%
GF[205] 24.74%± 3.88% 40.45%± 5.10% 47.50%± 5.58% 76.45%± 5.34%

GLCM[211] 32.62%± 4.29% 37.90%± 4.60% 40.62%± 5.18% 40.71%± 3.86%
SV[231] 24.86%± 3.08% 28.79%± 3.85% 30.57%± 3.40% 36.95%± 4.76%

HOG[229] 40.23%± 4.98% 47.14%± 5.60% 48.57%± 3.56% 49.76%± 5.14%
PPMEH 54.83%± 4.72% 66.57%± 4.85% 75.24%± 3.11% 82.14%± 4.94%

PPMEH-FT 60.23%± 3.73% 75.00%± 4.12% 80.35%± 3.77% 81.66%± 3.08%

Scenario 5
Scaling Only

[0.9, 1.1]

Scenario 6
Rotation

[−180◦, 180◦]
+

Scaling
[0.8, 1.2]

Scenario 7
Rotation

[−20◦, 20◦]
+

Scaling
[0.8, 1.2]

Scenario 8
Rotation

[−10◦, 10◦]
+

Scaling
[0.9, 1.1]

LBP[208] 64.14%± 5.14% 29.62%± 4.74% 27.33%± 4.25% 44.02%± 4.78%
GF[205] 79.43%± 5.06% 22.95%± 4.25% 38.98%± 4.75% 46.38%± 5.47%

GLCM[211] 46.86%± 5.27% 30.74%± 4.34% 31.76%± 4.33% 37.12%± 4.25%
SV[231] 42.93%± 5.17% 25.07%± 4.08% 33.64%± 4.48% 38.00%± 4.91%

HOG[229] 49.28%± 3.26% 35.71%± 3.24% 37.14%± 3.53% 45.23%± 3.58%
PPMEH 87.31%± 3.37% 42.45%± 4.42% 57.41%± 4.66% 70.48%± 4.04%

PPMEH-FT 84.64%± 0.0378 44.16%± 0.0439 59.52%± 0.0495 75.47%± 0.0508

Scenario 8). For the image random scaling issues (Scenario 4 and Scenario 5), PPMEH

achieves the best performance while PPMEH-FT and GF are ranked second and third,

respectively.

4.3.5 Experiment Results Analysis

The LBP represents an image by statistics of the local pixel intensity variations in a

binary string framework. These local pixel intensity variations correspond to the image

local structures such as lines, spots, ridge, weak edge and even noise. However, the

LBP operator is unable to distinguish the salient local structures from the trivial ones.

Consequently, the LBP carries out an undifferentiated treatment to all local patterns

including salient and trivial ones. Therefore, the redundant information corresponding

to the trivial local patterns is still preserved and involved in the LBP histogram, which

leads to the degradation of the classification performance. On the contrary, the PPMEH

and PPMEH-FT focus on the salient local structures instead of the trivial ones; that is,

the trivial details are filtered out in the proposed local structure detection phase.
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The Gabor filter bank is predefined based on the multi-orientations and scales. Com-

pared with the PPMEH and PPMEH-FT, the GF kernel bank only depends on the

limited directional filters to produce the limited directional filter responses. Therefore,

the GF cannot compete with PPMEH and PPMEH-FT in the case of image random

rotation, because PPMEH and PPMEH-FT involve more spatial orientation information

than the GF. For the image scaling issue, the robustness of PPMEH and PPMEH-FT

is equivalent to that of the GF. Although different from the conventionally predefined

multi-scale strategy, the local self-adaptation mechanism in the PPMEH and PPMEH-

FT framework is still capable of coping with the local structure variation caused by

image scaling.

The GLCM is a tabulation of how often the different combinations of pairwise pixel

intensities are presented in a given image. In order to represent image texture, several

statistics such as contrast, correlation, energy and homogeneity are calculated based

on the obtained GLCM. The GLCM usually covers four fixed directions 0◦, 45◦, 90◦

and 135◦, which provide less orientation information than the PPMEH and PPMEH-FT

schemes. Therefore, the GLCM is not able to compete with the PPMEH and PPMEH-

FT in respect of image random rotation. For the image random scaling issue, the

GLCM involves four predefined lags in every direction to deal with the image local scale

variation. This is a typical multi-scale strategy and cannot work well if the predefined

lags do not appropriately match the real local scales, or the predefined lags are limited.

The SV is a spatial autocorrelation function to represent image spatial correlation. Ei-

ther image rotation or scaling can change SV functions. Accordingly, the discrimination

of SV features is degraded. Even under minor rotation or minor scaling, SV features are

significantly varied. This is evidenced by the poor classification performance in Scenario

3, Scenario 5 and Scenario 8 in Table 4.2 and Table 4.3.

The HOG adopts gradient information to depict local image structures, which lies on

the same foundation as PPMEH and PPMEH-FT. Being different from PPMEH and

PPMEH-FT, however, HOG suffers from the following two technical defects: (i) simi-

lar to LBP, HOG involves some trivial spatial information and accordingly, the formed

histogram is over-informative. For medical image classification practice, involvement of

complete spatial attributes is not always helpful to reinforce the feature discrimination,
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but the salient ones are undoubtedly worthy of serious consideration. Hence, the infor-

mation redundancy leads to the degradation of the HOG classification performance; (ii)

gradient is very sensitive to random noise. Since the majority of MRI images contain

random noise, HOG performs comparably poorly in the MRI classification experiment.

Most of the head MRI scans are corrupted by real random noise (shown in Figure 4.3).

The image features involved in this study have different noise robustness. The LBP treats

noise as a microstructure pattern and involves it in the binary string-based histogram

statistics. Accordingly, its performance in such a noisy head MRI scan classification

experiment is unsatisfactory. Gabor filter yields intensive response for local structures

whose spatial frequency fittingly matches the predefined filter scale. However, the noise

can be regarded as a microstructure with high spatial frequency. Therefore, the Gabor

filter with fine scale generates prominent filter response for noise, and the classification

performance consequently drops. The GLCM and SV are pairwise pixel-based statistical

features. Under noise corruption, the image pixel intensities are randomly altered and

such statistical features are accordingly changed. As a consequence, the classification

performance is influenced. Regarding the proposed PPMEH and PPMEH-FT, their

noise robustness can be ensured because of the following measures adopted in the local

structure detection procedure: (i) the adoption of the noise-robust anisotropic Gaussian

first-derivative kernel, not only for the local feature preservation but also for the noise

resistance; and (ii) the utilization of the smoothing parameter for the noise suppres-

sion. As examples of noisy medical images, the superiority of the proposed robust local

structure detection scheme is illustrated in Figure 4.12.

Table 4.2 and Table 4.3 demonstrate that there are classification performance dispari-

ties between PPMEH and PPMEH-FT: (i) for the scenarios involving image rotation,

PPMEH-FT is always better than PPMEH; and (ii) for the scenarios only concerning

image scaling, PPMEH outperforms PPMEH-FT. Such performance disparities can be

attributed to the adoption of 1D DFT on PPMEH (PPMEH is treated as a 1D signal).

DFT magnitude spectrum is able to capture the general pattern of original PPMEH

signal on frequency domain, even in the presence of signal shift (PPMEH signal shift

is caused by image rotation). Hence, PPMEH-FT can be more robust and achieve bet-

ter classification performance than its original version PPMEH, when image rotation

happens. However, DFT magnitude spectrum also lose some frequency details of orig-

inal PPMEH signal, since finite Fourier frequency components are used for DFT. For
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scaling-only cases, PPMEH which can preserve more signal details, consequently yield

higher classification rate than PPMEH-FT.

4.4 Conclusion

In this chapter, a series of new concepts: image gradient force, particle potential motion

probability, particle potential motion entropy and self-information are introduced, de-

fined and interpreted, respectively. Based on such concepts, two robust image features,

PPMEH and PPMEH-FT, are proposed to cope with the multi-effect of image rota-

tion, scaling and noise in medical image classification tasks. The experimental results

on colon CT and head MRI image datasets demonstrate that the presented PPMEH

and PPMEH-FT provide generally satisfactory classification performance in contrast to

other state-of-the-art image features. Besides, the experimental results suggest that the

proposed PPMEH and PPMEH-FT can be applied to a medical image classification and

retrieval system with large databases.
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(a) (b)

(c) (d)

(e) (f)

Figure 4.12: The illustration of the noise robustness of the proposed local structure
detector: (a) the colon CT slice in Figure 4.1c degraded by the synthetic Gaussian noise
(σn = 30); (c) the heads MRI scan in Figure 4.3a and (e) Figure 4.3b carry real noise;
(b), (d) and (f) are the corresponding binary indicators obtained by the proposed local

structure detector



Chapter 5

Robust Segmentation Module for

Fully Automated Latent

Fingerprint Matcher

5.1 Introduction

The pioneering study of fingerprint identification for distinguishing criminals can be

traced back to [245]. The fingerprint inadvertently left by a person at a crime scene

is capable of identifying a criminal or excluding a suspect. Fingerprints collected from

crime scenes are compared to the fingerprints collected from suspects so that the finger-

prints belonging to criminals can be identified [246]. As a consequence, an Automated

Fingerprint Identification Systems (AFIS) was established and developed to satisfy such

urgent need [247]. One important function of the AFIS system is to identify suspects

against a large fingerprint database from an unknown fingerprint. There are two basic

ways of searching. One approach is fingerprint indexing including classification, where

the query fingerprint is mapped into a cluster with similar characteristics and such

clusters will become the candidates for further inspection. The second approach is to

perform matching on a one-to-one basis against the whole database. In principal, the

first approach is more efficient. However, even though some progress has been made on

the partial fingerprint indexing [248], few literatures have been found on latent finger-

print indexing. Existing latent fingerprint identification work is virtually on a one-to-one

109
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(a) (b) (c)

Figure 5.1: Three types of fingerprint: (a) the rolled print; (b) the plain print; and
(c) the latent print

basis which is also our focus in this thesis. Therefore in the remainder of the chapter,

our AFIS discussion is restricted to the category of one-to-one matching unless stated

otherwise. AFIS is widely used to identify three main types of fingerprint: the rolled,

the plain and the latent. The rolled fingerprint is a print which is obtained by rolling

the finger from one side of the nail to the other side of the nail (namely, nail-to-nail) on

a card or inside a platen scanner (shown in Figure 5.1a). The plain is a print collected

by pressing the finger down on a card or placing the finger flat on a scanner (shown in

Figure 5.1b). The latent fingerprint is acquired from a crime scene where the print is

not intentionally left by a suspect or criminal (shown in Figure 5.1c). Both rolled and

plain fingerprints are acquired in a controlled mode; that is, they are typically of good

quality and are rich in reliable detailed features (e.g. minutiae). Consequently, AFIS

is able to handle the rolled and plain identification cases in fully automatic mode. In

contrast, the fingerprint in latent images is usually small-sized, overlapped with other

image components and blurred due to the following possible causes:

• Small area: most fingerprints collected from crime scenes are not complete but

partial (shown in Figure 5.2a);

• Overlapping with other structured components: fingerprints usually overlap with

other structured noise such as arch, line, character, stain, and graphic pattern

(shown in Figure 5.2b);

• Blur: most fingerprints acquired from crime scenes have large distortions due to

the pressure variations when the fingers touch or press down on the object surface

(shown in Figure 5.2c).
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(a) (b)

(c)

Figure 5.2: Challenges involved in latent print images: (a) small area in ROI; (b)
overlapping with a variety of structured noise; and (c) blur

All of the above-mentioned adverse effects are not solely encountered but concurrently

confronted, therefore latent fingerprint images are generally of poor quality. Considering

that AFIS primarily depends on sufficient and reliable features, the latent fingerprint

identification based on automatically extracted features is inaccurate; that is, the poor

image quality imposes difficulties on the automated feature extraction so that the ex-

tracted features are limited and most of them are not reliable. Consequently, the fully

automated matching conducted by AFIS based on the limited and unreliable features

would lead to an inaccurate result. In order to ensure the reliability and accuracy of

latent fingerprint identification, the good-quality region of interest (ROI) as well as the

reliable features are often manually marked instead of automatically extracted. With

human intervention involved, for latent fingerprint identification, the semi-automatic

mode rather than the fully automatic mode is adopted.

Semi-automatic latent fingerprint identification procedure consists of the following four

stages: (i) the ROI in latent images is manually labeled; (ii) based on the labeled ROI,
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the features such as minutiae, singularity, ridge quality map, orientation field, ridge

wavelength map, and skeleton are manually extracted [249]; (iii) the marked features

are uploaded to a latent fingerprint matcher, then are automatically matched against

the features derived from the rolled / plain fingerprints in the background database; and

(vi) according to the matching scores, the candidate rolled / plain prints are retrieved,

and the candidates are visually verified by latent examiners. After visual verification,

the most likely archived fingerprint in the background database might be found. If not

found, a new search routine with more cautious ROI labeling, feature extraction, and

visual verification would be conducted to obtain the most likely candidate. For semi-

automatic mode in latent fingerprint identification, the resultant accuracy is satisfactory

[250].

In order to reduce the cost of expert work, a fully automated latent fingerprint matching

and identification system is needed [253]. This is also desirable for the advancement of

the technology [251, 252]. We propose a latent matching algorithm, without involving

many manually marked features, which only uses the minutiae information provided by

latent experts. Given that [249, 250] the most elaborately marked features (e.g. singu-

larity, ridge quality map, orientation field, ridge wavelength map, and skeleton) made by

humans are not considered and used in the proposed matching system, human interven-

tion is remarkably reduced. However, the minutiae extraction still proceeds manually.

In order to avoid the human intervention and achieve a high degree of automation,

the development of a ROI segmentation method and minutiae set-based latent matcher

could be another possible solution. Recently, the ROI detector and the minutiae level

matching algorithm have been the subject of several studies.

Several approaches have been proposed to address the problem of ROI segmentation.

An automated ROI segmentation technique is presented in [256]. For the proposed

technique, however, the local orientation and spatial frequency are estimated by using

a local pixel intensity projection which is sensitive to the variation of pixel intensity

caused by structured noise. [258] generates an ideal “ridge-valley” pattern template and

then uses the cross-correlation between a local image patch and the generated template

to evaluate the local fingerprint quality. The frequency of an ideal “ridge-valley” pattern

template is predefined according to the fixed empirical value, therefore, the generated

template is not adaptive to the real local spatial frequency. A total variation (TV)

model-based approach is proposed to handle the latent fingerprint segmentation task.
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In this approach, the latent fingerprint image is decomposed into cartoon and texture

layers and the ROI is detected based on the texture layer by using traditional segmenta-

tion methods [254, 255]. However, the proposed TV model incorporates the orientation

field which is directly calculated from the original poor-quality latent image. Thus, the

directional information used in the proposed TV model is not reliable. [257] presents an

automated method based on orientation tensor and local ridge frequency to concurrently

localize the ROI in latent images. However, the local ridge frequency directly estimated

from local Fourier analysis on the original latent patch is sensitive to the presence of

structured noise. [253] proposes a dictionary learning-based segmentation and enhance-

ment method, where the multilayer ridge structure dictionaries from the coarse level

to fine level are separately established by using a dictionary learning algorithm. Such

an approach heavily relies on the learned dictionaries and the training patches being

preselected from the good-quality rolled fingerprint images. It is demonstrated that a

dictionary learned from the target image is preferable (target image means the image

currently being processed), since such dictionary can be more adaptive to the target

image [49]. However, the ridge structure dictionaries are not learned from the query

latent images but from the rolled ones. Therefore, the potentially useful “ridge-valley”

pattern in latent fingerprint images are not utilized but ignored in [253].

For the reported latent fingerprint matching algorithms, the manual markup of minutiae

is regarded as a common practice in latent fingerprint identification cases. This is not

only to ensure the matching accuracy but also to keep the latent matcher in proper

working condition. [251, 252] only consider the manually marked minutiae as the sole

input for the hough transform (HT)-based matcher. Due to the involvement of manually

marked minutiae (ground truth), the proposed matcher could achieve a satisfactory

matching result. However, the straightforward adoption of the minutiae extracted by

automated computer programs (e.g. Verifinger SDK) on low-quality latent images is

most likely to result in a poor matching performance. Because of poor quality and

overlapping structured noise in latent images, a fair amount of spurious minutiae is

possibly yielded via a fully automatic procedure. Consequently, the proposed latent

matcher is not robust but vulnerable to the corruption caused by spurious minutiae. [249,

250] also propose the baseline matching algorithm which takes only the manually marked

minutiae as the matcher input. Similar to [251, 252], the proposed matching approach

is also sensitive to the presence of spurious minutiae. Apparently, the robustness and
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tolerance of the minutiae-level matcher for spurious minutiae is therefore an important

property and plays a critical role when fulfilling poor-quality fingerprint matching duties.

The work on a robust fingerprint matcher for rolled prints has been proposed [259]. In

[259], a fingerprint matcher based on the genetic algorithm (GA) is developed to deal

with the significant occlusion and clutter of minutiae caused by low-quality prints. This

method achieves good performance when handling low-quality rolled prints. However,

the matching performance for latent prints is still unknown. In addition, the proposed

matcher heavily depends on the local minutiae triangle-based fitness function. Since the

local triangle generation based on each triplet of minutiae is computationally intensive,

such a type of fitness function is too inefficient for GA-based optimization to solve the

large-size minutiae set matching problem.

The state-of-the-art latent fingerprint matcher is unavailable in public domain. Although

one commercial off-the-shelf (COTS3) matcher has been assigned as a latent matcher

for latent print matching task as well as performance evaluation, such matcher is not

accessible to the researchers [253, 257]. Except COTS3, there is no fully-automated la-

tent matcher which is publicly available. In this chapter, we propose a robust minutiae

set-based matcher embedded with a self-learning module for ROI identification in latent

fingerprint images. The proposed latent matcher integrates the following two modules:

(i) the dictionary learning (DL)-based ROI segmentation scheme; and (ii) the GA-based

minutiae set matching unit. For the DL-based ROI segmentation scheme, the dictionary

is firstly learned from the query latent fingerprint image. Then, based on the learned

dictionary, the “ridge-valley” pattern elements (dictionary atoms) can be automatically

identified. Furthermore, the sparse representation for the original latent image patches

is performed. Finally, depending on the presence or absence of the sparse coefficients

that correspond to the identified “ridge-valley” atoms, the foreground (fingerprint re-

gion) is segmented. In the GA-based minutiae-level matching unit, the two minutiae

sets, one from the segmented ROI in the query latent image (obtained via segmentation

module) and the other from the print currently being compared, are extracted before-

hand through a normal automated minutiae extraction program like Verifinger SDK,

which is widely available to the public. Then, according to the affine transformation

parameters estimated by GA, the minutiae set alignment between the query latent and

the compared print is performed. Furthermore, after aligning two sets of minutiae, the

correspondence between the two sets needs to be found. Accordingly, the corresponding
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minutiae points between the query latent and the compared print can be paired. Finally,

the number of matched minutiae is obtained and simply regarded as the matching score.

The main contributions of this chapter are summarized as follows:

• In this chapter, we introduce a multi-module matcher to cope with the latent fin-

gerprint matching problem. The proposed system is performed in a fully automatic

mode. Experimental results based on NIST SD27 demonstrate that the proposed

matcher, with the proposed segmentation module (SM) (say, proposed matcher +

proposed SM), can achieve a 33.692% penetration rate. Comparative experiments

have been conducted to evaluate the effect of the different SMs by using the pro-

posed matcher with and without SM. By designating the proposed matcher without

SM as the baseline (say, proposed matcher only), the benchmark penetration rate

is 38.728%. Based on the benchmark, the proposed matcher with the state-of-the-

art SM such as [253] (say, proposed matcher + SM [253]) only achieves a 38.321%

penetration rate. The relative penetration rate enhancement percentage for “pro-

posed matcher + proposed SM” (13.00% = |33.692%−38.728%|
38.728% ) is at least tenfold

better than that of “proposed matcher + SM [253]” (1.05% = |38.321%−38.728%|
38.728% ).

• The fully automated ROI segmentation module is plugged into the proposed la-

tent matcher and is performed as the preprocessing procedure for the subsequent

matching task. The proposed SM consists of the following phases: (i) the image

structure dictionary learning; (ii) the “ridge-valley” atom identification; and (iii)

the sparse coding and ROI segmentation. The existing method requires the estab-

lishment, in advance, of a dictionary from the high-quality rolled image patches

[253]. In contrast to such conventional methods, we propose building up the struc-

ture dictionary directly learned from the query latent image. As demonstrated in

[49], a learned dictionary based on the target image can better adapt to the target

image. Therefore, the dictionary obtained in the proposed SM is not good-quality

rolled image patches-determined, but rather, query latent image-oriented.

• The robust latent matching unit consists of the following stages: (i) the ROI-

based minutiae extraction; (ii) the GA-based minutiae set alignment; and (iii) the

counting of paired minutiae. Existing method demands yielding of local minutiae

descriptors during iteration of GA optimization [259]. In contrast to such conven-

tional methods, the global topology of the entire minutiae set is directly adopted in
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the proposed matching unit instead of the local minutiae structure. Accordingly,

the proposed matching unit is more robust in the presence of spurious minutiae

and more efficient in the matching.

The rest of this chapter is organized as follows: in Section 5.2, the details of the pro-

posed matching system are introduced; in Section 5.3, ROI-based minutiae extraction,

and latent fingerprint matching experiments are implemented, respectively. In the ROI-

based minutiae extraction experiment, by adopting the obtained ROI in the automated

segmentation module, the reduction of spurious minutiae points as well as the preser-

vation of genuine ones are assessed. In the latent fingerprint matching experiment, the

matching performance of the introduced latent matcher is evaluated; in Section 5.4, the

conclusion is presented.

5.2 Proposed Latent Fingerprint Matching System

In this section, the proposed multi-module matching system for latent fingerprint is pro-

posed, which consists of the two following modules: (i) a dictionary learning-based ROI

segmentation scheme; and (ii) a genetic algorithm (GA)-based minutiae set matching

unit.

5.2.1 Dictionary Learning-Based ROI Segmentation Module

5.2.1.1 Query Latent Image-Based Dictionary Learning

The dictionary learning procedure is performed based on the query latent fingerprint

image instead of the good-quality rolled or plain print images. As suggested in [49], a

learned dictionary based on the target image can better adapt to the target image and

more specifically represent the intrinsic signal structure in the target image. Compared

with other image-based learned dictionary, the target image-based dictionary can more

effectively keep the scale consistency for the real signal structures; that is, the signal

structure scales in other images might be more, or less, different from those in the

target image. Therefore, the other image-based dictionary atoms often do not fittingly

model the real-scale structures in the target image. Accordingly, the image restoration
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tasks such as denoising and inpainting are conducted according to the target image-

based dictionary rather than the other image-based dictionary or the predefined analytic

dictionary (e.g. wavelets, curvelets and DCT basis) [49]. Inspired by the advantage of

the target image-based dictionary, the dictionary learned from the query latent image is

beneficial to the following “ridge-valley” atom identification phase.

The dictionary learning for the query latent image can be mathematically formulated as

follows: let S = {si |i = 1, 2, 3, ..., N } as the training set, where si is the vector obtained

after the vectorization of the latent image block pi with size w×w and N is the number

of selected image blocks in the latent fingerprint image. In this study, the image blocks

centered at all pixels are vectorized to form training set S (N = H ×W , where H and

W denote image height and width, respectively). The purpose of dictionary learning is

to establish a numerical dictionary D with size Ns×Na, based on the training set S (Ns,

denoting the atom vector dimension, where Ns = w × w and Na stands for the atom

number). Such established dictionary D can effectively represent the vectorized image

block si in a sparse way. In order to obtain dictionary D, the following optimization

problem needs to be solved

min
D,Γ
‖S−DΓ‖2F s.t. ∀i, ‖γi‖0 ≤ K (5.1)

where Γ is the sparse coefficient matrix with size Na × N . γi is the ith column vector

in sparse coefficient matrix Γ and also corresponds to the ith vectorized image block si.

‖·‖F and ‖·‖0 denote the Frobenius norm and the l0 norm, respectively. ‖γi‖0 is equal

to the number of non-zero elements in vector γi. Therefore, in order to obtain the sparse

vector γi, the regulator ‖γi‖0 ≤ K ensures that the non-zero elements in vector γi are

less than the sparsity parameter K. Although l0 is the limit of lp when p approaches

zero, it is not a true norm (unlike the l1 norm which has all the properties of a true

norm) and also leads to the NP-hard problem. In order to avoid the NP-hard problem,

the above l0 norm-based regulator ‖γi‖0 ≤ K in Equation 5.1 can be replaced by the

convex l1 norm-based regulator min (‖γi‖1). Accordingly, Equation 5.1 is updated in

the following approximate form

min
D,Γ

(
‖S −DΓ‖22 + λ

N∑
i=1

‖γi‖1

)
(5.2)
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(a) (b)

Figure 5.3: The dictionary D is learned directly from the given query latent image
by ODL: (a) original query latent image (U224 in NIST SD27); and (b) its learned

dictionary D (Na = 100 and K = 2)

where Frobenius norm ‖·‖F has been embodied by the l2 norm and λ is the Lagrange

coefficient to balance the data fitting and sparsity level. For solving the optimization

problem in Equation 5.2, the sparse coefficient matrix Γ and the dictionary D are alter-

natively updated as follows: (i) keeping D fixed, compute the sparse coefficient matrix Γ;

then (ii) keeping Γ fixed, update the dictionary D. The above two steps are iteratively

repeated until convergence is reached. In order to learn a dictionary D, one can ap-

ply any available dictionary learning technique such as MOD [260], KSVD [49] or ODL

[262]. As reported in [262], an alternate optimization of sparse coding and dictionary

update is performed based on a subset of the training data. Such subset continues to

be augmented with a new training sample. Based on the outcome of the previous itera-

tion, the same alternate optimization is executed again for new training data. The ODL

repeats until all training samples have been used. As demonstrated by the experiments

in [262], ODL is faster than MOD or KSVD. Because the large size of the training set

is produced based on the dense training set pick-up strategy and the whole training

set has to be used by MOD and KSVD at each iteration, both MOD and KSVD are

computationally expensive. Therefore, instead of MOD and KSVD, ODL is applied to

learn the dictionary for query latent fingerprint image due to its more efficient learning

mechanism and lower computational complexity. The dictionary D learned from the

given query latent image by using ODL is shown in Figure 5.3.
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5.2.1.2 Ridge-Valley Atom Identification

The atoms with a “ridge-valley” pattern need to be distinguished from the ones which are

not structured as a “ridge-valley” pattern. Detection or modeling of the “ridge-valley”

pattern is not a new subject and the previous works have been reported in [256, 258],

however, it is still a challenging task. Although the “ridge-valley” pattern is one type of

intrinsic signal structure in latent fingerprint image, such a pattern is usually mingled

with other types of structured noise (e.g. arch, line, character, stain, speckle and motif)

and even vague or disconnected due to the wet or dry prints. Accordingly, the direct

detection or straightforward modeling for such a pattern based on the original latent

image patch is inaccurate. In contrast to the original patch-level detection, atom-level

detection is easier and more reliable; that is, the dictionary learning procedure is not

only for signal structural decomposition but also for signal structure refinement. After

completion of dictionary learning, the intrinsic signal structures at atom level become

more salient and easier to be distinguished. Because the identified “ridge-valley” atoms

play a crucial role in the subsequent sparse coefficient-based ROI segmentation phase,

development of a fully automated identification approach is necessary.

In this study, a local Fourier analysis and cross-correlation-based method is proposed,

which consists of the following steps:

• Step 1: Given a learned dictionary D = {dk |k = 1, 2, ..., Na }, each single atom

vector dk with dimension Ns needs to be converted to the atom patch pdk with

size w × w (Ns = w × w) (shown in Figure 5.4a);

• Step 2: Input an atom patch pdk , the 2D Discrete Fourier Transform (2D DFT) is

applied to pdk , then the spectrum DFT (pdk) in the frequency domain is obtained

(shown in Figure 5.4b);

• Step 3: In the spectral magnitude map |DFT (pdk)| (rearranged by moving the

zero-frequency component to the center), the paired highest magnitude points

are detected within the frequency range corresponding to the ridge period range

[3 pixels, 20 pixels]. Such ridge period range can cover most image underlying

structures from low spatial frequency to high spatial frequency. The bandpass con-

straint in the frequency domain corresponding to the ridge period range [3 pixels,
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Figure 5.4: The illustration of the details during the automated “ridge-valley” atom
identification procedure: (a) the “ridge-valley” atom patch (pd66 in Figure 5.3b); (b) the
spectral magnitude map |DFT (pd66)|; (c) the frequency bandpass filter corresponding
to the ridge period range [3 pixels, 20 pixels]; (d) the constrained spectral magnitude
map depending on (c); (e) the calculated orientation od66 ; (f) the reconstructed “ridge-
valley” pattern ud66 ; and (g) the 1D sinusoidal-shaped wave modeled based on the pixel

intensities along the green dashed line indicated in (f)
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Figure 5.5: The examples of atom-based identification for various atoms: (a) the
“ridge-valley” atom (pd66 in Figure 5.3b); (b) and (c) are the reconstructed ud66 , the
calculated xcorrpd66 ,ud66

and vd66 for (a), respectively; (d) the line-like atom (pd45 in
Figure 5.3b); (e) and (f) are the reconstructed ud45 , the calculated xcorrpd45 ,ud45

and
vd45 for (d), respectively; (g) the periodical speckle atom (pd57 in Figure 5.3b); (h) and
(i) are the reconstructed ud57 , the calculated xcorrpd57 ,ud57

and vd57 for (g), respectively

20 pixels] in the spatial domain is shown in Figure 5.4c. Such a frequency band-

pass filter masks the spectral magnitude map to yield the constrained spectral

magnitude map, and the highest magnitude points can be detected and shown in

Figure 5.4d (marked by red squares).

• Step 4: Based on the coordinate of paired points detected in Step 3, the orientation

odk for the currently processed atom patch pdk is calculated (for “ridge-valley”
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atom, the orientation odk is not along but across the ridge, as indicated by the

green dashed line in Figure 5.4e);

• Step 5: Reconstruct the “ridge-valley” pattern udk according to the magnitude and

phase corresponding to the detected points in the constrained spectral magnitude

map (the reconstructed udk is illustrated in Figure 5.4f), then calculate the cross-

correlation value xcorrpdk ,udk between the atom patch pdk and the reconstructed

“ridge-valley” pattern udk , according to Equation 5.3.

xcorrpdk ,udk =

∑
x,y

(α · β)√∑
x,y

(α2) ·
∑
x,y

(β2)
(5.3)

where α = fpdk (x, y) − f̄pdk ,udk and β = fudk (x− a, y − b) − f̄udk . fpdk (x, y)

and fudk (x, y) denote the atom image pdk and the reconstructed pattern udk ,

respectively. f̄pdk ,udk stands for the mean of fpdk (x, y) when overlapping with

fudk (x, y). f̄udk is the mean of the entire reconstructed pattern image udk . a and

b denote the offsets along the x− and the y− axis, respectively. Equation 5.3

indicates the pattern similarity between the atom patch pdk and the “ridge-valley”

pattern udk . The higher cross-correlation value is that the atom patch pdk is more

likely to represent the “ridge-valley” pattern.

• Step 6: For the reconstructed “ridge-valley” pattern udk , the pixel intensities along

the orientation odk are acquired to model a 1D sinusoidal-shaped wave, then the

wave peaks are detected to calculate the spatial ridge period vdk . The pixels along

odk are highlighted by the green dashed line in Figure 5.4f, and the modeled 1D

sinusoidal-shaped wave is shown in Figure 5.4g where the blue triangles indicate

the detected wave peaks;

• Step 7: Check whether the following two criteria are concurrently satisfied: (i)

xcorrpdk ,udk ≥ Thxcorr (Thxcorr is the threshold to determine the pattern simi-

larity and Thxcorr = 0.6 is empirically tuned after several trials); and (ii) vdk ∈

[5.3 pixels, 12.8 pixels] ([5.3 pixels, 12.8 pixels] is suggested in [257]. In the pro-

posed atom identification procedure, the broad range [3 pixels, 20 pixels] are first-

ly adopted to involve more potential candidate atoms, then the narrow range

[5.3 pixels, 12.8 pixels] are applied to filter out the unqualified atoms). If both are

satisfied, the currently processed atom patch pdk is regarded as the “ridge-valley”
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(a) (b)

Figure 5.6: The example of the identification results obtained by using the proposed
automated “ridge-valley” atom identification procedure: (a) the learned dictionary D
in Figure 5.3b; and (b) the identified “ridge-valley” atoms. The white patches indicate
that the original atoms with the same patch-wise coordinates in (a) are “ridge-valley”
ones, while the black patches label of the corresponding atoms in (a) are “non-ridge-

valley” ones

atom. Otherwise, label pdk is the “non ridge-valley” atom. Judgement depend-

ing on a single criterion is too limited to make a correct decision on atom level,

therefore, both criteria need to be simultaneously satisfied. As demonstrated in

Figure 5.5, the “non ridge-valley” atoms either satisfy xcorrpdk ,udk ≥ Thxcorr (here

Thxcorr = 0.6) or meet vdk ∈ [5.3 pixels, 12.8 pixels], however, they are not the

true “ridge-valley” atoms;

• Step 8: Check whether all the atoms in D have been judged. If not, go back to

Step 2. Otherwise, terminate the “ridge-valley” atom identification procedure and

output all the atom labels. An example of the “ridge-valley” atoms identification

for all the atoms in the learned dictionary is illustrated in Figure 5.6. In Figure

5.6b, the white patches indicate that the original atoms with the same patch-wise

coordinates in Figure 5.6a are “ridge-valley” ones, while the black patches label

that the corresponding atoms in Figure 5.6a are “non-ridge-valley” ones.

5.2.1.3 Sparse Coefficient-Based ROI Segmentation

The sparse coefficients, by projecting the image blocks in the query latent image on

to the learned dictionary, are utilized to determine whether the original image blocks

belong to the foreground. To be specific, the sparse projection from every single latent

image block to the learned dictionary yields the sparse coefficient vector. Given a single
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latent image block, the elements inside its sparse coefficient vector are quite different;

that is, most of the elements are zero while a few are non-zero. The non-zero elements in

the sparse coefficient vector measures the similarity between such a latent image block

and the corresponding atoms. Among the non-zero elements, the higher one indicates

that the corresponding atom is more similar to such an image block, while the lower

one indicates lower similarity. As a latent image block with a “ridge-valley” pattern

is considered as one part of a real fingerprint, the latent image block whose highest

non-zero element in the sparse coefficient vector corresponds to the “ridge-valley” atom

is regarded as the subset of the foreground. Otherwise, the image block whose highest

non-zero element in the sparse coefficient vector corresponds to the “non-ridge-valley”

atom is regarded as the background. Motivated by the presence or absence of the highest

non-zero sparse coefficients corresponding to the identified “ridge-valley” atoms in the

preceding stage, the ROI segmentation phase can proceed smoothly.

The generation of sparse coefficients can be mathematically formulated as the following

equation

s̃i = γ
(1)
i d1 + γ

(2)
i d2 + γ

(3)
i d3 + ...+ γ

(Na)
i dNa =

Na∑
k=1

γ
(k)
i dk (5.4)

where s̃i is the approximation of the given signal vector si (si is obtained after the vec-

torization for the latent image block pi). γ
(k)
i is the element inside the sparse coefficient

vector γi =
[
γ

(1)
i , γ

(2)
i , γ

(3)
i , ..., γ

(k)
i , ..., γ

(Na)
i

]T
. Due to the sparsity constraint in Equa-

tion 5.1, most atoms in dictionary D are not selected for the representation of si, but

only a small number of atoms are adopted. Accordingly, most elements in vector γi are

zero while a few are non-zero.

In this study, those non-zero elements inside the sparse coefficient vector γi are used for

ROI segmentation. Such a sparse coefficient-based ROI segmentation stage consists of

the following steps:

• Step 1: Initialize a vacant image M (all the pixel intensities are zero) with the

same size as the original latent fingerprint image, then divide the latent image into

the overlapping blocks (block size w×w, as shown in Figure 5.7b and Figure 5.7d)

and rearrange the obtained image blocks into the column vectors (here the training
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(a)

(b) (c)

(d) (e)

Figure 5.7: The illustration of the details during the automated sparse coefficient-
based ROI segmentation procedure: (a) the two types of image block in the latent
print image – the foreground block (marked by a pink square) and the background
block (marked by a green square); (b) the marked foreground block; (c) seeking the

specific atom corresponding to the max(
∣∣∣γ(∗)f

∣∣∣) for (b) (the found atom is identified as

the “ridge-valley” atom in the preceding phase); (d) the marked background block; and

(e) seeking the specific atom corresponding to the max(
∣∣∣γ(∗)b

∣∣∣) for (d) (the found atom

is labelled as the “non-ridge-valley” atom in the preceding phase)
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set S = {si |i = 1, 2, 3, ..., N } for dictionary learning is directly used, where si is

obtained after the vectorization for the image block pi);

• Step 2: Given a signal vector si, orthogonal matching pursuit (OMP) [263] is

applied to the given vector si for selecting a few atoms to sparsely approximate

si, then the sparse coefficient vector γi is obtained;

• Step 3: Find the highest non-zero absolute value
∣∣∣γ(∗)
i

∣∣∣ in the sparse coefficient

vector γi and the corresponding atom d(∗) in the dictionary D (shown in Figure

5.7c and Figure 5.7e);

• Step 4: Check whether the found atom d(∗) is the identified “ridge-valley” atom

(shown in Figure 5.7c and Figure 5.7e). Then, the pixel intensities inside the block

of M, whose size and block-wise coordinate are the same as the currently processed

block pi in the latent image, are tuned according to Equation 5.5.

Mpi(x, y) =


Mpi(x, y) + 1, d(∗) is “ridge− valley” atom

Mpi(x, y), d(∗) is not “ridge− valley” atom

(5.5)

where Mpi (x, y) denotes the pixel intensities inside the block of M, whose size

and block-wise coordinate are the same as the currently processed block pi in the

latent image.

• Step 5: Check whether all the signal vectors have been processed. If not, go back

to Step 2. Otherwise, terminate the calculation of the sparse coefficient for the

signal vector and output the image M (shown in Figure 5.8a);

• Step 6: All the pixel intensities in image M need to be normalized to the range

[0, 1], then the normalized image is binarized by Otsu’s adaptive threshold-based

segmentation method [268] (shown in Figure 5.8b);

• Step 7: A set of mathematical morphology operators such as close, open, hole-

filling, and small block removal are applied to the obtained binary image, and final-

ly, the maximal-area convex polygon containing the foreground regions is achieved

as the ROI (shown in Figure 5.8c).
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(a) (b)

(c)

Figure 5.8: The example of the ROI obtained by using the proposed sparse coefficient-
based ROI segmentation procedure: (a) the image M obtained after all the signal
vectors have been processed; (b) the binary image obtained by using the normalization
and Otsu’s adaptive threshold-based segmentation method; and (c) the polygonal ROI
obtained via the mathematical morphology operation and the maximal-area convex
polygon extraction (marked by a pink convex polygon over the original latent print

image U224 in NIST SD27)

5.2.2 Genetic Algorithm-Based Latent Matching Unit

5.2.2.1 ROI-Based Minutiae Extraction

The minutiae sets for the latent fingerprint images are extracted from the ROI obtained

in the segmentation module. As demonstrated in [249–252], the reliability of minutiae

plays a crucial role in the performance of the latent matcher. Obviously, the involve-

ment of spurious minutiae leads to the deterioration of the matching performance; that

is, the more spurious minutiae involved, the poorer the matcher behaves. However,

how to effectively reduce or even avoid the spurious minutiae in fully automatic mode

becomes a significant issue. As the outcome of the segmentation scheme, the resultant
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ROI is used for automated minutiae extraction which can not only effectively preserve

the genuine minutiae but also significantly reduce the false ones; that is, the genuine

minutiae are most likely to be detected within the ROI while the spurious ones caused

by the structured noise in the background are effectively eliminated by the ROI mask.

Therefore, the minutiae set obtained from the ROI in the latent image is supposed to

be reliable.

5.2.2.2 Problem Formulation for Minutiae Set-Based Fingerprint Matching

The minutiae set-based fingerprint matching can be mathematically formulated as fol-

lows: let C = {ci |i = 1, 2, ...,m} and L = {lj |j = 1, 2, ..., n} be the two-point set in R2

space (C stands for the minutiae set extracted from the currently compared print and L

denotes the minutiae set extracted from the ROI in the query latent print, respectively).

Both sets determine whether there is a specific affine transformation T = (θ, s, tx, ty) (θ

denotes the rotation angle, s represents the scaling factor, and tx and ty are the offsets

along the x− and the y− axis, respectively) that maps set C on to or close to set L

to indicate a correspondence. Therefore, seeking the affine transformation as well as

the correspondences (an exact one-to-one correspondence, or an approximate correspon-

dence) between both point sets C and L are coupled point matching problems. Here,

let (ci, lj) be one of the corresponding pairs under T, and denote ci = (xci , yci , oci , ptci)
T

and lj = (xlj , ylj , olj , ptlj )
T . (xci , yci) and (xlj , ylj ) are corresponding coordinates, oci ,

olj , ptci and ptlj denote the point orientation and type of ci and lj , respectively. The

formula of affine transformation is denoted as follows

(
xlj , ylj

)
= T [(xci , yci)] (5.6)

 xlj

ylj

 = s ·

 cos θ − sin θ

sin θ cos θ

 ·
 xci

yci

+

 tx

ty

 (5.7)

Equation 5.7 indicates that the coupled point matching problem can be regarded as the

parameter tuning problem; that is, with the optimal selection of the parameter, the cor-

responding affine transformation is generated. Given the optimal affine transformation,
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set C is mapped on to set L. After transformation, most of the points in set C being

close to the points in set L are regarded as matched points.

5.2.2.3 Minutiae Set-Based Matching Problem Solved by GA

Seeking the appropriate affine transformation parameters is important for the alignment

between the latent minutiae set and the compared print minutiae set. Such suitable

parameters ensure the largest overlap of global topology between the two point sets.

Considering that the affine transformation parameters need to be elaborately tuned,

the parameter optimization technique is necessary. In contrast to the deterministic

optimization algorithm, like the greedy searching method proposed in [249, 250], the

evolutionary optimization approaches have the advantage of computational efficiency

and the capability to effectively avoid the local optimum. As a consequence, GA, one

of the typical evolutionary optimization approaches, is applied to solve the minutiae

set-based matching problem.

To be specific, GA begins with the randomly initialized chromosomes which represent

the solution of the problem. In subsequent iteration, the updated chromosomes are

obtained by using various genetic operators. According to the fitness function, the

previous chromosomes are substituted by the updated ones when the updated ones are

judged to be fitter individuals than the previous ones. With the continuous iteration,

the chromosomes are motivated to evolve to the fittest individuals until the termination

of the algorithm. Because GA is not easy to trap into the local optimal and its searching

manner is potentially parallel, it has been broadly utilized to solve the point set matching

problem [265–267].

In order to use GA, the affine transformation parameters, namely rotation angle θ, scal-

ing factor s, and translation offsets tx and ty are coded as chromosome. The chromosome

vector is denoted as follows

Chrom = (θ, s, tx, ty)
T (5.8)

where each parameter value is a random real number and is restricted in an appropriate

range. Compared with binary coding, real number-based coding has the following ad-

vantages: effectively avert the Hamming cliff and avoid the decimal digits assignment.
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Each encoded chromosome corresponds to one parameter set of affine transformation to

align the point set. During the iterations of GA, the chromosomes are constrained in

the same range as they are randomly initialized.

To motivate the evolution of GA, the fitness of each chromosome needs to be evaluated.

In order to define the fitness function, coordinate distance ed and point orientation

difference eo need to be calculated in advance

ed =

√[
T (xci)− xlj

]2
+
[
T (yci)− ylj

]2
(5.9)

eo =
∣∣T (oci)− olj

∣∣ (5.10)

where T (oci) is point ci’s orientation after rotation caused by transformation T. Given

the resultant ed and eo, the fitness function is defined as follows

numt =


numt−1 + 1, if ed ≤ δd, eo ≤ δo, ptci = ptlj

numt−1, otherwise

(5.11)

where numt and numt−1 are the numbers of matched point pairs in the tth and (t− 1)th

iteration, respectively. Therein, the number of paired points is directly assigned as the

fitness function value. δd and δo are the tolerances for ed and eo, respectively. Equation

5.11 indicates that for every iteration all the matched point pairs need to be found and

counted when the following three criteria are simultaneously satisfied: (i) ed ≤ δd; (ii)

eo ≤ δo; and (iii) ptci = ptlj . Therefore, a chromosome producing a larger num (higher

fitness) is considered to be superior to the other chromosomes with a smaller num (lower

fitness). As such, the fittest chromosomes can be determined according to the fitness

values of all chromosomes. In addition, Equations 5.9, 5.10 and 5.11 not only consider

the global topology of the point set but also involve the point property such as point

orientation and type during the iterative evolution of GA.

To boost the evolution of GA, the GA operators such as selection, crossover and muta-

tion are also important. To be more specific, the selection operator is used to select the

chromosomes with higher fitness, which preserve and inherit the information of these
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fitter chromosomes into the next generation. Therein, the widely used Roulette Wheel

selection scheme is applied and the selection probability of each chromosome is propor-

tional to its own fitness value. Besides, the creation of new offspring to enhance the

diversity of the chromosomes is necessary because the inheritance of fitter chromosomes

in iterative evolution alone is not sufficient. Therefore, the crossover operator produces

new chromosomes through combining partial segments of two parent chromosomes. In

this approach, the multi-point crossover operator is adopted. Moreover, in order to

further enhance chromosome diversity, the uniform mutation operator is performed to

randomly shift the value of the chromosome vector with a small probability.

In this study, the GA-based minutiae set matching algorithm is summarized as follows:

• Step 1: Extract the minutiae set C from the currently compared print and the

minutiae set L from the ROI in the query latent print (shown in Figure 5.9a), then

set the population size of chromosomes Schrom, crossover probability pc, mutation

probability pm, the maximal iterations gmax, point coordinate distance tolerance

δd, point orientation difference tolerance δo and the value range for the chromosome

vector;

• Step 2: Randomly generate chromosomes within the value range as the initial

generation;

• Step 3: Compute fitness values for all chromosomes in the current generation and

then select the fitter ones by selection operator;

• Step 4: Apply the crossover operator and mutation operator to the fitter chromo-

somes, then create the new chromosomes for the next generation;

• Step 5: Check whether the maximal iterations are reached, or check whether the

highest fitness values are maintained during several iterations. If not reached or

maintained, go back to Step 3. Otherwise, terminate GA and output the fittest

chromosome as the estimated optimal parameter for affine transformation;

• Step 6: Align minutiae set C versus minutiae set L, based on the obtained trans-

formation parameter, then seek the corresponding minutiae point pairs, according

to the criteria in Equation 5.11 (shown in Figure 5.9a);
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Figure 5.9: The example of successful matching of a genuine “rolled-latent” pair is
by the proposed GA-based matching unit. In this case, seven minutiae pairs are found.
The paired minutiae between the rolled and latent print are connected by green lines and
marked by red solid points, respectively. (a) the rolled print image (left) corresponds
to G009 in NIST SD27 (right); the automatically extracted minutiae in the rolled print
image are marked by yellow hollow points and the ones in the latent print image are
marked by red hollow points; the ROI is highlighted by a pink convex polygon and the
automatically extracted minutiae within the ROI are marked by green solid points; and

(b) the augment of the paired minutiae number with the iteration of GA

• Step 7: Output the number of paired minutiae between C and L as the matching

score when GA has already converged (shown in Figure 5.9b).

5.3 Experimental Results

In this section, the introduced latent fingerprint matcher has been evaluated by the

following two experiments: (i) the minutiae extraction based on the ROI; and (ii) the
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latent fingerprint matching.

5.3.1 Data Preparation

All the experiments are conducted on the latent fingerprint database NIST SD27, which

is available in the public domain. Such a database includes the 258 latent print images

and their corresponding rolled print images, where these 258 latent images are grouped

by the latent examiners into the following three categories: “Good”, “Bad” and “Ugly”.

The number of latent images involved in the “Good”, “Bad” and “Ugly” categories are

88, 85 and 85, respectively.

5.3.2 Experiment 1: ROI-Based Minutiae Extraction

In this experiment, the reliability of automated minutiae extraction based on the ROI

in the latent print is evaluated. All the minutiae within the ROI are automatically

extracted by VeriFinger SDK. Given the query latent print image, the following three

scenarios are compared.

• Minutiae Extraction Scenario 1 - Whole Image-Based Automated Minu-

tiae Extraction: instead of the segmentation of the foreground, the whole latent

image is directly used for the automated minutiae extraction.

• Minutiae Extraction Scenario 2 - Proposed ROI Segmentation Module-

Based Automated Minutiae Extraction: the ROI is obtained by the proposed

dictionary learning-based ROI segmentation module and then used for the auto-

mated minutiae extraction. The parameters used in the proposed ROI segmenta-

tion module are empirically tuned as follows: the patch size for training sample

selection w = 32, the atom number Na = 100, the sparsity parameter K = 2, and

the cross-correlation threshold to judge the pattern similarity Thxcorr = 0.6.

• Minutiae Extraction Scenario 3 - Cao’s ROI Segmentation Approach-

Based Automated Minutiae Extraction: the ROI is obtained by [253] and

then used for the automated minutiae extraction. The parameters used in this

method are tuned as the suggested ones.
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In order to assess the performance of the ROI-based automated minutiae extraction, the

manually marked minutiae provided by NIST SD27 for the query latent fingerprint are

used as the ground truth to label the genuine minutiae. To be more specific, MS1 is

the ground-truth minutiae set (provided by NIST SD27 and marked by the FBI latent

fingerprint examiners); MS2 is the minutiae set automatically extracted from the whole

latent image by VeriFinger SDK; and MS3 is the minutiae set automatically extracted

from the ROI by VeriFinger SDK. Accordingly, two metrics such as genuine minutiae

preservation rate (GMPR) and false minutiae acceptance rate (FMAR) are defined as

follows:

GMPR =
# {MS1 ∩MS3}
# {MS1 ∩MS2}

(5.12)

FMAR =
# {MS3 −MS1 ∩MS3}
# {MS2 −MS1 ∩MS2}

(5.13)

where GMPR is defined as the percentage of the minutiae belonging to the genuine

minutiae set which are also correctly extracted by computer program. FMAR is defined

as the percentage of the minutiae belonging to the structured noise in the latent image

which are wrongly detected as the genuine ones by computer program. # {∗} denotes

the number of minutiae included in set {∗}. Under the condition of fully automated

minutiae extraction, the effect of ROI is evaluated depending on the benchmark where

no ROI mask is adopted but the whole query latent image is used for automated minuti-

ae extraction. Therefore, in Equations 5.12 and 5.13, not the manually marked genuine

minutiae # {MS1} but the automatically extracted genuine minutiae # {MS1 ∩MS2}

and # {MS2 −MS1 ∩MS2} are used as the baseline. For Minutiae Extraction S-

cenario 1, MS1 −MS1 ∩MS2 stands for the missing genuine minutiae, even if the

entire latent image is imported into the automated minutiae extractor; MS1 ∩MS2

represents the genuine minutiae which are correctly detected by the computer program;

and MS2 −MS1 ∩MS2 are the spurious minutiae falsely extracted by the computer

program. For Minutiae Extraction Scenario 2 and 3, MS1 −MS1 ∩MS3 denotes

the missing genuine minutiae after the adoption of ROI; MS1∩MS3 stands for the gen-

uine minutiae correctly detected by the computer program inside the ROI domain; and



Robust Segmentation Module for Fully Automated Latent Fingerprint Matcher 135

Table 5.1: The comparison of mean GMPR (GMPR), mean FMAR (FMAR) and
mean AUC (AUC) among three scenarios

GMPR FMAR AUC

Minutiae Extraction Scenario 1 0.9689 1 0.4845
Minutiae Extraction Scenario 2 0.7772 0.2711 0.7531
Minutiae Extraction Scenario 3 0.6854 0.2642 0.7106

MS3 −MS1 ∩MS3 represents the false minutiae wrongly extracted by the computer

program within the ROI.

The minutiae extracted by the automated computer program could not be exactly the

genuine ones and unavoidably contain fakes; that is, image-based minutiae detection and

extraction is primarily dependent on the locally salient image structures such as ridge

ending or ridge bifurcation in the image domain. For the latent image, such typical

structures are not distinct or are even lost due to the low clarity of the “ridge-valley”

pattern in the fingerprint region, and consequently lead to the loss of genuine minuti-

ae; some other image components in the background also have similar ridge ending or

bifurcation structures, and accordingly yield spurious minutiae. Therefore, the missing

detection of the genuine minutiae and the false detection of the imposter ones by the

automated computer program (e.g. VeriFinger SDK) are usually unavoidable. As a

consequence, for Minutiae Extraction Scenario 1, the sets MS1 −MS1 ∩MS2 and

MS2 −MS1 ∩MS2 are not empty. Similarly, for Minutiae Extraction Scenario 2

and 3, MS1 −MS1 ∩MS3 and MS3 −MS1 ∩MS3 are not empty either.

Based on the three scenarios, their corresponding GMPRs and FMARs on the 258 la-

tent images in NIST SD27 are calculated according to the Equations 5.12 and 5.13,

respectively. Taking Figure 5.10 as an example, the cyan squared points in Figure 5.10a

stand for the genuine minutiae labeled by ground-truth. The red and yellow hollow

points in Figures 5.10b, 5.10c and 5.10d stand for the automatically extracted minu-

tiae. The green solid points in Figures 5.10b, 5.10c and 5.10d stand for the genuine

minutiae which are correctly detected via automated program. The ROIs (highlighted

by pink convex polygons) in Figure 5.10c and Figure 5.10d are obtained by proposed

segmentation module and method in [253] respectively. Furthermore, the mean GMPR

(GMPR) and the mean FMAR (FMAR) are summarized in Table 5.1. For the per-

formance comparison among these three scenarios, the area under the curve (AUC) in
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(a) (b)

(c) (d)

Figure 5.10: The example of three scenarios on U267 in NIST SD27: (a) the ground-
truth minutiae set provided by NIST SD27; (b) Minutiae Extraction Scenario 1 - four
genuine minutiae can be correctly extracted, GMPR = 1, FMAR = 1, andAUC = 0.5;
(c) Minutiae Extraction Scenario 2 - four genuine minutiae can be correctly extract-
ed, GMPR = 1, FMAR = 0.3167, and AUC = 0.8416; and (d) Minutiae Extrac-
tion Scenario 3 - only one genuine minutia can be correctly detected, GMPR = 0.25,

FMAR = 0.0667, and AUC = 0.5916

the receiver operating characteristics analysis (ROC analysis) is adopted. Because the

GMPR and the FMAR have the equivalent principle as the true positive rate (TPR:

sensitivity) and the false positive rate (FPR: specificity) in ROC analysis, the AUC is

used to evaluate the impact of ROI-based automated minutiae extraction; that is, the

higher the AUC, the more reliable the ROI-based automated minutiae extraction is.

For the statistics of the performance regarding the three scenarios, their corresponding

mean AUCs (AUC) on the overall 258 latent images are calculated. As shown in Table

5.1, the automated minutiae extraction, based on the ROI obtained by the proposed

segmentation module, achieves the best performance, where the genuine minutiae are

effectively preserved while the imposter ones are significantly reduced. In addition, the
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automated minutiae extractor cannot detect even one genuine minutia for some latent

images, although the images in such failed cases are completely imported into the auto-

mated minutiae extractor. Accordingly, such failed cases where MS1 ∩MS2 = ∅ have

been evidenced by GMPR = 0.9689 < 1 in Table 5.1.

5.3.3 Experiment 2: Latent Fingerprint Matching

In this session, the matching experiment is implemented to verify whether the proposed

dictionary learning-based ROI segmentation module and the GA-based matching unit

are able to boost the matching performance. As the ultimate goal of the fully automat-

ed latent fingerprint matching, matching accuracy plays a vital role in demonstrating

the improvement caused by the proposed ROI segmentation module and the GA-based

matching unit.

In this experiment, the 258 latent images provided by NIST SD27 are used to form a

background database. The size of the background database is 258. Each query latent

print is matched against such a background database. The minutiae for the rolled prints

and the ROI in the latent prints are automatically extracted by VeriFinger SDK 4.0. The

parameters used in the proposed GA-based matching platform are empirically tuned as

follows: the size of the chromosome population S = 400, crossover probability pc = 0.2,

mutation probability pm = 0.05, minutiae coordinate distance tolerance δd = 15, and

minutiae orientation difference tolerance δo = 20◦. Also, the value ranges for the rigid

transformation parameters are set as follows: the orientation range 0 ≤ θ ≤ 359◦, the

scaling range 0.8 ≤ s ≤ 1.2, the horizontal shift range −400 ≤ tx ≤ 400, and the

vertical shift range −400 ≤ ty ≤ 400. Due to the intensive computation caused by GA’s

evolution, this matching experiment is implemented on a high performance computing

facility. Also, a parallel strategy to simultaneously launch the different latent matchings

is adopted. For one CPU on such large-scale computing resource, an one-to-one matching

(one latent print against one template) averagely needs 30 seconds.

In order to evaluate and compare the matching performance, the cumulative match

characteristic curve (CMC) is utilized. Furthermore, for the statistics of matching per-

formance, the mean CMC (CMC) and mean penetration rate (pr) on overall 258 latent
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Proposed DL-based ROI Segmentation Module + Proposed GA-based Matching Unit
Cao's DL-based ROI Segmentation Module + Proposed GA-based Matching Unit
Proposed GA-based Matching Unit Only

Figure 5.11: Different CMC obtained by the three scenarios.

prints during several independent trials are obtained. For the following three scenar-

ios, their corresponding CMC and pr are demonstrated in Figure 5.11 and Table 5.2,

respectively.

• Matching Scenario 1 - Proposed GA-Based Matching Unit Only: without

the segmentation module, the minutiae automatically extracted from the whole

query latent image are directly imported into the proposed GA-based matching

unit.

• Matching Scenario 2 - Proposed ROI Segmentation Module + Proposed

GA-Based Matching Unit: with the preprocessing procedure performed by

the proposed ROI segmentation module, the ROI is obtained; then the minutiae

automatically extracted from the obtained ROI are imported into the proposed

GA-based matching unit.

• Matching Scenario 3 - Cao’s ROI Segmentation Method + Proposed

GA-Based Matching Unit: by adopting the approach introduced in [253], the

ROI is obtained; then the minutiae automatically extracted from the obtained ROI

are imported into the proposed GA-based matching unit.

As illustrated in Figure 5.11, the proposed GA-based matching unit is performed as the

baseline latent matcher in Matching Scenario 1. Based on such a baseline match-

er, further improvement is expected to be achieved via the ROI segmentation method.



Robust Segmentation Module for Fully Automated Latent Fingerprint Matcher 139

Table 5.2: Different pr obtained by the three scenarios

Matching
Scenario 1

Matching
Scenario 2

Matching
Scenario 3

pr 38.728% 33.692% 38.321%

Matching Scenario 2 and 3 provide the two different segmentation modules for the

ROI identification in the latent images, respectively. As demonstrated in the preceding

experiment, the reliability of automated minutiae extraction based on the ROI segmen-

tation module in Matching Scenario 2 is better than that of Matching Scenario

3. As a result, the matching performance achieved by Matching Scenario 2 is con-

sequently better than that of Matching Scenario 3. The significant enhancement of

the mean penetration rate pr in Table 5.2 also demonstrates the effectiveness of the

proposed multi-module latent matcher in Matching Scenario 2.

The matching performances in the three categories of latent images are further evalu-

ated by Matching Scenario 1, Matching Scenario 2 and Matching Scenario 3,

respectively. The results in Figures 5.12, 5.13 and 5.14 and Table 5.3 demonstrate that

the CMC and the pr achieved on the basis of “Good” latent images are more satisfy-

ing than the “Bad” and “Ugly” versions. Also, the matching results indicate that the

“Bad” cases are more challenging than the “Ugly” ones, even though the image quality

of the “Bad” type is supposed to be better than that of the “Ugly” type, in terms of

visual comparison. To be specific, the “Good” penetration rates are further decreased

from 30.065% (in Matching Scenario 1) to 27.493% (in Matching Scenario 2) and

26.498% (in Matching Scenario 3), respectively, due to the utilization of ROI masks

yielded by the segmentation modules. Particularly, the “Ugly” penetration rate of GA-

based benchmark 42.339% is significantly reduced to 29.717% via the ROI segmentation

scheme in Matching Scenario 2, while the reduced “Ugly” penetration rate regarding

Matching Scenario 3 reaches 33.767% and it is still higher than that of Matching S-

cenario 2. The “Bad” penetration rate is difficult to reduce even by exploiting the ROI

segmentation technique. On the contrary, the adoption of the ROI mask obtained by

Matching Scenario 3 degrades the matching performance of the “Bad” cases (lifting

from 44.086% to 55.116%). In contrast to Matching Scenario 3, Matching Scenario

2 does not raise the “Bad” penetration rate but maintains it at the same level, 44.086%,

as that in Matching Scenario 1.
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Figure 5.12: CMC obtained in Matching Scenario 1 in regard to the three types
of latent image: Good, Bad and Ugly.
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Figure 5.13: CMC obtained in Matching Scenario 2 in regard to the three types
of latent image: Good, Bad and Ugly.

Table 5.3: pr obtained in three scenarios according to the three categories of latent
image: Good, Bad and Ugly

Matching
Scenario 1

Matching
Scenario 2

Matching
Scenario 3

prG 30.065% 27.493% 26.498%
prB 44.086% 44.086% 55.116%
prU 42.339% 29.717% 33.767%
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Figure 5.14: CMC obtained in Matching Scenario 3 in regard to the three types
of latent image: Good, Bad and Ugly.

5.4 Conclusion

Although the impressive matching performance has been achieved in the rolled / plain

print identification tasks, the matching of the latent fingerprint is still a challenging

problem because of the following issues: (i) the poor-quality image and the low-clarity

“ridge-valley” pattern in the ROI; and (ii) the corruption with the extra structured

image components. Such issues impose adverse effects on the fully automated ROI seg-

mentation, minutiae extraction, and minutiae-based matching. In order to deal with the

challenges in the latent fingerprint matching task, a multi-module latent matching sys-

tem is introduced in this chapter. The proposed latent matcher consists of the following

two modules: (i) the dictionary learning-based ROI segmentation scheme; and (ii) the

genetic algorithm-based minutiae set matching unit. Experimental results on the NIST

SD27 latent image database demonstrate the effectiveness of the proposed multi-module

latent matching system. In consideration of its practical value, the proposed matching

system can be available in the public domain for latent print identification, and can al-

so be smoothly extended and incorporated with other preprocessing or post-processing

modules.





Chapter 6

Conclusions and Future Studies

6.1 Conclusions

Advancement in image denoising technology enables massive biomedical and biometric

images to be processed in a comprehensible form for human beings. Not only random

noise, but also irrelevant components are regarded as targets and included in the denois-

ing framework. Consequently, the research topic of image denoising is not only restricted

to random noise cancellation, but also is extended to irrelevant image content removal.

Due to extensive application demands, an increasing number of challenges have been of

concern. In order to solve technical difficulties and satisfy tangible demand in biomedi-

cal and biometric image processing, three specific problems have been addressed in this

thesis.

Firstly, we propose a multi-staged method based on a novel integration of trend surface

analysis, quantile-quantile plot, bootstrapping, and Gaussian spatial kernel for restora-

tion of noisy microscopy cell images. We show this multi-staged approach achieves higher

performance compared with other state-of-the-art restoration techniques in terms of peak

signal-to-noise ratio (PSNR) and structure similarity (SSIM) in synthetic noise experi-

ments. We also report an experiment on real noisy microscopy data which demonstrated

the advantages of the proposed restoration method for improving cell segmentation per-

formance.

143
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Secondly, particle potential motion entropy, a new uncertainty measure is developed to

characterize pixel-wise particle potential motion. Self-information, a discriminative fea-

ture, is introduced to detect image local structures. Based on obtained particle potential

motion entropy and identified local structure, we create a histogram-based descriptor

named particle potential motion entropy histogram (PPMEH) to represent the whole

image. The proposed PPMEH has the following two advantages: (i) it synthesizes the

adaptively estimated local structure information into a global descriptor to depict the

whole image; and (ii) it is tolerant to several image distortion and degradation, such

as large-range image rotation (from −180◦ to 180◦), medium-scale image scaling (from

0.8 to 1.2) and medium-level random noise corruption (σn = 30). The experiment on

synthetic structure image dataset demonstrates the feasibility and effectiveness of the

proposed scheme when detecting image local structures. Also, the proposed PPMEH

is tested under diverse simulated scenarios involving image rotation, scaling and noise

based on colon computed tomography (CT) and head magnetic resonance imaging (M-

RI) datasets. The comparison with state-of-the-art image descriptors such as the local

binary pattern (LBP), the Gabor filter feature (GF), the grey level co-occurrence ma-

trix feature (GLCM), the semi-variogram feature (SV) and the histogram of gradient

(HOG) is also performed. The experimental results demonstrate that the proposed

PPMEH outperforms other state-of-the-art image descriptors.

Thirdly, we develop a latent fingerprint matcher to remove irrelevant structural patterns

over the partial and poor-quality latent fingerprint image, and to find a match against a

background database. Currently, there is no fully automated latent fingerprint match-

er available to the public and most literature reports have utilized a specialized latent

fingerprint matcher, COTS3, which is not accessible to the public. In this thesis, we

target the development of a fully automated latent matcher for adaptive detection of the

region of interest and robust matching of latent prints. Unlike the manually conduct-

ed matching procedure, the proposed latent matcher can run like a sealed black box,

without any manual intervention. This matcher consists of the following two modules:

(i) a dictionary learning-based region of interest (ROI) segmentation scheme; and (ii) a

genetic algorithm-based minutiae set matching unit. Experimental results on the NIST

SD27 latent fingerprint database demonstrate the superiority of the proposed fingerprint

segmentation scheme and matching unit.
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6.2 Future Studies

In this thesis, several random noise cancelation and irrelevant component removal algo-

rithms have been developed to address the challenges in biomedical and biometric image

processing and interpretation. However, there are more technical issues to investigate

further in future studies. Recommendations for on-going research are briefly stated as

follows

• Incorporating random noise type identification module in the proposed

microscopic denoising algorithm: the Q-Q plot plays an important role in the

proposed microscopic denoising algorithm, where it is able to identify unknown

distribution by comparing with given reference distribution. In future study, a

random noise type identification module based on the Q-Q plot could be further

developed. To be explicit, various random noise distributions with fixed parame-

ters can be established and retained as reference in advance. Given a noisy image

carrying certain random noise, the pixel intensity samples are collected from such

an image for comparison with reference distribution via the Q-Q plot. According

to linear or non-linear patterns presented in the Q-Q plot, the unknown random

noise could be categorized or excluded.

• Extending 2D PPMEH to 3D PPMEH: the currently proposed PPMEH and

PPMEH-FT features are unable to characterize 3D volumes from stereo imaging

systems, but only represent 2D slices generated by tomographic imaging modalities

(e.g. CT, MRI and X-ray). In order to effectively represent stereo volumes, a 3D

PPMEH based on its 2D version could be further developed to characterize 3D

objects. Accordingly, the application of PPMEH will not be only restricted to 2D

scans retrieval but also is extended to 3D targets indexing.

• Integrating the “ridge-valley” structure enhancement module in the

proposed latent fingerprint matching system: The currently proposed la-

tent fingerprint matcher is still not able to cope with very low-quality latent images.

Since the clarity of the “ridge-valley” pattern in the foreground is poor, the minu-

tiae within such a region may not be extracted in a fully automatic mode and

consequently, searching against the background database would not be success-

ful. Therefore, the development and integration of an enhancement module for
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the low-clarity “ridge-valley” structure in the foreground is essential in ongoing

research.

• Reducing computation load caused by iterative GA: The intensive compu-

tation caused by the GA iterative procedure needs to be reduced. To be specific,

defining a simpler fitness function, or exploring the utilization of a large-scale par-

allel / distributed computing system can help increase computational efficiency.
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