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ABSTRACT 

Abstract 

This PhD thesis investigates the relative importance of oceanic and atmospheric 
influences on extremes, long-term trends, and seasonal to inter annual variability 
of precipitation for different regions in the Southern Hemisphere in observations, 
reanalysis data, and output from general circulation models (GCM). 

Examination of interannual rainfall extremes over southwest Western Australia 
(SWWA) reveals a characteristic dipole pattern of Indian Ocean sea surface tem-
perature anomalies (SSTA). This coincides with a large-scale reorganization of the 
wind held over the tropical/subtropical Indian Ocean changing SSTA, via anoma-
lous Ekman transport in the tropical Indian Ocean and via anomalous air-sea heat 
fluxes in the subtropics, and altering moisture advection onto SWWA. The poten-
tial impact of these Indian Ocean SSTA in driving modulations of mid-latitude 
precipitation across southern and western regions of Australia is assessed in atmo-
spheric GCM simulations. The SSTA give rise to changes in the thermal properties 
of the atmosphere, meridional thickness gradient, subtropical jet, thermal wind, 
and baroclinicity over southern regions of Australia, thus modulating precipitation. 
In addition, links between anomalous wet conditions over East Africa and these 
characteristic Indian Ocean SSTA are explored during the "short rain" season in 
October-November. 

Interannual extremes in New Zealand rainfall and their modulation by modes 
of Southern Hemisphere climate variability, namely the Southern Annular Mode 
(SAM) and El Niño-Southern Oscillation (ENSO), are investigated. Late twentieth 
Century trends in New Zealand precipitation are examined for the period 1979-
2006 to quantify the relative impact of recent changes in the large-scale atmospheric 
circulation related to the SAM and ENSO. Increasingly drier conditions over much 
of New Zealand can be partially explained by the SAM and ENSO. 

Cool season rainfall variability in southeastern Australia is investigated via a 
classification and characterization of the predominant types of synoptic systems 
occurring in the region, focusing on frontal and cutoff low systems. Two definitions 
of the autumn break developed for northwestern Victoria are employed to produce 
a synoptic climatology of the break phenomenon. Trends in characteristics of the 
autumn break indicate that the most recent drought in southeastern Australia is 
comparable in severity with the two major droughts in the twentieth Century. 
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Chapter 1 

Introduction 

1.1. Motivation 
The recent report by the Intergovernmental Panel on Climate Change (IPCC) de-

scribes the evidence for global warming as "unequivocal", and anthropogenic green-
house gases as very likely cause for the observed temperature rise (IPCC, 2007). 
With a wide range of changes in the climate system already observed and many 
more projected for the future, impacts will be experienced all over the world. This 
has far-reaching implications for individuals and societies in general. A thorough 
understanding of "natural" unforced variability in the climate system is therefore 
essential, against which future climate change can be assessed. This is especially 
important for changes to the hydrological cycle. The livelihoods of millions of people 
are threatened by insecure access to drinking water. Water resources are already 
highly strained in many places due to an uneven water distribution in both time and 
space (Oki and Kanae, 2006), and future changes to the distribution of freshwater 
resources remain poorly understood. 

Changes in the large-scale atmospheric circulation in the extratropics of the South-
ern Hemisphere over recent decades have been widely documented (e.g., Thompson 
and Solomon, 2002; Fyfe, 2003; Gillett and Thompson, 2003; Marshall et a/., 2004; 
Renwick, 2004). Foremost there has been a positive trend in the leading mode 
of Southern Hemisphere climate variability, the Southern Annular Mode (SAM; 
Thompson and Wallace, 2000; Thompson et al, 2000), projected to continue over 
the 21st Century (e.g., Fyfe et al, 1999; Kushner et al, 2001; Arblaster and Meehl, 
2006). It is therefore of interest to investigate the effect of this leading mode of 
variability on regional precipitation variability and trends over the Southern Hemi-
sphere. This is one of the goals of the present study. 

Recent findings suggest that the oceans in the extratropics can influence the 
overlying atmosphere beyond the marine boundary layer, and thus modulate the 
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large-scale atmospheric circulation (Kushnir et al, 2002, and references therein). In 
this study, regional precipitation variability in three regions with different climatic 
signatures is explored with the aim of understanding the atmospheric mechanisms 
at play. In addition, I will assess the role of tropical and extratropical Indian Ocean 
sea surface temperature (SST) in modulating these regional variations. A better 
understanding of the factors involved in influencing regional rainfall variability could 
aid in improving seasonal forecasting. 

1.2. Characteristics of Southern Hemisphere climate 
1.2.1. Mean state 

The major driver of the atmospheric circulation is the differential solar heating 
in the tropical and polar regions, i.e. a net heat gain in the tropics and a net heat 
loss at high latitudes. The meridional gradient in solar heating is clearly seen in 
the distribution of SST averaged over the period 1979-2001 (Fig. 1.1a, b). The dif-
ference in heating between the low and high latitudes is balanced by the poleward 
transport of energy in the oceans and the atmosphere. The exact distribution of the 
general atmospheric circulation is influenced by the Earth's rotation, and the need 
to globally conserve mass, angular momentum, moisture, and total energy (Karoly 
et aL, 1998). Compared to the Northern Hemisphere, the greater proportion of 
surface area covered by the ocean in the Southern Hemisphere results in a lower 
amplitude of the seasonal cycle. In addition, the band of circumpolar ocean unin-
terrupted by land masses in the Southern Hemisphere allows very strong zonal flow 
to develop. Thus, the atmospheric circulation, and coincident ally the storm tracks 
and the passage of weather systems in the Southern Hemisphere, is more zonally 
symmetric than its northern counterpart (Karoly et aL, 1998). This can be clearly 
seen in the sea level pressure (SLP) distribution shown as a long-term average for 
the period 1979-2001 in Fig. 1.1c, d. Clearly discernible is the belt of high pressure 
regions in the subtropics centered at 30°S, strengthened during austral winter. The 
circumpolar low pressure trough south of 60° S also intensifies during austral win-
ter, enhancing the meridional pressure gradient during this season. The pattern of 
surface winds is dominated by the strong circumpolar zonal westerlies centered at 
50°S (Fig. l.le, f). The seasonal strengthening of the subtropical jet is seen during 
austral winter over the southern Indian Ocean, with increased westerly airflow over 
southern regions of Austraha (Fig. l . l f ) . Also apparent is the seasonal reversal of 
the surface wind field over the equatorial Indian Ocean, with northeasterly trade 
winds north of the equator during austral summer changing to westerly flow during 
austral winter. This is indicative of the monsoon circulation over the tropical Indian 
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Ocean. 
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Figure 1.1. Mean fields of (a, b) SST (in °C), (c, d) SLP (in mb), and (e, f) 
surface winds (in m south of 30°N for the DJF (left) and JJA (right) seasons, 
averaged over the period 1979-2001 (data is based on European Centre for 
Mid-Range Weather Forecasting 40-year Re-analysis; for a detailed description see 
Section 3.3 and Uppala et ah, 2005). 

1.2.2. Modes of variability 

Globally, the El Nino-Southern Oscillation (ENSO) represents the leading mode 
of climate variability with far-reaching environmental and socio-economic impacts 
all over the world (McPhaden et a/., 2006). Several studies review the present 
understanding of this strongly coupled ocean-atmosphere phenomenon (e.g., Wang 
and Picaut, 2004; McPhaden et a/., 2006, and references therein). During an ENSO 
event, positive ocean-atmosphere feedback, the so-called Bjerknes feedback after 
Bjerknes (1969), leads to increasingly warm SST anomalies in the eastern and central 
equatorial Pacific Ocean (Wang and Picaut, 2004). This is caused by a weakening 
of the equatorial trade winds due to increases (decreases) in pressure in the western 
(eastern) Pacific, a resultant deepening of the thermocline and reduced upwelling 
in the eastern Pacific, with the atmospheric and oceanic anomalies reinforcing each 
other. The propagation of these anomalies as equatorial waves together with the 
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Bjerknes feedback determines the intensity and duration of a particular El Niño 
event (McPhaden et al, 2006). The exact nature of the mechanism leading to the 
onset of an El Niño event is still under debate: either a stable mode triggered by 
stochastic forcing or a naturally oscillating mode that is self-sustained (Wang and 
Picaut, 2004). Long persistence and increased predictability of the surface ocean 
properties during an El Niño event are due to the upwelling linking slow internal 
ocean dynamics - such as Rossby and Kelvin waves modulating the thermocline -
with SST (Meyers et al., 2007). 

In the Indian Ocean, the complementary coupled ocean-atmosphere phenomenon 
to the Pacific's ENSO is the Indian Ocean Dipole (lOD), also called the Indian Ocean 
zonal mode. Webster et al. (1999) describe the lOD as a phenomenon primarily due 
to internal Indian Ocean dynamics, largely independent of external inñuences, with 
a characteristic signal in SST, sea surface height, surface winds, and precipitation 
across the Indian Ocean region. During positive lOD events, anomalously cold 
(warm) SST occur off Sumatra in the eastern Indian Ocean (in the equatorial west-
ern Indian Ocean), with coincident easterly wind anomalies across the tropics. This 
pattern of SST only accounts for about 12% of the interannual variability in the 
Indian Ocean (Saji et al, 1999). This basin-scale pattern of anomalous surface and 
subsurface ocean temperature peaks during the September-October season (Meyers 
et al, 2007). Li et al. (2003) suggest the phase-locking is due to a seasonally depen-
dent thermodynamic air-sea feedback off Sumatra. In the equatorial Indian Ocean, 
the deep thermocline and strong negative cloud-SST feedback provide the condi-
tions for a damped oscillator mechanism that determines this thermodynamically 
coupled atmosphere-ocean mode (Li et al, 2003). Yamagata et al. (2004) further 
summarize the present understanding of the dynamics of the lOD. 

The lOD's dependence/independence of ENSO is still very much a topic of re-
search and debate (Meyers et al, 2007). For the period 1876-1999, Meyers et al. 
(2007) classify each year as a positive/negative ENSO/IOD year. During the initial 
formation phase, the eastern pole of the lOD is especially sensitive to ENSO's in-
ñuence on the background state of the equatorial Indian Ocean climate, such as the 
depth of the thermocline and the strength of the upwelling-favorable surface winds 
(Feng and Meyers, 2003; Wijffels and Meyers, 2004; Meyers et al, 2007; Nagura 
and Konda, 2007). Meehl et al. (2003) examine coupled ocean-atmosphere pro-
cesses between the tropical Pacific and Indian Oceans linked to the tropospheric 
biennial oscillation (TBO). Coupled ocean-atmosphere dynamics between the two 
basins and cross-equatorial heat transport lead to variations in Indian Ocean heat 
content, which are linked to variability in the large-scale Asian-Australian monsoon 
system (Loschnigg et al, 2003; Meehl et al, 2003). As the large-scale zonal Walker 
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circulation forms an integral part of the TBO, Meehl et al (2003) propose that both 
ENSO and lOD events represent large-amplitude excursions of the TBO. With such 
a basin-wide reorganization in the ocean-atmosphere system, a suite of studies find 
the lOD to modulate precipitation around the Indian Ocean region (e.g., Birkett 
et a/., 1999; Clark et a/., 2003a; Latif et a/., 1999; Ashok et al, 2001, 2003a; Black 
et aL, 2003; Meyers et al., 2007). A goal of this study is to assess the impact of 
Indian Ocean variability on precipitation around the basin. 

The SAM, also called the Antarctic Oscillation, is the leading mode of atmospheric 
variability in the Southern Hemisphere extratropics, characterized by variations 
in the strength of the circumpolar vortex (Thompson and Solomon, 2002). The 
SAM explains around 47% of the natural variability of zonal-mean geopotential 
height for 1000-50 hPa south of 20°S (Thompson and Wallace, 2000). The SAM 
represents a zonally symmetric feature with redistribution of mass between the polar 
latitudes south of 60°S and the mid-latitudes centered around 45°S, and results in 
modulations of opposite sign in the easterly and westerly wind field centered at 
35° S and 60°S, respectively. Modulating the strength and position of the westerHes, 
the SAM has been implicated in influencing regional climate variability across the 
Southern Hemisphere mid-latitudes (e.g., Reason and Roualt, 2005; Cai and Cowan, 
2006; Gillett et aL, 2006; Hendon et a/., 2007; Meneghini et aL, 2007). 

1.2.3. Atmospheric circulation trends 

Over the past few decades, trends in various climate variables have been recorded 
over much of the Southern Hemisphere. The oceans play an important role in mod-
ulating the atmospheric circulation, as shown for various coupled ocean-atmosphere 
modes in Section 1.2.2. Trends in surface ocean properties can thus have important 
implications for the large-scale atmospheric circulation. For the surface oceans, an 
overall warming of SST is observed throughout the year around Australia and in 
the subtropical gyre in the South Pacific Ocean (Fig. 1.2a, b). Levitus et al. (2000) 
describe a net warming of the upper 300 m across all the ocean basins over the 
last few decades. In contrast, SST in the latitude band 50°-60°S exhibit increas-
ingly colder temperatures, especially during austral summer. Gille (2002) reports 
a slight cooling of the northern regions of the Southern Ocean, while mid-depth 
ocean temperatures further south have risen considerably since the 1950s, which 
Fyfe (2006) links to human influences. Interpretation of these trends, which are not 
uniform spatially or temporally, are hindered by the sparse data coverage, with few 
long-term high-quality records over the mid- to high-latitude oceans in the Southern 
Hemisphere. Alory et aL (2007) investigate recent observed Indian Ocean tempera-
ture trends and find warming in the subtropics down to 800 m for the latitude band 
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40-50° S, which they associate with a southward shift in the subtropical gyre and an 
upward-trending SAM. In the tropics, increased vertical stratification and shoaling 
of the thermocline leads to subsurface cooling, likely due to a weakening of the Pa-
cific trade winds, with the signal transmitted through the Indonesian Throughfiow 
(Alory et al, 2007). 
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Figure 1.2. Linear trends in mean fields of (a, b) SST (in °C season"^), (c, d) 
SLP (in mb season"^), and (e, f) surface winds (in m season"^) south of 30°N 
for the DJF (left) and JJA (right) seasons, averaged over the period 1979-2001 
(data is based on European Centre for Mid-Range Weather Forecasting 40-year 
Re-analysis; for a detailed description see Section 3.3 and Uppala et al, 2005). 

A strengthening of the meridional gradient of both geopotential height and SLP 
during the austral summer (shown for SLP in Fig. 1.2c) has been widely documented 
(Hines et a/., 2000; Thompson et al, 2000; Marshall, 2002, 2003; Renwick, 2004). 
The increase in mid-latitude SLP is centered at 45° S, while SLP has decreased south 
of 60°S. Trends in JJA SLP are smaller in magnitude and much less consistent in 
their spatial structure. In climate model simulations, Gillett et al. (2003, 2005) show 
DJF trends in the high latitude SLP to be consistent with anthropogenic forcing. 
Coincident with the DJF SLP trends, an intensification and southward shift of the 
zonal winds in the mid-latitude westerlies is observed (Fig. 1.2e, f) . The negative 
trends in SST underlying the strengthened westerlies (Fig. 1.2a) can be understood 
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as an increased northward Ekman transport of cold water equatorward (Hall and 
Visbeck, 2002), along with a net increase in ocean-atmosphere heat loss (Sen Gupta 
and England, 2006). 

These circumpolar changes can largely be understood as a shift towards the high-
index phase of the SAM (Kushner et al, 2001; Thompson and Solomon, 2002; Mar-
shall, 2003; Marshall et aL, 2004) and have been related to anthropogenic green-
house warming (Marshall et ai, 2004), stratospheric ozone depletion (Thompson 
and Solomon, 2002; Gillett and Thompson, 2003), and a combination of both (Ar-
blaster and Meehl, 2006). Transient climate model simulations project these trends 
to continue over the 21st Century (e.g., Fyfe et a/., 1999; Kushner et aL, 2001; Yin, 
2005; Arblaster and Meehl, 2006). 

In the Southern Hemisphere tropics and subtropics, recent changes to the Hadley 
circulation have been recorded. Kobayashi and Maeda (2006) describe a strength-
ening of the southern cell in September and October. In contrast across a suite 
of simulations for the IPCC Assessment Report Four (AR4), Lu et al. (2007) find 
a consistent weakening and poleward expansion of the Hadley cell, and hence an 
expansion of the subtropical dry zone, projected for the 21st Century. With the 
upward branch of the Hadley cell formed by the Intertropical Convergence Zone 
(ITCZ), changes in the Hadley circulation are hkely accompanied by shifts in the 
ITCZ. 

The zonal tropical circulation, known as the Walker circulation, is closely linked 
to ENSO over the Pacific. An increased dominance of El Niño over recent decades 
seems to coincide with a weakening of the Walker circulation (Power and Smith, 
2007). This becomes manifest in the weakest equatorial surface wind stress, the 
highest tropical Pacific SST and Darwin mean SLP observed on record. In general 
circulation model (GCM) simulations, Vecchi et al (2006) show that weakened 
equatorial surface winds alter the thermal structure and circulation of the Pacific 
atmosphere and will result in a further weakening of the Walker circulation by 
about 10% over the 21st Century. This is consistent with theoretical predictions 
for a warming world and agrees with observations of SLP trends since the mid-19th 
Century (Vecchi and Soden, 2007). 

1.2.4. Global precipitation trends 

With these varied observed and projected changes in the general atmospheric 
circulation, impacts on the hydrological cycle and shifts in the precipitation distri-
bution can be expected. Trends in precipitation for the period 1979-2006 form, very 
broadly speaking, latitudinal bands of consistent sign (Fig. 1.3). For these bands, 
the magnitude of the trend may change spatially and temporally across different 
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seasons. Broad consistent features across all ocean basins include a decrease (in-
crease) in precipitation for the latitude band 40°-55°S (around 60°S). A drying trend 
over the Indian Ocean north of 30°S is seen, with the exception of the September-
November season, which records increased precipitation over the western tropical 
Indian Ocean and adjacent equatorial East Africa (Fig. 1.3d). In a multimodel 
ensemble of global warming simulations, Neelin et al (2006) describe decreases (in-
creases) in tropical precipitation along (within) the margins of the convection zones. 
For the period 1925-1999, Zhang et al. (2007) assess the effect of anthropogenic forc-
ing on observed land precipitation trends. They find that increased precipitation in 
the subtropics and tropics of the Southern Hemisphere can be largely attributed to 
human influence. Similarly, Meehl et al. (2005) suggest that positive SST anomalies 
in a warming world produce enhanced precipitation intensity across the tropical land 
masses due to increased levels of water vapor. In contrast in the mid-latitudes, a 
rise in precipitation intensity is associated with changes in the atmospheric circula-
tion and with more water vapor being transported to areas of moisture convergence 
(Meehl et al, 2005). For the 21st Century, the IPCC AR4 models show a robust 
response with increased horizontal moisture transport, a spatially and temporally 
more pronounced evaporation minus precipitation pattern, and reduced extratropi-
cal sensible heat transport (Held and Soden, 2006). Chou et al. (2007) use a similar 
approach and find that global warming enhances the seasonal precipitation range, 
with wet (dry) seasons becoming wetter (drier). 
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Figure 1.3. Seasonal precipitation trends (significant at the 90% confidence 
level) south of 30°N for the seasons (a) DJF, (b) MAM, (c) JJA, and (d) SON, 
averaged over the period 1979-2006 (values are shown as standard deviations 
month"^ season"^; data is based on Climate Prediction Center Merged Analysis of 
Precipitation; for a detaild description see Section 2.3 and Xie and Arkin, 1996). 
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As the hydrological cycle intensifies in a warming world, Oki and Kanae (2006) 
propose that climate change may increase the rate of renewal of available renew-
able freshwater resources and thus potentially alleviate water stress. However, they 
find that increased likelihood of extreme events, i.e. more intense and intermittent 
precipitation leading to floods and droughts, shifts in the spatial and temporal dis-
tribution, and degradation of water resources are likely to counteract benefits from 
an enhanced hydrological cycle. From satellite observations and climate models, an 
increase in the total amount of water due to global warming can be expected in the 
atmosphere of about 7% K"^ (Wentz et aL, 2007). Wentz et al (2007) show that 
in satellite observations this translates to a comparable rise in precipitation, while 
climate models indicate a slower rate of 1-3% This finding of a significant 
under-estimation of the well-established notion of intensification of the hydrological 
cycle under global warming could have important implications for projections of 
future precipitation changes. 

1.3. Australian precipitation vsiriability and trends 
As a large component of this PhD thesis focuses on Australian precipitation, a 

general introduction to the continent's variability and trends in regard to precipita-
tion is given here. For the other two regions explored in more detail, namely East 
Africa and New Zealand, the background on precipitation variability and trends is 
given in Section 4.3 for East Africa and in Sections 5.2 and 6.2 for New Zealand, 
respectively. 

Australia is characterized by arid to semi-arid climate, being the driest of all the 
continents (except Antarctica), and with highly variable rainfall, both temporally 
and spatially. Precipitation is generally limited to the coastal regions, with dryness 
increasing inland with distance from the coast. Spanning more than 30° of latitude 
between the tropical north of the country, via the subtropics to the temperate re-
gions of Tasmania, the country experiences a wide range of precipitation regimes. 
Drosdowsky (1993a) provides a detailed analysis of seasonal rainfall patterns across 
Australia. The tropical north of the country is dominated by summer rainfall asso-
ciated with the monsoon circulation (Fig. 1.4a; Gentilli, 1972; Sturman and Tapper, 
1996). The northeast and east of the country also receive most of their annual pre-
cipitation during this season. The southeast of Australia (SEA) is characterized by 
wet winters generally (Fig. 1.4c; Gentilli, 1972). Uniform precipitation throughout 
the year is experienced on the east coast of Australia and in the eastern half of 
Tasmania, while the west of Tasmania sees predominantly wet winters (Fig. 1.4). 
Southwest Western Australia (SWWA) is dominated by a Mediterranean climate 
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with mostly winter rainfall (Fig. 1.4c; Wright, 1974). Generally, little rain occurs 
over the interior of the continent. 
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Figure 1.4. Monthly mean precipitation for Australia averaged for the seasons 
(a) DJF, (b) MAM, (c) JJA, and (d) SON over the period 1960-2004 (values are 
shown in mm month"^). The data is based on the gridded SILO data produced by 
the Australian Bureau of Meteorology (Jeffrey et al, 2001). 

Variability in Australian precipitation differs widely between regions and seasons 
(Fig. 1.5). During austral summer (and less so for autumn), rainfall variability is 
low for the tropical monsoon-dominated north of the country and the east coast, 
while the interior's rainfall is more variable (Fig. 1.5a, b). The regions dominated 
by winter rainfall, namely SWWA and SEA, show lower variability during winter 
and spring (Fig. 1.5c, d). In contrast, the north experiences variations in excess of 
200% during winter, as does northwest Western Australia (NWWA) during spring. 
The arid interior of the continent also records the highest variability with 70-200% 
throughout the year. 

The high seasonal to interannual variability in Australian precipitation is due to 
a variety of factors impacting on the country's rainfall. These include influences 
by the surrounding oceans, namely from the Indian Ocean (e.g., Nicholls, 1989; 
Frederiksen and Balgovind, 1994; Smith et a/., 2000; Ashok et a/., 2003a; England 
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Figure 1.5. Coefficient of variation of precipitation for Australia averaged for 
the seasons (a) DJF, (b) MAM, (c) J JA, and (d) SON over the period 1960-2004 
(values are shown as %). 

et a/., 2006; Meyers et a/., 2007), the Pacific Ocean via ENSO (e.g., Chiew et a/., 
1998; Murphy and Ribbe, 2004), variations in the atmospheric circulation related 
to the monsoon (e.g., McBride, 1987; Suppiah, 1992), strength and position of the 
subtropical ridge, extratropical influences in the south (e.g., Cai and Cowan, 2006; 
Hendon et al, 2007; Meneghini et al., 2007), amongst others. The influence of ENSO 
on Australian precipitation has been widely investigated (e.g., Chiew et a/., 1998; 
Power et al., 1998, 1999; Cai et a/., 2001; Suppiah, 2004; Meyers et al, 2007; Power 
and Smith, 2007). Highest negative correlations between Australian rainfall and 
ENSO are observed over the north and east of the country. However, the impact 
of ENSO on Australian precipitation varies on decadal timescales (Nicholls et a/., 
1996; Power et a/., 1999; Cai et a/., 2001; Arblaster et a/., 2002; Suppiah, 2004). 
In addition, Frederiksen et al. (1999) find decadal variations in Australian rainfall 
linked to northwest cloud bands modulated by periods of a strengthened/weakened 
subtropical Jetstream in observations and GCM simulations. Arblaster et al. (2002) 
show that variations in ENSO, shifts in the position of the Pacific Walker circulation, 
and western Pacific SST all contribute to decadal variability in Australian rainfall. 
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Considering the various recent changes in the Southern Hemisphere atmospheric 
circulation described above, it is not surprising that Australian climate has been 
affected as well. Nicholls (2006, 2007) provides a thorough review of the present 
understanding of recent climate change over Australia, and its detection and attri-
bution. Precipitation over Australia has sustained considerable trends over the past 
few decades, varying widely between seasons (Fig. 1.6). During austral summer 
and autumn, increases of up to 2 mm month"^ season"^ have been recorded in the 
northern and central regions of Australia (Fig. 1.6a, b). Rotstayn et al. (2007) asso-
ciate observed increases in cloudiness and precipitation across northwestern regions 
of the country since the 1950s with Asian aerosols. They demonstrate that changes 
in the meridional temperature and pressure gradient across the Indian Ocean region 
result in increased monsoonal flow over northern Australia. 
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Figure 1.6. Monthly precipitation trends (significant at the 90% confidence 
level) for Australia for the seasons (a) DJF, (b) MAM, (c) JJA, and (d) SON, 
averaged over the period 1960-2004 (values are shown in mm month"^ season"^). 

In contrast, increasingly drier conditions dominate over the northeast of the coun-
try, especially pronounced during austral summer and autumn (Fig. 1.6a, b). Chase 
et al. (2003) describe reductions in the global monsoon circulations since the 1950s 
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that could potentially explain the reductions. The east coast of Australia has also 
experienced widespread drying for much of the year (Fig. 1.6), with the reasons for 
this still being debated (Sohn, 2007). More recently, this drying trend is especially 
pronounced over the Murray-Darling Basin, with decreases in rainfall translating 
into an even greater reduction in inflows into the river system of only 40% of the 
long-term mean for 2001-2005 (Murphy and Timbal, 2008). For SEA, negative pre-
cipitation trends of more than 1.5 mm month"^ season"^ for the period 1960-2004 
are especially prominent during autumn (Fig. 1.6b). Murphy and Timbal (2008) 
suggest that large-scale changes in the SAM and regional trends in the position of 
the subtropical ridge play a role in the reduced number and impact of rain-bearing 
systems during autumn for SEA. For the period 1951-2003, McAlpine et al (2007) 
find a significant decrease in summer precipitation linked to historical land cover 
changes. When focusing on the post-1979 period, Hendon et al. (2007) observe in-
creases in DJF rainfall over SEA that they suggest can be accounted for by positive 
trends in the SAM towards its high-index phase. Decreases in autumn precipita-
tion also occur for much of Tasmania, while the island's west coast has experienced 
increasingly wetter conditions during other seasons (Fig. 1.6). 

Decreasing trends in SWWA rainfall are most pronounced during austral winter 
(and less so for autumn; Fig. 1.6b, c). A widely investigated step-change in SWWA 
winter precipitation in the 1970s has been linked to changes in large-scale mean 
sea level pressure (Allan and Haylock, 1993; lOCI, 2001), shifts in synoptic systems 
(Hope et al, 2006), the SAM (Li et a/., 2005b; Cai and Cowan, 2006; Hendon et al, 
2007; Li, 2007), land cover changes (Pitman et al, 2004; Timbal and Arblaster, 
2006), anthropogenic forcing (Cai and Cowan, 2006; Timbal et al, 2006), and natu-
ral multidecadal variability (Cai et al, 2005b) with a combination of several factors 
likely playing a role. 

The various long-term trends in precipitation towards overall drier conditions have 
significant implications for Australian society and ecosystems (Sohn, 2007). Climate 
model simulations under enhanced greenhouse forcing project further reductions in 
rainfall over much of the country (e.g., Timbal, 2004; Hope, 2006; Meehl et al, 2007). 
For an arid to semi-arid country such as Australia, this will put further stress on 
already strained water resources. This thesis aims to develop a better understanding 
of the processes modulating precipitation variability and trends across the region. 





Chapter 2 

Interannual Rainfall Extremes 
over Southwest Western Australia 
Linked to Indian Ocean Climate 
Variability 

Matthew H. England, Caroline C. Ummenhofer, and Agus Santoso 

Centre for Environmental Modelling and Prediction, School of Mathematics, Uni-
versity of New South Wales, Sydney Australia 

Manuscript for: Journal of Climate 
Status: published in 2006, Vol. 19, pp. 1948-1969 



CH. 2 2.1. ABSTRACT 

2.1. Abstract 
Interannual rainfall extremes over southwest Western Australia (SWWA) are ex-

amined using observations, reanalysis data, and a long-term integration of a coupled 
climate system model without forcings from changes in atmospheric composition. 
We reveal a characteristic dipole pattern of Indian Ocean sea surface temperature 
(SST) anomalies during extreme rainfall years, remarkably consistent between the 
reanalysis fields and the coupled climate model but different from most previous 
definitions of SST dipoles in the region. In particular, the dipole exhibits peak 
amplitudes in the eastern Indian Ocean adjacent to the west coast of Australia. 
During dry years, anomalously cool waters appear in the tropical/subtropical east-
ern Indian Ocean, adjacent to a region of unusually warm water in the subtropics off 
SWWA. This dipole of anomalous SST seesaws in sign between dry and wet years, 
and appears to occur in phase with a large-scale reorganization of winds over the 
tropical/subtropical Indian Ocean. The wind field alters SST via anomalous Ekman 
transport in the tropical Indian Ocean and via anomalous air-sea heat fluxes in the 
subtropics. The winds also change the large-scale advection of moisture onto the 
SWWA coast. At the basin scale, the anomalous wind field can be interpreted as 
an acceleration (deceleration) of the Indian Ocean climatological mean anticyclone 
during dry (wet) years. In addition, dry (wet) years see a strengthening (weaken-
ing) and coinciding southward (northward) shift of the subpolar westerlies, which 
results in a similar southward (northward) shift of the rain-bearing fronts associated 
with the subpolar front. A link is also noted between extreme rainfall years and 
the Indian Ocean Dipole (lOD). Namely, in some years the lOD acts to reinforce 
the eastern tropical pole of SST described above, and to strengthen wind anomalies 
along the northern flank of the Indian Ocean anticyclone. In this manner, both 
tropical and extratropical processes in the Indian Ocean generate SST and wind 
anomalies off' SWWA, which lead to moisture transport and rainfall extremes in 
the region. An analysis of the seasonal evolution of the climate extremes reveals a 
progressive ampliflcation of anomalies in SST and atmospheric circulation toward 
a wintertime maximum, coinciding with the season of highest SWWA rainfall. The 
anomalies in SST can appear as early as the summertime months, however, which 
may have important implications for predictability of SWWA rainfall extremes. 



CH. 2 2.2. INTRODUCTION 

2.2. Introduction 
The Australian continent experiences high interannual chmate variabihty, partic-

ularly in precipitation rates (Power et ai, 1998; Drosdowsky, 1993a). Rainfall over 
southwest Western Australia (hereafter termed SWWA) shows unique characteris-
tics in temporal variability (Smith et aL, 2000) and evidence of an overall decline 
during winter over the past century (Allan and Haylock, 1993; Ansell et ai, 2000b). 
On shorter timescales, interannual variability of SWWA rainfall remains poorly 
understood, as traditional predictors for Australian climate, such as the Southern 
Oscillation Index, appear to resolve httle of the region's variability (Smith et al, 
2000). Several studies have revealed a connection between Indian Ocean sea surface 
temperature (SST) and Australian rainfall (e.g., Nicholls, 1989; Frederiksen and 
Balgovind, 1994; Reason et aL, 1998; Li and Mu, 2001; Qian et al, 2002). However, 
these previous studies relate to the large-scale mean Australian or Western Aus-
tralian rainfall. The focus of our study is on the more localized region of SWWA 
and more specifically the interannual rainfall variability over the southwestern tip 
of Western Australia (region shown in Fig. 2.1a). Of particular interest is how the 
SWWA interannual rainfall variability might be controlled by the adjacent Indian 
Ocean. 

After initial work by Wright (1974) on links between seasonal SWWA rainfall 
and the general atmospheric circulation, relatively few studies have focused on the 
natural year-to-year variability of rainfall over the region. Ansell et al. (2000b) used 
empirical orthogonal functions of monthly data to show that SWWA winter rainfall 
is significantly correlated with winter SST over the subtropical Indian Ocean over 
the period 1907-1994. However, they found that the links between rainfall and SST 
are less significant than those for mean sea level pressure (MSLP) and rainfall. Sim-
ilarly, Smith et al (2000) investigated observations and reanalyses for the period 
1950-1994 and found a relationship between SWWA rainfall and SST in the tropical 
southeast and mid-latitude Indian Ocean. Again, these were found to be less robust 
than those seen using MSLP. Allan and Haylock (1993) use gridded station data 
for the period 1911-1989 to show that SWWA winter rainfall anomalies may be 
associated with fluctuations in mid-latitude frontal systems, resulting from modula-
tion in the semi-permanent long-wave (anticyclone) trough south of Australia. This 
modulation is caused by interactions between Indian Ocean SST anomalies and the 
overlying atmosphere. Allan and Haylock (1993) and Smith et al. (2000), among 
other studies, also focus on a long-term winter rainfall decline over SWWA over the 
past 40 years. The cause of this multidecadal shift in SWWA rainfall remains a 
topic of debate. For example, the Indian Ocean Climate Initiative (lOCI, 2002) at-
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tribute the decrease in winter rainfall in the mid-1970s to an increase in air pressure 
at 30°-50°S, which forces large-scale atmospheric circulation changes in the region. 
The lOCI (2002) suggest that these changes may have been forced by increasing at-
mospheric greenhouse gases. Further evidence of a greenhouse fingerprint in SWWA 
rainfall decline has recently been provided in the climate change simulations of Cai 
et al. (2003a), who show that increasing CO2 can force a century-scale decline in 
winter rainfall. In contrast, Pitman et al (2004) suggest that the rainfall decline 
and coinciding temperature increase is mostly due to large-scale changes in SWWA 
land cover over the past fifty years. They use a model to demonstrate that cleared 
vegetation patterns result in an increased moisture divergence over SWWA and a 
corresponding enhanced moisture convergence inland. In the present study, how-
ever, we focus on the shorter timescale interannual variability, and extend previous 
studies by evaluating over 30 years of observations and reanalysis data, as well as 
interannual SWWA rainfall variability in a multi-century coupled climate model. 

The tropical Indian Ocean is characterized by a seasonal reversal of the zonal 
monsoon winds and a resulting seasonal tilt of the thermocline. A positive air-sea 
thermal feedback between an anomalous atmospheric anticyclone and a cold SST 
anomaly can result in Indian Ocean dipole (lOD) events in certain years (Saji et a/., 
1999; Li et a/., 2003; Yamagata et al, 2003; Saji et al, 2005). These appear as a pat-
tern of internal Indian Ocean variability with negative SST anomalies off Indonesia 
and anomalously high SST in the western Indian Ocean, accompanied by changes in 
zonal wind strength over the equator (Saji et al, 1999). A positive air-sea feedback 
is set up, reinforcing the anomalous state, until the seasonal reversal of the wind 
field across the equatorial Indian Ocean counteracts it, leading to a rapid decline 
of the lOD event. The close relationship between zonal winds and SST indicates 
strong air-sea couphng over the tropical Indian Ocean (e.g. Rao et al, 2002; Ashok 
et al, 2003b; Li et al, 2003; lizuka et al, 2000). Recently, lOD events have been 
associated with low Australian rainfall due to anomalous anticyclonic circulation 
over the eastern Indian Ocean and Australia, resulting in anomalous subsidence 
over the Austrahan continent (Ashok et al, 2003a; Saji and Yamagata, 2003a). Of 
the rainfall extremes normally associated with Indian Ocean SST variability, es-
pecially in the form of the lOD, most studies concentrate on its effect on Indian 
(Ashok et al, 2001; Li et al, 2003; Ashok et al, 2004b), Indonesian (Saji et al, 
1999) and African (Reason, 1999; Saji et al, 1999; Black, 2003) precipitation. One 
exception is the study by Ashok et al (2003a), who focus on a hnk between the lOD 
and Australian winter rainfall using 20 years of observations and results from an 
atmospheric general circulation model (GCM). Here, we extend this by analyzing 
interannual rainfall variability over SWWA, and expand the analyses to a longer 
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observational record and a multi-century coupled climate model. 
In contrast to the above studies whose focus is on the Indian Ocean, White (2000) 

found evidence that Australian precipitation covaries with Southern Ocean SST. 
He suggested that the tropospheric moisture flux convergence (divergence) varies 
such that anomalously moist (dry) marine air is advected onto Australia in phase 
with warm (cool) SST anomalies to the south, which are linked to the eastward 
propagation of the Antarctic Circumpolar Wave (ACW). The White (2000) study 
is, however, based on overall Australian and Western Australian rainfall, so it is of 
interest to reassess these proposed linkages in the context of the limited domain of 
SWWA. 

The rest of this paper is organized as follows. The observational data and method-
ologies used in our study are described in Section 2.3. In Section 2.4 we examine 
observations and reanalysis data with a view to identifying anomalies in climate 
parameters associated with extreme rainfall events in SWWA. In Section 2.5 we 
reassess the connection between Indian Ocean climate and SWWA rainfall in a 
1000-year integration of a coupled climate model. In Section 2.6 we briefly con-
sider the seasonal evolution of the SWWA climate anomalies in both the model and 
observations. Finally, in Section 2.7, we discuss and summarize our findings. 

2.3. Observational data and data analysis 
This study concentrates on southwest Western Australia in a region bound by 

30°-35°S, 115°-120°E. To justify the localized region of analysis. Fig. 2.1a shows 
the net annual rainfall rate over the Australian mainland and Tasmania. Apparent 
in the west is a localized region of high rainfall - up to 900 mm yr~^ - falling within 
our study domain. This high rainfall region is not only unusual in the context 
of extratropical Western Australia; it is also relatively unique over the Southern 
Hemisphere. For example, at comparable latitudes both southwestern Africa and 
the subtropical western region of South America are characterized by somewhat 
lower regional rainfall rates (~300 mm yr"^), in spite of much more pronounced 
orographic features than SWWA. A likely reason for the unusually high net rainfall 
over SWWA is the anomalously warm SST over much of the tropical and subtropical 
eastern Indian Ocean (Gentilli, 1991). The warm waters in the eastern Indian Ocean 
are due in part to the Indonesian throughflow from the western Pacific, as well as the 
resultant poleward flowing Leeuwin Current, the world's only subtropical poleward 
flowing eastern boundary current. 

Observed annual rainfall for SWWA within our region of interest is shown in Fig. 
2.1b during the period 1970-2003, with a power spectral density (PSD) analysis 



CH. 2 2.3. OBSERVATIONAL DATA AND DATA ANALYSIS 

(b) 
150 

i ; 100 

- 50 

I 0 
(0 

I - 5 0 
to a: 

-100 

Observed SWWA rainfall anomaty 

r V 
• iv 

I \ 

1988 

vi ' ' 1 M ^^ • r̂  ' * 
, * 1 ' I • 

1977"' 19«7 

150 
*ion 

197? 

I , lOD 

*I00 
1994 

1970 1975 1980 1985 1990 1995 2000 

(C) 
10i 

PSD of observed rainfall 

— 3.9 yr 

0.2 0.3 0.4 
Frequency (cpy) 

0.5 

Figure 2.1. (a) Annual precipitation (mm yr over Australia from the 
Australian Bureau of Meteorology (BoM) gridded rainfall climatology, with the 
study area in southwest Western Australia indicated (115°-120°E, 30°-35°S). (b) 
Detrended time-series (solid line) of the observed annual rainfall anomaly (mm 
yr~^) for SWWA for 1970-2003; dashed lines indicate ± one standard deviation 
(66 mm yr~^) and years with rainfall exceeding this are marked as extremes (filled 
circles). Years identified by Saji et al (1999) as Indian Ocean Dipole (lOD) years 
for the period 1970-1999 are also indicated (1972, 1982, 1994, and 1997). (c) 
Power spectral density (PSD) of observed SWWA precipitation using the 
Thomson multi-taper method (Mann and Lees, 1996). The dashed horizontal hne 
represents the estimated white noise spectrum at 90% confidence level. 
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of this time-series shown in Fig. 2.1c. Observations are taken from the gridded 
Austrahan Bureau of Meteorology (BoM) rainfall data sets, averaged over 30°-35°S 
and 115°-120°E. The time-series in Fig. lb is detrended and the long-term mean 
of 520 mm yr"^ is removed. The trend in rainfall removed during 1970-2003 is in 
fact virtually negligible, at only -0.0264 mm yr~^ per annum. This equates to less 
than 1 mm yr~^ net decline in annual rainfall over the study region during the 34-
year record, indicating that our analysis period largely post-dates the documented 
20th Century decline in SWWA rainfall (e.g., see analyses in lOCI, 2002). The 
PSD analysis shows peak variabihty at periods of ~2.4, 3.9 and 8 years (Fig. 2.1c). 
The standard deviation of the detrended rainfall time-series is 66 mm yr~^; this 
value is used to define anomalously wet and dry years, as indicated in Fig. 2.1b. 
In particular, wet (dry) years correspond to those years with rainfall one standard 
deviation above (below) the long-term mean. In absolute terms, this means wet 
years receive > 586 mm yr"^ and dry years < 454 mm yr~^ rainfall, respectively. It 
is important to note that while highest rainfall over SWWA occurs during austral 
winter, the extreme years defined above do not correspond exclusively to dry and 
wet winters. For example, some of the dry years do not correspond to winters of 
particularly low rainfall, and in some cases high summer rainfall rates push the year 
average into a wet-year anomaly. With the focus of this paper on year-to-year and 
not seasonal variations, and with annual rainfall extremes not defined exclusively by 
wintertime rainfall rates, it is appropriate to form composite statistics based on net 
annual mean conditions. In Section 2.6 we briefly examine the nature and evolution 
of sub-annual rainfall anomalies over SWWA. 

As direct observations are sparse over the extratropical oceans, including the 
South Indian and Southern Oceans, we employ reanalysis data to investigate large-
scale atmospheric properties during dry/wet years over SWWA. Only the period 
since 1970 is considered, as prior to this time open-ocean data coverage is extremely 
sparse. The reanalysis data used is that of the National Center for Environmental 
Prediction (NCEP) and National Center for Atmospheric Research (NCAR) reanal-
ysis project (Kalnay et al, 1996). It is presently the most extensive reanalysis record 
available. The NCEP/NCAR reanalyses use a global spectral model with a hori-
zontal resolution of T62 (~2° latitude by longitude) and 28 unequally spaced 
vertical sigma-levels in the atmosphere (Kalnay et a/., 1996). The model includes 
parameterizations of all major physical processes. A variety of in situ and satellite 
measurements are assimilated and subjected to quality control before incorporation 
into the model. For this study, the following NCEP/NCAR reanalysis variables 
will be discussed: air temperature, sea level pressure (SLP), wind vectors, moisture 
advection, and outgoing longwave-radiation. For oceanic properties we use the Na-
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tional Oceanic and Atmospheric Administration (NOAA) extended reconstructed 
sea surface temperature (SST) data set with a resolution of latitude by 
longitude. The NOAA climatology employs the most recently available Compre-
hensive Ocean-Atmosphere Data Set (GOADS) SST data and improved statistical 
methods allowing for stable reconstruction using sparse data. 

To investigate teleconnections to rainfall variability over larger scales we use the 
Climate Prediction Center (CPC) Merged Analysis of Precipitation (CMAP; Xie and 
Arkin, 1996) climatology. The CMAP data set is used instead of the NCEP/NCAR 
reanalysis rainfall, as potential deficiencies on regional scales were revealed in the 
latter by Janowiak et al. (1998) for parts of the Indian Ocean and over Indonesia^ 
The CMAP data set consists of monthly averaged precipitation on a ~2.5° latitude 
by longitude grid for the period 1979-2003. It combines several data sets of 
varying origin and characteristics, including gauge-based analyses from the Global 
Precipitation Climatology Centre, predictions by the operational forecast model 
of the European Centre for Medium-Range Weather Forecasts, and three types of 
satellite estimates. As a further assessment of our findings obtained using the various 
climatological data sets, we will also examine SWWA rainfall variability within a 
multi-century integration of a coupled climate model (described in Section 2.5). 

To form composites of anomalous fields for a variety of parameters during dry and 
wet years, anomalies were calculated as the deviation of the composite annual mean 
from the long-term annual mean. By analyzing composite properties, prominent 
features of selected years are enhanced, while noise present in individual events is 
mostly removed. Dry SWWA years comprise 1972, 1977, 1979, 1987, 1994, and 
2002, while wet SWWA years are 1973, 1974, 1988, 1992, and 1999 (for further 
details see Fig. 2.1b). For reference, years identified by Saji et al. (1999) as lOD 
years for the period 1970-1999 are the following: 1972, 1982, 1994, and 1997, as is 
also indicated in Fig. 2.1b. 

2.4. Observed climate during extreme years 
2.4.1. Rainfall 

Gomposite analyses of annual surface precipitation rate show distinctly different 
patterns for dry (Fig. 2.2a) and wet (Fig. 2.2b) years in SWWA. The composite 
maps in Fig. 2.2 use rainfall rates from the GMAP climatology binned into dry 

Ît is noted that the composite rainfall maps in Fig. 2.2 are nonetheless relatively 
insensitive to the choice of rainfall climatology; including the GMAP, NGEP/NGAR 
and Global Precipitation Glimatology Project (GPGP) data sets. 
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and wet years. It should be noted that Fig. 2.2 shows the raw composite rainfall 
anomalies, which tend to be large where the mean annual precipitation is highest 
(e.g., over southeast Asia). Whilst rainfall anomalies over SWWA do not appear 
large, mean precipitation there is relatively low compared to the tropics, so the 
normalized anomalies at SWWA are significant. Anomalously low (high) rainfall 
persists over much of southeast Asia and the tropical eastern Indian Ocean during 
dry (wet) SWWA years (Fig. 2.2). Dry (wet) years in SWWA appear to also coincide 
with dry (wet) years along Australia's eastern seaboard and wet (dry) years in the 
tropical western Pacific and western Indian Oceans. Hence, dry and wet conditions 
in SWWA appear to be part of a large-scale phenomenon affecting the Indian Ocean 
basin and adjacent regions, in particular southeast Asia, parts of eastern Africa, and 
eastern Australia. 
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Figure 2.2. Composite of anomalous CMAP surface precipitation rate (mm 
yr~^) for (a) dry and (b) wet years in SWWA, as compared to the long-term 
climatological mean. Note that only extreme years from 1979-2003 are used to 
form the composites, as the CMAP rainfall climatology is only available from 
1979. The dashed contours indicate where anomalies exceed the 90% significance 
level as estimated by a two-tailed t-test. 
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2.4.2. Sea level pressure 

Composite anomalies of SLP fields show that during dry years SLP over the 
Australian continent is unusually high (up to 1 mb above the long-term mean) with 
its center over southern Austraha (Fig. 2.3a). A band of anomalously low pressure 
sits further south so that geostrophic wind anomalies drive an intensified westerly 
wind field at 40°S. The pattern for wet years in SWWA (Fig. 2.3b) is more or 
less reversed. However, in wet years, the anomalous low SLP across Australia and 
the eastern Indian Ocean stretches southward to the subpolar region near 60°E. A 
band of higher than normal SLP appears to the south of Australia, corresponding 
to weaker geostrophic westerly winds at 100°-140°E. With the wet and dry year 
composites exhibiting significant SLP anomalies over southern Australia and the 
Southern Ocean, the SWWA rainfall extremes could be related to the ACW or 
the Southern Annular Mode (SAM). However, analyses of time lagged SLP maps 
(figures not shown) reveal little signal of an ACW leading up to wet/dry years, and 
the SLP anomaly patterns are not circumpolar, so neither of these scenarios appears 
likely. 

2.4.3. Surface winds 

The pressure anomalies, in turn, result in changed surface wind fields across wide 
parts of the Southern Hemisphere, as the winds closely track the pressure fields as 
expected under geostrophy (composite wind anomalies are shown in Fig. 2.4). This 
is especially apparent in the subpolar westerlies to the south of the Australian con-
tinent, which are strengthened (weakened) by the increased (decreased) meridional 
SLP gradient during dry (wet) years. A strengthening and coinciding southward 
shift of the subpolar westerlies to the south of Australia during dry years results 
in a similar southward shift of the rain-bearing fronts associated with the subpolar 
front. This situation is reversed during wet years, confirmed by composite plots of 
moisture advection in the region (figure not shown). Nearer the region of SWWA, 
Fig. 2.4 shows that the local surface winds are anomalously offshore during dry 
years, and onshore during wet years. These localized wind changes have the effect 
of advecting less (more) moist air onto the West Australian coast during dry (wet) 
years (moisture advection figure not shown). 

The composites of surface vector wind anomalies for dry and wet SWWA years 
also differ distinctly over the Indian Ocean basin. For example, during dry (wet) 
years there is a strengthening (weakening) of the easterly winds on the northern 
flank (0°-10°S, 70°-110°E) of the gyre-scale anticlockwise wind system (Fig. 2.4). 
This agrees with the high (low) SLP anomaly extending from Australia northwards 
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Figure 2.3. NCEP/NCAR reanalysis composite of anomalous SLP (mb) for (a) 
dry and (b) wet years in SWWA, as compared to the long-term climatological 
mean. The dashed contours indicate where anomalies exceed the 90% significance 
level as estimated by a two-tailed t-test. 

across southeast Asia. This extension of the SLP anomaly creates a divergence 
(convergence) in near-surface flow across Indonesia, resulting in subsidence (con-
vection) of upper-atmospheric air masses, which leads to reduced (increased) local 
precipitation. Accordingly, decreased (increased) cloud formation is observed in 
the anomalous patterns of outgoing longwave radiation (OLR; figure not shown) 
across southeast Asia and SWWA (increased OLR for clearer skies, decreased OLR 
for greater cloud coverage). These mechanisms explain the pattern of anomalous 
rainfall (Fig. 2.2) seen across southeast Asia during dry and wet years in SWWA. 
Additionally, there is a broad band of anomalous meridional winds at 80°-110°E and 
15°-30°S during extreme SWWA rainfall years; characterized by unusually strong 
southward (northward) components during dry (wet) years. We will see below that 
these north-south wind anomalies contribute to local changes in atmospheric and 
oceanic temperatures. In summary, annual rainfall extremes over SWWA coincide 
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Figure 2.4. NCEP/NCAR reanalysis composite of anomalous annual surface 
wind vector direction and speed (m for (a) dry and (b) wet years in SWWA, 
as compared to the long-term climatological mean. Vectors indicate direction only, 
with color shading denoting speed in m Wind anomalies in excess of 0.5 m 

are significant at the 90% significance level as estimated by a two-tailed t-test. 

with anomalies on both the tropical and extratropical flanks of the gyre-scale an-
ticlockwise Indian Ocean wind system, with additional mid-basin meridional wind 
anomalies occurring near ~100°E. 

2.4.4. Sea surface and air temperature 

Anomalous SST composite maps for extreme SWWA rainfall years are shown 
in Figure 2.5. In the eastern Indian Ocean a prominent dipole in SST exists off" 
Western Australia during years of extreme rainfall; one pole (PI) is centered over 
the Northwest Shelf extending northwestwards to Sumatra, the other pole (P2) 
sits over the open ocean to the southwest centered at ~30°S, 100°E. A third local 
extreme (P3) in SST is also apparent in the southwest Indian Ocean to the southeast 
of southern Africa. 
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Figure 2.5. Composites of anomalous annual NO A A extended reconstructed 
SST (°C) for (a) dry and (b) wet years in SWWA, as compared to the long-term 
climatological mean. The areas traditionally associated with the Indian Ocean 
dipole (Saji et al, 1999) and the subtropical Indian Ocean dipole (Behera and 
Yamagata (2001), solid boxes; Suzuki et al. (2004), gray boxes) are marked in (a) 
and (b), respectively. Labeled in each panel is the location of the temperature 
poles PI , P2 and P3 as discussed in the text. The dashed contours indicate where 
anomalies exceed the 90% significance level as estimated by a two-tailed t-test. 

The SST pole south of Indonesia (PI) can be explained by the anomalous wind 
fields of Fig. 2.4. During dry years, strong easterly wind anomalies (Fig. 2.4a) 
cause a shoaling of the thermocline (forced by increased Ekman transport away 
from the equator), resulting in anomalously cold upwelled waters. The opposite 
occurs during wet years (Fig. 2.4b), with weaker easterly winds allowing local SST 
to warm via reduced upwelling. During dry years, a warm pole in SST is also seen 
in the equatorial western Indian Ocean off Africa reminiscent of the lOD, likely a 
result of anomalous eastward advection of warm tropical waters originating from 
the eastern Indian Ocean. This results in a positive air-sea feedback of anomalous 
SST fields reinforcing the overlying anomalous winds. A signature of negative lOD 
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phase is, however, only marginally apparent in the composite analysis of wet SWWA 
years (as noted below, only some wet years coincide with a strongly negative phase 
of the lOD). 

The temperature pole located in the southeast Indian Ocean (P2; near 30°S, 
100°E) corresponds with the anomalous meridional wind fields discussed in Section 
2.4.3. For example, during dry years (Fig. 2.5a), the warm SST pole coincides with 
anomalous winds from the north (in fact, except for 2002, individual years show 
either anomalously weak southerly winds, or indeed, a mean northerly wind stream 
at this location). In contrast during wet years, the cold SST pole coincides with 
enhanced southerly winds. This suggests that this second pole in SST is forced by 
local air-sea heat fluxes (unlike the tropical pole that appears to be the result of 
anomalies in wind-driven ocean advection). This is confirmed by composite analyses 
of observed air-sea heat fluxes (Fig. not shown), which show enhanced ocean heat 
loss over pole P2 during wet years (cool SST), and weakened ocean heat loss at 
pole P2 during dry years (warm SST). The air-sea coupling at P2 is apparent in the 
composite analyses of surface air temperature (Fig. 2.6), which show a prominent 
anomaly in heat content of the air mass overlying the southeast Indian Ocean SST 
pole. This confirms that the second SST pole is associated with anomalous warming 
(dry years) and cooling (wet years) forced by air-sea heat fluxes via meridional wind 
anomalies. 

The third SST pole in Figure 2.5 lies in the southwest Indian Ocean off southern 
Africa (P3). The SST anomalies in this region may be explained by anomalous 
wind-driven ocean advection during dry years (the cool water there is consistent 
with a stronger Ekman transport from the south), and anomalous air-sea heat fluxes 
during wet years (an anomalous northerly air stream flows toward P3 in the wet 
year composite). 

It is finally worth noting that the SST composite signatures shown in Fig. 2.5 
bear some similarity to previous analyses of surface temperature patterns in the 
Indian Ocean. For example, Nicholls (1989) found a significant correlation between 
northwest Western Australian (NWWA) winter rainfall and a pattern of SST rem-
iniscent of poles PI and P2 in our analysis. Surprisingly, Nicholls (1989) found 
no significant connection between his SST dipole and SWWA rainfall. Instead, his 
SST dipole was shown to correlate to rainfall over a region stretching from NWWA 
through central Australia and down to the southeast of the continent (matching the 
approximate trajectory of a northwest cloud band originating off NWWA). Ansell 
et al (2000a) found that a similar SST dipole to Nicholls (1989) was correlated to 
Victorian rainfall in the southeast of Australia. More recently, Saji and Yamagata 
(2003b, their Fig. 2) plotted a composite map of the Indian Ocean SST anomaly 
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Figure 2.6. NCEP/NCAR reanalysis composite of anomalous annual surface air 
temperature (°C) for (a) dry and (b) wet years in SWWA, as compared to the 
long-term climatological mean. The dashed contours indicate where anomalies 
exceed the 90% significance level as estimated by a two-tailed t-test. 

during September-November based on seven of the coolest SST anomaly years at 
7°S, 105°E, which sits over the eastern pole of the lOD (to the northwest of PI). 
While the resulting SST composite shows only a weak cool signature at our pole 
PI, it reveals a warm band of SST spanning from the western pole of the lOD off 
Africa southeastwards towards SWWA (reminiscent of the pattern of SST seen in 
our Fig. 2.5a). This correspondence reflects the lOD component in our composite 
dry year analysis for SWWA rainfall. 

2.4.5. Relation to the lOD and SIOD 

It has already been mentioned that in some years the lOD is associated with 
SWWA rainfall via the reinforcement of SST anomalies at pole PI. The lOD may 
also affect SWWA rainfall by other means, such as via a modification of the tropical 
wind field as is suggested by the anomalies seen in Fig 2.4. To investigate the 
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lOD-SWWA rainfall link further we calculate the Indian Ocean dipole mode index 
(DMI), an indication of lOD strength, and plot its annual mean against SWWA 
rainfall anomalies in Fig. 2.7. All properties shown in Fig. 2.7 represent the annual 
mean of monthly values. In particular, we calculate the monthly DMI using monthly 
SST values before forming the annual mean. The DMI definition is as described by 
Saji et al. (1999); namely, the difference is taken between spatially averaged NOAA 
reconstructed SST anomahes of two areas in the Indian Ocean (shown in Fig. 2.5a), 
one in the western Indian Ocean (50°-70°E, 10°S-10°N) and the other in the tropical 
eastern Indian Ocean (90°-110°E, 0°-10°S). In the DMI, the eastern SST anomaly 
is subtracted from the western SST anomaly. 
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Figure 2.7. Observed annual rainfall anomaly (solid fine, mm yr~^) for SWWA 
during 1970-2003 overlaid with the annual mean Indian Ocean dipole mode index 
(dashed line, as defined by Saji et al, 1999). The Indian Ocean dipole mode index 
is calculated using the regions indicated in Fig. 2.5a and the NOAA extended 
reconstructed sea surface temperature climatology. Years identified as positive 
Indian Ocean Dipole (lOD) years and positive ENSO years are indicated ( • = 
both lOD and ENSO; • = ENSO only; • = lOD only). ENSO year definitions are 
taken from Meyers et al (2007). Years of significant negative lOD phase are also 
indicated. The criteria used for wet/dry SWWA years are included (i.e., one 
standard deviation above/below the mean). 

The most obvious aspect of Fig. 2.7 is that the DMI and SWWA rainfall are 
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strongly out of phase. However, not all lOD events force anomalously dry conditions 
over SWWA, and indeed some dry years occur in the absence of an anomalously 
positive lOD phase. The DMI is correlated negatively with rainfall in SWWA, 
with a Pearson correlation coefficient of -0.534 and an associated P-value of 0.001. 
The connection between the lOD and SWWA rainfall is most apparent, however, 
during dry years, with the dry year SST composite anomaly pattern typical of an 
lOD event (Fig. 2.5a) yet only a weak signature of negative lOD phase during wet 
years (Fig. 2.5b). Nonetheless, several of the anomalous wet years coincide with a 
negative phase in the DMI, most notably 1992 (Fig. 2.7). During such years the 
lOD acts to strengthen the SST anomalies south of Indonesia as well as enhancing 
wind anomalies along the northern flank of the Indian Ocean anticyclone, thereby 
affecting the mean subtropical ridge that drives winds and moisture onto the coast 
of SWWA. 

The combination of SST anomalies at P2 and P3 is reminiscent of the subtropical 
Indian Ocean dipole (SIOD), although as indicated in Fig. 2.5 the location of these 
anomalies does not match previous definitions of the SIOD. For example, Suzuki 
et al. (2004)) investigate a subtropical dipole of SST at 50°-80°E, 42°-30°S (south-
western pole) and 75°-105°E, 29°-17°S (northeastern pole). Neither of these two 
poles overlies the regions of high SST anomaly identified above. It is not surprising 
then, that the subtropical dipole index (SDI) of Suzuki et al. (2004) is not signifi-
cantly correlated with SWWA rainfall (Pearson correlation coefficient of 0.238, and 
an associated P-value of 0.183). Similar correlation levels are obtained between 
SWWA rainfall and the SDI of Behera and Yamagata (2001). We further investi-
gated time-series of the seasonal mean SDI indices versus seasonal mean SWWA 
rainfall, and again found no significant correlation. 

In spite of this, it is clear that extremes in SWWA rainfall are associated with 
subtropical and midlatitude Indian Ocean SST and SLP anomalies, which in turn 
modulate the subtropical high and thereby alter the local atmospheric circulation 
(Figs. 2.3, 2.4). In the context of our study region, SWWA rainfall extremes are 
related to subtropical SST anomalies at locations to the east of previous definitions 
of the SIOD (e.g., as depicted in Fig. 2.5). This is supported by the magnitude of 
anomalous winds in the southwest Indian Ocean shown in Fig. 2.4, which are weaker 
than those in the east, particularly during dry years. Anomalies in the southwest 
Indian Ocean (near P3) are thus likely symptomatic of other basin-scale adjustments 
in the Indian Ocean anticyclone during dry and wet years, and not essential to the 
control of SWWA rainfall. 
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2.4.6. Modulation by ENSO 

The focus of this paper is on the Unk between interannual SWWA rainfall variabil-
ity and climate over the Indian Ocean. However, it is of interest to assess whether 
the link to Indian Ocean cHmate variability is in some way modulated by ENSO. If 
not stated otherwise, an ENSO year/event refers to the positive phase of the ENSO 
cycle, i.e. an El Niño event. Fig. 2.7 highlights years during the 1970-2003 obser-
vational record that can be identified as lOD years, those identified as ENSO years 
(using the definition of Meyers et al., 2007), and those identified as both lOD and 
ENSO years. For comparison the annual rainfall anomaly for SWWA is included 
in Fig. 2.7, and years of significant negative lOD phase are also shown. SWWA 
rainfall extremes exhibit no obvious link to ENSO events. For example, when an 
ENSO event occurs in the absence of a strongly positive lOD phase (1986, 1987, 
1991), SWWA rainfall is not significantly difi'erent to the long-term mean. Rain-
fall can be anomalously low during combined ENSO-IOD years (e.g., 1972), but it 
can also be average in such years (1982, 1997). It is true that ENSO events tend 
to be associated with drier SWWA years, although the connection is by no means 
robust and could just be symptomatic of the known ENSO-IOD connection (e.g., 
just over 40% of lOD events during 1876-1999 have coincided with ENSO events; 
Meyers et a/., 2007). The teleconnection of ENSO to the lOD remains a topic of 
vigorous debate, and separating their projection onto SWWA rainfall is beyond the 
scope of the present study. Nonetheless, it is possible that ENSO directly plays a 
role in SWWA rainfall, for example via a continent-wide SLP response through the 
downward branch of the Walker circulation. 

2.5. Modeled climate during extreme years 
One of the limitations of the above analyses of the observed and reanalysis records 

is that there are only 5-6 years characterized by anomalously high or low SWWA 
rainfall (Fig. 2.1b). This means that in general, only the high amplitude signatures 
of the observed composite analyses are statistically significant (e.g., the SST poles, 
the SLP anomalies over Australia, and the tropical and extratropical wind anoma-
lies). A much longer observational record is required to obtain detailed statistically 
significant patterns of Indian Ocean climate during wet and dry years over SWWA. 
It is therefore useful to revisit our analyses in the context of a long-term multi-
century natural simulation of the global coupled climate system. To this end we 
examine 1000 years of model data from the latter stages of a 10,000-year integration 
of the CSIRO coupled climate model under constant CO2 forcing. The model used 
is an updated version of the climate simulation described by Hirst et al (2000), 
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consisting of coupled atmospheric, oceanic, sea-ice and land-surface submodels. All 
components of the model have a horizontal spectral resolution of R21 (approximately 
5.6° longitude x 3.2° latitude), while on the vertical scale the ocean GCM has 21 
geopotential levels and the atmospheric GCM 9 sigma levels. The climate model 
employs seasonally varying heat and freshwater flux adjustment terms to keep the 
simulation near to a present-day steady state. Further details on the model physics 
and numerics, as well as its ability to simulate the present-day global climate, can 
be found in Gordon and O'Farrell (2004) and Hirst et al. (2000). Details of the 
model's representation of global climate variability and precipitation can be found 
in Walland et al. (2000) and Hunt (2001). 
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Figure 2.8. (a) Time-series of annual precipitation anomaly (mm yr~^) in 
SWWA over the 1000-year climate model simulation. The dashed lines indicate 
one standard deviation (44 mm yr~^) above and below the lOOO-year mean, which 
is used to define anomalously dry and wet years. The model SWWA precipitation 
is defined as the average over the area indicated by the box at 115°-120°E, 
30°-35°S (see Fig. 2.9a, b for the location), (b) Power spectral density (PSD) of 
SWWA precipitation. The dashed line represents the estimated white noise 
spectrum at 95% confidence level. 

Since the focus of this study is on rainfall variability on interannual timescales, a 
high-pass filter is applied to the model data to retain signals with periods of 2-10 
years. The model variables analyzed here include the annual mean SWWA rainfall 
(shown as a time-series over 1000 years in Fig. 2.8a, using rainfall averaged over 
the area indicated in Fig. 2.9a, b), as well as global SST, rainfall, surface wind 
stress, air-sea heat fluxes and surface ocean currents. The SWWA rainfall shown in 
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Fig. 2.8a is calculated using linear interpolation involving a total of 12 model grid 
points that span the domain of interest, matching the nearest model grid boxes to 
the analyzed observational domain of 115°-120°E, 30°-35°S. There are only 2 model 
grid points wholly enclosed by the box shown in Fig. 9a and 9b, but another 10 
points adjacent to the region that come into the calculation of SWWA rainfall via 
an area-weighted linear interpolation. 

The coupled climate model SWWA rainfall variability is weaker than that seen in 
the BoM observations, with a standard deviation of 44 mm yr~^ compared to the 
observed 66 mm yr~^. This is typical of coarse resolution climate models wherein 
extreme events tend to be weakly damped compared to observations. The extremes 
in model SWWA rainfall (Fig. 2.8a) are defined as those in which the rainfall 
anomaly exceeds one standard deviation above and below the long-term mean (i.e. 
±44 mm yr~^), resulting in ~150 instances of each of anomalously wet and dry 
years. The dominant periods of interannual variability of the model SWWA rainfall 
appear similar to the observations from a cursory comparison of Figs. 2.1b and 2.8a, 
which is confirmed by PSD analyses (Fig. 2.1c, 2.8b). The dominant variability in 
the model rainfall occurs at a broad range of periods, including 3-4 years and ^8.5 
years (these peaks are significantly different at 95% confidence level from a white 
noise signal, see Fig. 2.8b). The PSD analysis of observed rainfall (Fig. 2.1c) 
shows much less structure than the model (to be expected given the short data 
record), although the observed peaks at 2.4, 3.9 and 8 years are in good agreement 
with three of the significant peaks shown in the model analysis. The dominant 
period of variability seen in the observed SWWA rainfall (~4 years, Fig. 2.1c) 
contrasts multiple significant peaks in the model (at ~2.5, 3, 3.5, 4, 7, 8.5 years). 
It also contrasts the variabihty of the model's lOD, which exhibits a dominant 
period of ~3 years (figure not shown). The model lOD variabihty also exhibits a 
signal with a period of ~2 years, although not of magnitude significantly different 
from background noise. Damped higher frequency climate variability is a problem 
common to coarse-resolution models; it is likely to be why the simulation does not 
capture the primary biennial peak in the lOD noted in observations (e.g., Ashok 
et al., 2003b). 

Composite anomalies of the model regional rainfall patterns during dry and wet 
SWWA years are shown in Fig. 2.9a, b. Anomalies are only shown where they 
exceed the 90% significance level as estimated by a two-tailed t-test. The composite 
patterns of model precipitation correspond closely to those formed based on the 
observed 1979-2003 CMAP climatology (Fig. 2.2), though with reduced amplitude. 
Anomalous rainfall extends from SWWA and the eastern Indian Ocean into Asia 
in both dry and wet years, with a general reversal of sign over the western Indian 
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Figure 2.9. Composite maps of (a, b) rainfall anomaly (mm (c, d) SST 
(°C) overlaid on vectors of wind stress anomaly (N and (e, f) ocean surface 
current anomaly (cm during dry (a, c, e) and wet (b. d, f) years in the 
climate model. Anomalies are only shown where they exceed the 90% significance 
level as estimated by a two-tailed t-test. Anomalous wind stress and surface 
current velocities below the significance level ai'e displayed as gray vectors in (c-f) . 
Wind anomaly vectors of magnitude less than 0.5 x 10"^ N are not shown. 
The highlighted box in (a. b) mai'ks the SWWA location used to define years of 
anomalous model rainfall (i.e., the dry and wet years of Fig. 2.8a). 
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Ocean and Africa, as well as in the western Pacific. Unlike the observed, however, 
the composite patterns exhibit highest anomaly magnitudes over SWWA, not Asia. 
This indicates a greater variety of rainfall scenarios over Asia in the model during 
dry and wet SWWA years. It is also noted that the model under-represents tropical 
ocean-atmosphere variability, including ENSO and the lOD, owing to its coarse 
resolution and possibly the use of flux-adjustment terms. In this context we repeated 
the model composite analyses within the non-flux-adjusted NCAR cUmate system 
model, and found similar patterns to those described here (figures not shown). 

Composites of the model SST and wind vector anomalies during dry and wet 
SWWA years are presented in Fig. 2.9c, d (as above, only shown where they ex-
ceed the 90% significance level). This shows that during dry years a pole of cold 
SST sits in the tropical eastern Indian Ocean off' Northwest Australia alongside a 
pole of anomalously warm SST to the south extending northeast towards Central 
Africa. During wet years this SST pattern is reversed, with the dipole of temper-
ature anomalies nearly a mirror image of the dry year scenario. These dry and 
wet year patterns are remarkably similar to the reanalysis SST composite anomalies 
shown in Fig. 2.5, although the magnitude of the SST anomalies is smaller in the 
model compared to the observations (±0.1°C versus ±0.4°C, respectively). This 
reduced SST variability is likely due to a combination of the model's coarse resolu-
tion, the model flux adjustment terms, and the fact that we composite ~150 model 
years for each of the low rainfall and high rainfall scenarios. Like the observational 
analyses (Fig. 2.5), the model SST dipole reaches peak amplitude in the tropical 
and subtropical eastern Indian Ocean, adjacent to western Australia (and to the 
east of previous definitions of the SIOD). Furthermore, the model composite of dry 
years shows a stronger magnitude lOD pattern compared to the model wet years, 
similar to the observed composite SST signals of Fig. 2.5. 

The model composite winds are also for the most part consistent with the reanaly-
sis data. There is a strengthening (weakening) of the subpolar westerlies during dry 
(wet) SWWA years (Fig. 2.9c, d). In addition, dry (wet) years are accompanied by 
acceleration (deceleration) of the tropical easterlies, with strongest anomalies off the 
Indonesian coast. As with the reanalysis data, this forces the oceanic heat anomalies 
at pole PI via fluctuations in the surface Ekman transport away from the equator 
(this can be confirmed for the model in Fig. 2.9e, f). In addition, local evaporative 
fluxes also play a role in regulating the model's SST anomahes at PI. Winds over 
the southeast Indian Ocean SST pole (P2) include anomalously northward (south-
ward) components during cold (warm) phases. These features again show excellent 
agreement between the reanalyzed and climate model data. As in the observed 
analyses, anomalies in the model air-sea heat exchange at pole P2 are controlling 
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SST fluctuations via anomalous meridional winds (composite heat flux patterns not 
shown). Ocean advection also contributes to SST variability at P2, with meridional 
flow anomahes altering local ocean heat transport (Fig. 2.9e, f). The model wet 
(dry) years experience an increase (decrease) in onshore winds over SWWA near 
30°S (Fig. 2.9c, d), which is also apparent albeit localized in the NCEP/NCAR 
data (Fig. 2.4). Anomalous ocean current fields (Fig. 2.9e, f) mostly reflect ad-
justments in Ekman transport as forced by the wind stress anomalies symptomatic 
of wet and dry years. These ocean circulation changes are important for forcing 
SST anomalies at pole PI (via divergence of water from the equator) and in the 
extratropics under the subpolar westerlies. 

2.6. Seasonal development of climate anomalies 
The focus of this paper is on year-to-year precipitation anomalies over SWWA. 

Nonetheless, with the majority of SWWA rainfall occurring during austral winter 
(e.g., McBride and Nicholls, 1983; Drosdowsky, 1993b), it is of interest to assess the 
intra-annual development of climate anomalies associated with extreme wet and dry 
years. Fig. 2.10 shows the mean monthly precipitation over SWWA over the 1000-yr 
model integration and during 1970-2003 in the observed. Both model and observed 
show peak rainfall occurring during June-July-August (JJA), declining gradually 
to minimum rainfall during December-January-February (DJF). In both model and 
observed, approximately 45% of the total annual precipitation over SWWA occurs 
during JJA. To assess the seasonal development of climate anomalies associated 
with extreme wet and dry years. Fig. 2.11 shows the evolution of NCEP/NCAR 
SLP anomalies during dry and wet years for the period 1970-2003. A corresponding 
analysis for NOAA extended reconstructed SST is presented in Fig. 2.12. In these 
analyses, the seasonal composites are formed using the extreme rainfall years to 
elucidate the seasonal evolution of annual climate anomalies, rather than looking 
at extremes of any given season in isolation (we undertake such an analysis for 
wintertime later in this section). 

Fig. 2.11 reveals that on average, extreme SWWA rainfall years are character-
ized by a progressive strengthening of anomalous SLP during the progression from 
summer to late winter months. This is not unexpected as peak rainfall occurs dur-
ing austral winter, with DJF precipitation less than 25% of that received during 
JJA. In fact, summertime SLP anomalies in DJF (Fig. 2.11a, b) bear only weak 
resemblance to the peak wintertime pressure anomahes seen in Fig. 2.lie, f. Au-
tumn (MAM), winter (JJA) and spring (SON) anomalies are all reminiscent of the 
annual patterns shown in Fig. 2.3. In contrast, SST anomalies (Fig. 2.12) show 
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Figure 2.10. Observed and modeled mean monthly precipitation over southwest 
Western Australia in mm month"^. The observed is derived from the Australian 
Bureau of Meteorology gridded rainfall chmatology during 1970-2003. The model 
seasonal cycle is derived from the CSIRO 1000-yr integration. The regions of 
analysis used to construct the observed and model means are shown in Figs. 2.1a 
and 2.9a respectively. 

greater persistence, with summertime SST patterns in DJF already exhibiting the 
characteristic three-pole structure noted in the annual composites (Fig. 2.5). The 
two areas of anomalous SST adjacent to SWWA (PI, P2 of Fig. 2.5) reach peak 
magnitudes in wintertime (JJA) and spring (SON), but their genesis appears as 
early as the preceding summer. 

With our focus on interannual SWWA rainfall fluctuations, an analysis of ex-
tremes in seasonal precipitation is mostly beyond the scope of the study. We note, 
nonetheless, that composite analyses of seasonal rainfall extremes reveal similar In-
dian Ocean climate states to the wet and dry scenarios described in sections 2.4 
and 2.5, particularly during April-November. For example, an analysis of extended 
wintertime (May-September) rainfall during 1970-2003 identifies six anomalously 
dry winters (1976, 1977, 1979, 1987, 2000, 2002) and seven anomalously wet win-
ters (1973, 1974, 1983, 1988, 1992, 1996, 1999), using the ± 1 SD criterion adopted 
previously. Fig. 2.13 shows composite SLP, winds, and SST during the wet and dry 
winters identified above. 

The overall pattern of anomalous SLP and SST during extreme winters is very 
similar to the annual composite anomalies described previously, despite a different 
selection of years in the composite statistics. Some notable differences appear in 
the wind composites, which are now dominated by anomalous patterns of onshore 
and offshore winds at the latitude of SWWA. Overall, the peak in surface pres-
sure anomalies appears to be shifted slightly to the south compared to the annual 
composites, with a weakened tropical infiuence on SWWA during wintertime. This 
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F igure 2.11. Seasonal evolution of NCEP/NCAR reanalysis SLP anomalies 
(mb) for dry (left) and wet (right) SWWA years for the period 1970-2003, as 
compared to the long-term climatological seasonal mean. The dashed contours 
indicate where anomalies exceed the 90% significance level as estimated by a 
two-tailed t-test. 
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Figure 2.12. Seasonal evolution of NOAA extendeci reconstructed SST 
anomalies (°C) for dry (left) and wet (right) SWWA years for the period 
1970-2003, as compared to the long-term chmatological seasonal mean. The 
dashed contours indicate where anomahes exceed the 90% significance level as 
estimated by a two-tailed t-test. 
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(f) Wind (dry winters i 
20-N 

20 S 

«t"S 

-0.8 -04 0 0.4 O.S 

(J) Wind (wet winters) 

20'S 

40 s 

20'L 60 1: KKI'̂r 140 L 180 L 201: 100 1: MO-̂l 180 f 
1 . 0 02 0.4 0.6 O.S 

(c) SSI (drs winters) (I'l SS'I (wet winter>i) 
20 \ 

20 'S 

I80i: 
-0.2 

Figure 2.13. Composite analyses of (a, b) SLP (mb), (c, d) vector w M s (m 
s- i ) and (e, f) SST (°C) for dry (a, c, e) an(i wet (b, d, f) winters in SWWA. The 
extreme winter rainfall events are defined as one standard deviation below/above 
the mean rainfall during May-September (inclusive). Years included in the 
composite winter analysis are given in the text. The dashed contours indicate 
where anomalies exceed the 90% significance level as estimated by a two-tailed 
t-test. Wind anomalies in excess of 0.5 m are significant at the 90% confidence 
level, as estimated by a two-tailed t-test. 

is likely due to the increased role of extratropical cyclones during winter in feeding 
moisture to SWWA, as compared to other seasons when northwest cloud bands may 
dominate. Apart from these differences in composite winds, the overall patterns of 
SST and SLP characteristic of SWWA winter rainfall extremes exhibit strong sim-
ilarity to the annual composites detailed in Section 2.4. Thus, our results for the 
Indian Ocean climate states associated with annual SWWA rainfall extremes are 
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robust when applied to an analysis of SWWA winter rainfall extreiniis. Whih^ not. 

shown here, analyses of SST, SLP and winds during austral autumn (MAM) nnd 

spring (SON) extremes also exhibit robust features eonipared to those descirilx^l for 

the annual extremes. In eontrast, eomposite analyses based on extreme smnmei-tline 

(DJF) rainfall events show robust patterns of SST, similar to the features r(W(ui.l(Hl 

in Fig. 2.5, and largely robust patterns in SLP and winds during dry sununers, but, 

significant differences in SLP and winds for anomalously wet siunuKU-s (figure^ not-

shown). 

An analysis of the climate model's seasonal evolution of SST and wind H.n()mali(\s 

during wet and dry years is presented in Fig. 2.14. Lik(̂  th(i evolution of cliuuit(» 

anomalies within observed wet/dry years (Figs. 2.11, 2.12), the model exhibits n 

progressive amplification of anomalies in SST and atmospheric' (^ircnilation towards 

a wintertime peak during JJA. The (composite ])lots suggest (xuuui tempcn-atun^ 

anomalies begin to develop as early as sunnnertime, with a wcuik SST dipohi api)(uu-

ing at PI and P2 in the mean DJF conditions. Wind anomalies tluui develop during 

the ensuing months (MAM), amplifying to a pronoun(;(Kl largcvscah^ accxikn'ation 

(deceleration) of the Indian Ocean m(̂ an anticyclonci by wintertinui (JJA) during 

dry (wet) years. The wind anomalies reinforcie tlu^ SST anomalies via. Ekinan trans-

port at P I and air-sea fluxes at P2, yielding peak amplitude SST anomalies during 

JJA. The Indian Ocean climate anomalies then begin to weakciii gradually during 

austral spring (SON). Thus in sunmiary, both the model and obscu'ved extr(une 

years exhibit a seasonally-evolving climate signal over the Indian Ocean, apjxuu'ing 

to initiate in SST as early as sunnnertime, rapidly increasing to a ])eak amplitudi^ 

in atmospheric circulation and SST during winter, then abating gradually during 

austral spring. 

2.7. Discussion and conclusions 

We have assessed interannual rainfall extremes over SWWA using 34 years of 

observations and reanalysis data as well as lOOO years of model output from a global 

coupled climate model integration. The study area is limited in its spatial (ixt(;nt 

but is chosen due to its unique rainfall charact(iristics, which ar(i confirirKKl in this 

study to be of a highly localized nature. Both the» rc^analysis data and the. climati» 

model suggest SWWA rainfall extremes are linked to a riiorgani/ation of tin» la.rg(v 

scale wind field over the eastiirn and southeastcirn Indian Ocean. Tlu^ wind ii(»l(l 

alters SST via anomalous Ekinan transport in the tropical Indian Oc(iaii and via, 

anomalous air-sea heat fluxes in the subtropics, as wd\ as changing tlui larg(vsca,l(! 

advection of moisture onto the SWWA coast. The resulting dipole in SST s(u;saws 
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Figure 2.14. Seasonal evolution of SST (°C) and wind stress (N anomalies 
presented as composite maps based on extreme years of SWWA rainfall in the 
coupled climate model. Wind anomaly vectors of magnitude less than 0.5 x 10"^ 
N are not shown. Anomalies are only shown where they exceed the 90% 
significance level as estimated by a two-tailed t-test. 
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in sign between dry and wet years, and is different from most previous definitions 
of SST dipoles in the region. In particular, the dipole we hnked to SWWA rainfall 
exhibits peak amplitudes in the eastern Indian Ocean adjacent to the west coast of 
Australia. During dry years, the SST pattern is characterized by anomalously cool 
waters in the tropical eastern Indian Ocean (PI; Fig. 2.5), adjacent to a region of 
unusually warm water in the subtropics off SWWA (P2). In some of the dry years, 
the cool temperatures in the tropical eastern Indian Ocean are reinforced by an lOD 
event. Notably, however, not all lOD events force anomalously dry conditions over 
SWWA, and indeed some dry years occur in the absence of an anomalously positive 
lOD phase (Fig. 2.7). In a similar manner, some (but not all) wet SWWA years 
are reinforced by a negative phase in the lOD. 

The fact that there is no simple relationship between interannual variability in 
SWWA rainfall and the lOD suggests that other low-frequency processes are also 
at play. These include the modes of subtropical and extratropical variability that 
have already been described above. In addition, the proximity of the first SST 
pole (Pi) to the Indonesian Archipelago suggests that variations in the Indonesian 
throughflow (ITF) will also drive substantial SST variability at PI. In addition, the 
Leeuwin Current propagates heat content anomalies from PI polewards along the 
west coast of Western Australia, offshore of the SWWA region, and so it too likely 
impacts on local wind and moisture advection anomalies in the region. These modes 
of variability cannot be examined using observational data, however, as direct ocean 
current measurements are too sparse. In addition, coupled climate model resolution 
is inadequate to resolve the structure and speed of the Leeuwin Current. Hence, 
we cannot easily assess the role of the ITF and Leeuwin Current variability in 
determining SWWA rainfall in the present study. 

As noted above, anomalous winds during extreme years alter SST via Ekman 
transport in the tropical Indian Ocean and via air-sea heat fluxes in the subtrop-
ics. The winds also change the large-scale advection of moisture onto the SWWA 
coast. At the basin scale, the anomalous winds can be interpreted as an accelera-
tion (deceleration) of the Indian Ocean climatological mean anticyclone during dry 
(wet) years. In addition, dry years see a strengthening and coinciding southward 
shift of the subpolar westerlies, which results in a similar southward shift of the 
rain-bearing fronts associated with the subpolar front. A link is also noted between 
extreme rainfall years and winds over the tropical margin of the Indian Ocean anti-
cyclonic, which reinforces the tropical eastern pole of SST described above. In this 
manner, both tropical and extratropical processes in the Indian Ocean generate SST 
and wind anomalies off western Australia, which are linked to moisture transport 
and rainfall extremes in the region. 
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Figure 2.15. Schematic diagram showing the connection between Indian Ocean 
cHmate variabihty and (a) dry and (b) wet years over SWWA. SST anomalies are 
shown as actual composite fields as in Fig. 2.5 (color shaded in °C). Wind 
anomalies are shown schematically as bold arrow ŝ, pressm-e anomahes are 
indicated by H (high) and L (low), and rainfall anomalies are shown using 
sun/cloud symbols. 

A schematic diagram depicting the major climate anomalies during dry and wet 
years over SWWA is shown in Fig. 2.15. During dry years, a strengthening of 
the northern flank of the anticyclonic wind field across the equatorial Indian Ocean 
causes a shoaling of the thermocline and cool upw'elled SST off the Indonesian 
coast, accounting for the simultaneously dry conditions in southeast Asia. This is 
sometimes reinforced by an lOD event. The cool SST anomalies exhibit highest 
magnitude adjacent to the west Australian coast (PI of Fig. 2.5). In addition, dry 



CH. 2 2.7. DISCUSSION AND CONCL USIONS 

years coincide with an anomalous southward air stream over the eastern subtropical 
Indian Ocean, leading to warmer air, anomalous air-sea heat fluxes, and warmer 
SST centered near 100°E and 30°S (pole P2 of Fig. 2.5). Further south, the dry 
year climate exhibits a strengthening and coinciding southward shift of the subpo-
lar westerlies, which results in a similar southward shift of the rain-bearing fronts 
associated with the subpolar front. This leads to reduced moisture transport onto 
the SWWA region. The dry year climate dynamics are more-or-less reversed during 
wet years, although only a weak lOD signal is noted in the composite analyses. 
During wet years, anomalously low air pressure extends over much of the region, 
driving a deceleration of the Indian Ocean subtropical anticyclone. In the immedi-
ate vicinity of SWWA, winds are anomalously stronger onshore, forcing increased 
moisture transport into the region. Wright (1974) found dominant winter rainfall in 
SWWA to be prefrontal with moisture inflow from the ocean to the northwest, also 
shown by Hope and Nicholls (2004) for wet conditions in SWWA. These findings 
are consistent with the anomalous signal in SST, winds, and moisture transport in 
this study during wet SWWA years. 

A 1000-year integration of a coupled climate model was used to reassess the results 
of the 34-year reanalysis record, particularly in view of the low number of extreme 
events available in the short observational record. Analysis of the ~150 extreme 
dry and wet SWWA years in the climate model simulation revealed surprisingly 
similar composite anomaly patterns as those seen in the observations. The proposed 
dynamics linking large-scale Indian Ocean climate to SWWA rainfall extremes, as 
derived from the reanalysis data, appear robust in the coupled model. In particular, 
composite model patterns of Indian Ocean winds, rainfall and SST are broadly 
similar to those seen in the reanalyses and observations. The model anomalies have 
smaller magnitudes than in the reanalysis fields, which is likely due to a combination 
of the coarse model resolution, the model flux adjustment terms, and the fact that we 
composite 150 events for each of dry and wet years. We had initially assumed that 
the model would be too coarse in resolution to capture the dynamics of interannual 
rainfall variability over SWWA. However, given the close correspondence between 
composite climate patterns in the coupled model and the observed (both on the 
annual average as well as during their seasonal evolution), and given that these 
features are basin-scale in their extent, it appears that the model is resolving regional 
southeast Indian Ocean climate variability rather well. Indeed, the finding that the 
model agrees with the observed, despite its coarse resolution, is symptomatic of the 
fact that the driving mechanisms for SWWA rainfall variability are large in scale. 

An analysis of the seasonal evolution of SST, winds, and SLP during wet and dry 
years revealed a progressive amplification of anomalies towards a wintertime peak 
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during JJA. In both the model and observed, ocean temperature anomaUes can 
begin to develop as early as summertime, with an SST dipole appearing at PI and 
P2 in the composite mean DJF conditions. Wind anomalies then develop during the 
ensuing months, amplifying to a pronounced large-scale acceleration (deceleration) 
of the Indian Ocean mean anticyclone by wintertime during dry (wet) years. The 
wind anomalies act to reinforce the SST anomalies via Ekman transport at PI 
and air-sea fluxes at P2, yielding peak amplitude SST anomalies during JJA. Both 
the model and observed extreme years exhibit this seasonally-evolving climate signal 
over the Indian Ocean: genesis in SST as early as summertime, rapidly increasing to 
maximum amplitude in atmospheric circulation and SST during winter (the season 
of highest SWWA rainfall), and then gradually abating during austral spring. 

Because there is evidence of a net decrease in wintertime SWWA rainfall since the 
mid-1970s relative to the pre-1975 period (e.g., lOCI, 2002), it is of interest to briefly 
assess whether recent multi-decadal trends in SST and SLP bear any resemblance 
to the dry-year composite fields obtained in our study. We have plotted the JJA 
difference in SST and SLP during the 25-yr period 1980-2004 relative to 1951-1975 
in Fig. 2.16. The change in SLP is dominated by a positive trend in the SAM, 
associated with an intensification of the subpolar westerly winds. In addition, a 
large-scale increase in SLP has occurred at subtropical latitudes, with changes of 
up to 1.4 mb centered over Western Australia - of the same sign and of higher 
magnitude than the SLP anomaly seen during dry years in Fig. 2.3a. The changes 
in SST during 1980-2004 relative to 1951-1975 show a pronounced warming over 
the Indian Ocean, with peak magnitude near pole P2, and cooling near pole P3 
- that is, temperature trends of the same sign as the characteristic SST anomaly 
pattern found during dry years (Fig. 2.5a). However, the observed temperature at 
PI has warmed as well, so that the P1-P2 dipole is only ~0.3°C more pronounced 
during 1980-2004 as compared to the pre-1975 period. With greater warming at 
P2 than at PI, the sense of this SST trend at the P1-P2 dipole should favor drier 
conditions over SWWA. In summary, there is some evidence that the post-1970 
decrease in wintertime SWWA rainfall has been accompanied by a trend toward 
the dry-year scenario described in this paper. This is consistent with the proposed 
decadal modulation of the lOD noted by Ashok et al. (2004a). However, other 
factors, such as the documented positive trend in the SAM (e.g., see analysis in 
Karoly, 2003) and shifts in synoptic systems (Hope et al, 2006), are perhaps also 
playing a dominant role. 

The observed relationship between SWWA rainfall and Indian Ocean winds and 
SST might be modulated by other phenomena, such as ENSO and the ACW. While 
we did not establish a direct link between ENSO-related variability and SWWA 
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Figure 2.16. Difference in the climatological mean wintertime (JJA) (a) SLP 
(mb), and (b) SST (°C) during 1980-2004 relative to 1951-1975. Geostrophic wind 
directions are indicated in (a) and the locations of poles P1-P3 are shown in (b). 

precipitation, there are numerous climate teleconnections from the Pacific to Indian 
Ocean, and so an indirect ENSO influence is quite likely. For example, the In-
donesian throughflow is thought to directly influence Indian Ocean variability (Lee 
et a/., 2002; Xie et al, 2002), thereby likely affecting lOD characteristics (Saji and 
Yamagata, 2003b) as well as the heat content at pole PI. The sensitivity of the 
Indonesian throughflow to ENSO (Meyers, 1996; Behera et al, 2000; England and 
Huang, 2005) means that it is likely the climate of the tropical Pacific Ocean will 
impact on SWWA rainfall via the Indian Ocean connection established in our study. 
There is anecdotal evidence for this, with several of the dry years coinciding with 
ENSO years in both the observations and the coupled climate model. However, 
in both model and observed, the influence of ENSO on SWWA rainfall is much 
less obvious than the Indian Ocean connection, and quite possibly an artifact of 
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the lOD-ENSO link. Similarly, Simmonds and Rocha (1991) pointed out that the 
SST pattern in the Indian Ocean region that Nicholls (1989) linked to Australian 
rainfall and which is broadly reminiscent of the anomalies described here is largely 
independent of ENSO. 

The suggestion that the ACW impacts on Australian rainfall (White, 2000) was 
not apparent in this study for the localized SWWA region. In particular, we observed 
no clear circumpolar propagation of anomalies leading up to anomalous SWWA rain-
fall years in either the model or reanalysis data. In spite of this, we cannot exclude 
the possibility that the pressure field across the south Indian Ocean is in some 
way responding to oscillations associated with the ACW or the SAM. Large-scale 
changes in extratropical air pressure affect the location and intensity of the subpolar 
westerlies, which in turn control SST and moisture advection near SWWA. Separat-
ing this extratropical forcing from the tropical and subtropical signals described in 
this paper is difficult as they are ultimately linked via the anticyclonic pressure sys-
tem over the Indian Ocean. We have shown how interannual rainfall extremes over 
southwest Western Australia are linked to large-scale ocean-atmosphere variability 
over the Indian Ocean. Future work should address the formation and evolution of 
these ocean-atmosphere anomalies with a view to improving predictability of rainfall 
extremes in the region. 
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CK 3 3.1. ABSTRACT 

3.1. Abstract 
The potential impact of Indian Ocean sea surface temperature (SST) anomalies 

in modulating mid-latitude precipitation across southern and western regions of 
Austraha is assessed in a series of atmospheric general circulation model (AGCM) 
simulations. Two sets of AGCM integrations forced with a seasonally evolving 
characteristic dipole pattern in Indian Ocean SST consistent with observed "dry-
year" (PD/IF) and "wet-year" (Pwet) signatures are shown to induce precipitation 
changes across western regions of Australia. Over Western Australia, a significant 
shift occurs in the winter and annual rainfall frequency with the distribution be-
coming skewed towards less (more) rainfall for the Fdry (Pwet) SST pattern. For 
southwest Western Australia (SWWA), this shift is due primarily to the large-scale 
stable precipitation. Convective precipitation actually increases in the Pdry case 
over SWWA forced by local positive SST anomalies. A mechanism for the large-
scale rainfall shifts is proposed, by which the SST anomalies induce a reorganization 
of the large-scale atmospheric circulation across the Indian Ocean basin. Thickness 
(1000-500 hPa) anomalies develop in the atmosphere mirroring the sign and position 
of the underlying SST anomahes. This leads to a weakening (strengthening) of the 
meridional thickness gradient and the subtropical jet during the austral winter in 
^DRY (Pwet)- The subsequent easterly offshore (westerly onshore) anomaly in the 
thermal wind over southern regions of Australia, along with a decrease (increase) 
in baroclinicity, result in the lower (higher) levels of large-scale stable precipita-
tion. Variations in the vertical thermal structure of the atmosphere overlying the 
SST anomalies favor localized increased convective activity in Pdry due to differen-
tial temperature lapse rates. In contrast, enhanced widespread ascent of moist air 
masses associated with frontal movement in Pwet accounts for a significant increase 
in rainfall in that ensemble set. 
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3.2. Introduction 
The seasonal to interannual variability in precipitation in mid-latitudes is gen-

erally assumed to be predominantly driven by internal atmospheric dynamics. In 
contrast to the strong air-sea coupling in the tropics, the ocean's role in forcing 
extratropical atmospheric variability is often regarded to be of minor importance. 
Kushnir et al. (2002) review the present understanding of the extratropical ocean's 
role in modulating atmospheric circulation. They find that in addition to a di-
rect thermal response in the atmospheric boundary layer to sea surface temper-
ature (SST) anomalies, there is also evidence for a significant modulation of the 
large-scale atmospheric circulation. However, relative to the atmosphere's internal 
variability the ocean-induced changes are small. Nevertheless, a wealth of studies 
have been inspired by the possibility of utilizing the longer persistence of anomalies 
in the ocean, which in turn might modulate extratropical atmospheric variability, 
for improving seasonal to interannual climate forecasts (Kushnir et al, 2002, and 
references therein). Few of these studies show clear evidence that the extratropical 
ocean has a major effect on the large-scale atmospheric circulation (e.g., Czaja and 
Prankignoul, 1999; Rodwell et a/., 1999; Sterl and Hazeleger, 2005). Many more 
studies demonstrate the overriding importance of the atmosphere's internal vari-
ability, particularly in controlling precipitation on interannual to seasonal timescales 
(e.g., Harzallah and Sadourny, 1995; Rowell, 1998; Watterson, 2001). There is gen-
eral agreement that a marked contrast exists between the tropics, where 60%-80% 
of climate variability is SST-forced, and the mid-latitudes where only about 20% 
can be attributed to SST-forcing (Kushnir et a/., 2002). In this study, we present 
evidence for regional mid-latitude precipitation being significantly affected by ex-
tratropical SST on seasonal to interannual timescales in an atmospheric general 
circulation model (AGCM). This study is motivated by previous observational and 
model work by England et al. (2006) who find that precipitation over southwest 
Western Australia (SWWA) can be linked to a recurring SST dipole pattern in the 
Indian Ocean. 

The first proposed link between Australian rainfall variability and SST was made 
by Priestley and Troup (1966) and further explored by Streten (1981,1983). Nicholls 
(1989) describes a gradient in SST between the Indonesian region and the central 
Indian Ocean highly correlated with winter rainfall extending from the northwest 
to the southeast of Australia. However, he cautioned against assuming a causality, 
i.e. that the SST pattern was forcing the rainfall changes. To determine whether 
SST anomalies could be regarded as the cause of rainfall variations. Voice and Hunt 
(1984) carried out AGCM experiments where the atmosphere was forced by SST 



CH. 3 3.2. INTRODUCTION 

anomalies similar to those found by Streten (1981, 1983). However, they find con-
flicting results, especially in southern regions of Austraha. In contrast, in AGCM 
experiments with idealized positive SST anomalies to the north of Australia by Sim-
monds (1990), warm anomalies to the northwest of Australia result in increased pre-
cipitation over much of the country. In further experiments, by introducing an addi-
tional cold SST anomaly to the southwest of Australia south of the warm anomalies 
Simmonds and Rocha (1991) strengthen the rainfall response over Australia. The 
induced SST anomalies in the AGCM experiments impact on Australian rainfall via 
changes in the atmospheric circulation, rather than directly via the warmer ocean 
temperatures (Simmonds et al, 1992). Frederiksen et al. (1999) use multidecadal 
AGCM simulations forced with observed global SST to split the rainfall variance 
over Australia into components due to SST forcing and due to internal variability. 
In their experiments, the SST forcing seems to be most influential over the tropical 
northern part of the country. Ansell et al. (2000b) find that observed rainfall in 
southern regions of Australia has a stronger link with variations in mean sea level 
pressure (MSLP) than with Indian Ocean SST. However, Frederiksen and Balgovind 
(1994) use an enhanced SST gradient reminiscent of the one described by Nicholls 
(1989) in AGCM simulations and record increased frequency of northwest cloud 
bands and associated winter rainfall over an area extending from the northwest to 
the southeast of the country. For similar regions over Australia, Ashok et al. (2003a) 
link positive Indian Ocean Dipole (lOD) events with a reduction in winter rainfall 
due to a baroclinic response in the atmosphere resulting in anomalous subsidence. 
Applying an enhanced meridional SST gradient in the eastern Indian Ocean, Fred-
eriksen and Frederiksen (1996) demonstrate an equatorward shift of storm track 
instability modes over the Australian region and an increase in the baroclinicity. 

For SWWA, Smith et al. (2000) find neither Indian Ocean SST nor MSLP to be 
closely linked with observed interannual rainfall variability (though they propose 
that both play a role in long-term trends in the region). More recently, England 
et al. (2006) identify a characteristic SST pattern and a reorganization of the large-
scale wind field over the Indian Ocean region associated with anomalous rainfall 
years in SWWA in both observations and a multi-century coupled climate model 
simulation. They find dry (wet) years in SWWA associated with cold (warm) SST 
anomalies in the eastern Indian Ocean off the northwest shelf of Australia and warm 
(cold) anomalies in the subtropical Indian Ocean. Concurrently an acceleration (de-
celeration) of the anticyclonic basin-wide wind field exists with anomalous offshore 
(onshore) moisture advection over SWWA. However, it could not be determined if 
the SST anomalies played a role in forcing the SWWA rainfall anomalies, or were 
just symptomatic of the changed wind field. In this latter case, the wind field 
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changes would be the primary cause of both the precipitation and SST anomahes 
(for SST, air-sea heat flux anomahes would also play a role). The goal of this study 
is to address the question of whether the SST patterns described by England et al. 
(2006) are capable of driving SWWA precipitation anomalies using an ensemble set 
of AGCM simulations. 

SWWA is characterized by a Mediterranean-type climate dominated by wet win-
ters and dry summers (Drosdowsky, 1993a). During summer, the influence of the 
subtropical high-pressure belt dominates over this region. The axis of the subtropi-
cal ridge moves equatorward in autumn and is located near the northern boundary 
of SWWA (approximately 30°S) during the winter months (Gentilli, 1972). As 
a consequence, moist westerly winds prevail over SWWA from late autumn into 
spring. Rainfall associated with the maritime westerlies is enhanced by topography 
and by the regular passage of cold fronts and associated depressions (e.g., Gentilli, 
1972; Wright, 1974; lOCI, 2001). There is a general decrease in rainfaU rate from 
south to north over the SWWA region, but rainfall increases slightly from west to 
east across the coastal plain, before declining steadily inland of the Darling Scarp 
(Wright, 1974). 

SWWA and its surrounds maintain a considerable proportion of Australia's agri-
cultural production, which is heavily dependent on the winter rainfall. Since the 
1970s, a dramatic decrease of about 20% has occurred in autumn and early-winter 
rainfall. This is associated with an even bigger (about 40%) drop in stream in-
flow into dams (lOCI, 2001). The rainfall dechne in SWWA, which is the topic of 
many observational and modeling studies, has been linked to changes in large-scale 
MSLP (Allan and Haylock, 1993; lOCI, 2001; Li et al., 2005a), shifts in synoptic 
systems (Hope et ai, 2006), changes in barochnicity (Frederiksen and Frederiksen, 
2005b, 2007), the Southern Annular Mode (Li et a/., 2005b; Cai and Cowan, 2006; 
Li, 2007), land cover changes (Pitman et al., 2004; Timbal and Arblaster, 2006), 
and anthropogenic forcing (Cai and Cowan, 2006; Timbal et al., 2006), amongst 
others, with a combination of several factors most likely playing a role. In light of 
these exacerbated conditions and the need for difficult water management decisions, 
a better understanding of seasonal to interannual rainfall variability in the region 
is imperative. This is particularly the case as traditional Australian predictors for 
rainfall variability such as the Southern Oscillation Index have very limited skill over 
SWWA (Smith et al, 2000; lOCI, 2001). Improvements in seasonal rainfall forecast-
ing, as provided potentially by the greater persistence of oceanic versus atmospheric 
precursors, could therefore prove valuable. 

The existence of Indian Ocean precursors for seasonal forecasting of Australian 
climate has been proposed in previous studies. Ashok et al. (2003a) suggest that 
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links between the lOD and anomalous rainfall in affected regions could help im-
prove predictions in those areas. To improve seasonal forecasts for better agricul-
tural management in a southeastern Australian cropping region, Mcintosh et al. 
(2007) incorporate information on the combined states of the lOD and El Niño-
Southern Oscillation (ENSO). The only skillful forecast application of the ENSO-
lOD configuration they found is in the transition from an El Niño with positive 
lOD phase (e.g., in 2006), which gives approximately 90% likelihood of moving to 
a more favorable rainfall pattern over southeastern Australia in the following year 
(Peter Mcintosh 2007, personal communication). In a coupled general circulation 
model simulation, Watterson (2001) finds that the wind anomalies driving rainfall 
variability over Australia are not associated with any long-term oceanic precursor. 
Accordingly, he argues, little predictability can be gained from SST-rainfall rela-
tionships, as rainfall in Australia is, excepting associations with ENSO, not forced 
by SST (Watterson, 2001). In this study, we will show using AGCM simulations 
that Indian Ocean SST anomalies can indeed give rise to changed thermal prop-
erties in the atmosphere, modulating the large-scale atmospheric circulation, and 
thus ultimately causing precipitation changes on seasonal to interannual timescales. 
AGCM simulations forced by SST anomalies representative of a dry-case (wet-case) 
scenario for SWWA allows us to identify causative links which might not be possible 
using correlation analyses alone. 

The remainder of the paper is structured as follows: In Section 3.3, the reanalysis 
data and the climate model are described, as is the experimental setup and the 
statistical techniques for analyzing the model output. Section 3.4 provides an as-
sessment of the suitability of the model for the present study. Section 3.5 describes 
the seasonal evolution of SST anomalies used in the perturbation experiments. The 
induced changes in precipitation in the experiments are presented in Section 3.6. 
In Section 3.7, changes in thermal properties of the atmosphere and circulation 
anomalies forced by the perturbations are described, and a mechanism is proposed 
explaining the shifts in the rainfall distribution. Section 3.8 summarizes the findings. 

3.3. Data and data analysis 
3.3.1. Reanalysis data 

To assess the model's suitability for the present study, long-term mean fields 
in the model are compared to observations across the region for sea level pressure 
(SLP), surface winds, atmospheric thickness, and precipitation. Data from the Euro-
pean Centre for Medium-Range Weather Forecasting (ECMWF) 40-year reanalysis 
(ERA-40) at a 2.5° latitude/longitude resolution is used for monthly SLP and sur-
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face wind fields for the period 1960-2001 (Uppala et a/., 2005). The performance 
of the ECMWF operational forecasts over the Indian Ocean region is assessed by 
Nagarajan and Aiyyer (2004). The thickness data for 1000-500 hPa and total and 
convective precipitation are taken from the National Center for Environmental Pre-
diction (NCEP) and National Center for Atmospheric Research (NCAR) reanalysis 
(NNR; Kalnay et al, 1996; Kistler et ai, 2001) for the same period 1960-2001. The 
large-scale monthly precipitation data is taken from the Climate Prediction Cen-
ter Merged Analysis of Precipitation (CMAP; Xie and Arkin, 1996) climatology at 
a 2.5° latitude/longitude resolution for the period 1979-2001. It combines several 
diverse data sets, including gauge-based analyses from the Global Precipitation Cli-
matology Center, predictions by the operational forecast model of ECMWF, and 
three types of satellite estimates. Across the Australian continent, precipitation ob-
servations are based on the gridded SILO data produced by the Australian Bureau 
of Meteorology with 0.5° latitude/longitude resolution described in detail by Jeffrey 
et al (2001). 

3.3.2. Climate model 

The climate model used for our experiments is the NCAR Community Climate 
System Model, version 3 (CCSM3), run in uncoupled atmosphere-only mode. The 
atmospheric component of CCSM3, the Community Atmosphere Model (CAM3), 
uses a spectral dynamical core, a T42 horizontal resolution (approximately 2.8° 
latitude/longitude), and 26 vertical levels. The CCSM3 model, its components, and 
configurations are described in Collins et al. (2006), with more CAM3 specific details 
described in Hurrell et al. (2006). Several studies assess the model's performance 
and suitability for applications in climate research relevant for the present study, 
in particular in regard to the representation of the hydrological cycle (Hack et al., 
2006), tropical Pacific climate variability (Deser et al, 2006), ENSO variabihty (Zelle 
et al., 2005), and monsoon regimes (Meehl et al, 2006). Several biases in the model 
have been documented: most notably associated with tropical Pacific climate, i.e. 
the Intertropical Convergence Zone (ITCZ), South Pacific Convergence Zone (SPCZ; 
e.g., Zhang and Wang, 2006), and ENSO spatial and temporal variability (e.g., Deser 
et al., 2006). These issues will be revisited and assessed in the context of this study 
in Section 3.4. 

3.3.3. Experimental setup 

The perturbation experiments were conducted using the NCAR CCSM3 run with 
the monthly SST chmatology after Hurrell et al. (2006), which is based on Reynolds 
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Figure 3.1. Monthly SST anomaly (in °C) superimposed as a perturbation on 
the chmatological SST in the dry-year case (Pdry)- Perturbation values outside 
the Indian Ocean domain are set to zero, i.e. forcing in those regions simply 
follows the chmatological SST. 
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SST (Smith and Reynolds, 2003, 2004) and Hadley Centre anomalies (Rayner et al., 
2003). An 80 year integration forced by the 12-month climatology was taken as 
the control experiment (CNTRL). Two sets of perturbation experiments were car-
ried out where anomalous SST patterns were superimposed onto the climatology. 
These perturbations were derived from composites of observed average monthly 
SST anomalies for years defined as being extremely dry/wet over SWWA (30°-
35°S, 115°-120°E) by England et al. (2006), i.e. exceeding ±1 standard deviation in 
their rainfall time-series. Due to the expectation that the resultant atmospheric re-
sponse would be small compared to the natural variability, the anomalies of England 
et al. (2006) were scaled by a factor of 3. Scaling the composite SST pattern by this 
factor more closely represents the magnitude of SST anomalies encountered during 
any particular extreme year (for details, see Section 3.5). The seasonal evolution of 
the SST anomalies thus derived for the perturbed dry-year case (PDRY) is shown 
as an example in Fig. 3.1. No perturbations are applied outside the Indian Ocean 
domain, i.e. the magnitude of the SST anomalies is zero there, as seen in Fig. 3.1. 
Though not an exact mirror image of PDRY, anomalies for the wet-year case {PWET', 

figure not shown) demonstrate the same general features of the opposite polarity. 
Perturbation runs were started from a variety of years spanning the control run and 
integrated from the start of January for one year. The ensemble set consisted of 60 
positive and 60 negative one-year integrations. 

3.3.4. Data analysis and statistical methods 

For the purposes of our analysis, two regions are defined over which climate vari-
ables are averaged. The first represents the southwest corner of the state of Western 
Austraha (SWWA), delimited by lines of latitude and longitude at 30°S, 35°S, 115°E, 
and 120 °E (as indicated in Fig. 3.3c). This limited region contains 11x11 obser-
vational and 3x3 model grid boxes. A second region more broadly representative 
of the subtropical area of Western Australia (WA) is delimited by lines of latitude 
and longitude at 2r-35°S, 115°-130°E (this larger area contains 6x6 model grid 
points; see Fig. 3.3d). The tropical north of WA is excluded for the analysis, as it 
is characterized by a very diff'erent rainfall regime dominated by summer monsoons. 

The nonparametric Mann-Whitney rank test is used to determine the significance 
level at which the rainfall frequency distribution in a particular region (SWWA and 
WA) in the perturbed cases differs from the control (von Storch and Zwiers, 1999). 
Throughout the study, we use a two-tailed t-test to determine the significance of 
the spatial anomaly fields. This test estimates the statistical significance at which 
the anomalies in PDRY and F WET are distinguishable from the CNTRL at each grid 
point. 
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3.4. Model validation and assessment 
3.4.1. Atmospheric circulation 

To assess the suitabihty of the model for the present study, the mean annual 
and seasonal state of key atmospheric variables across the Indian Ocean region is 
compared between observations and the model. Annual SLP, surface winds, and 
thickness are shown in Fig. 3.2. Seasonal long-term means of these variables were 
also evaluated and generally demonstrated good qualitative agreement with obser-
vations (figures not shown). 

The long-term annual mean SLP field in the model captures the overall Southern 
Hemisphere patterns with a distinct meridional SLP gradient (Fig. 3.2a, b). How-
ever, the pattern is overly zonally symmetric (across all seasons) in mid-latitudes 
compared to the observations (Sen Gupta and England, 2006), resulting in an ex-
aggerated meridional SLP gradient (Hurrell et al, 2006). The seasonal cycle in the 
movement of the subtropical high pressure belt and the circumpolar trough agrees 
well with observations, though the latter is too deep and positioned too far equator-
ward in winter (Hurrell et aL, 2006). The overall pattern of subtropical easterlies 
and mid-latitude westerlies at the surface across the Indian Ocean region is cap-
tured in the model (Fig. 3.2c, d). However, as before the zonal component in the 
model is slightly overestimated with a positive bias in the mid-latitude westerlies 
for the latitude band 35°-60°S compared to the observations, especially south of 
Australia and toward New Zealand (Hurrell et al, 2006) and an overly strong east-
erly wind field across the central Indian Ocean, over northern parts of Australia and 
extending eastward. In the subtropical easterlies this is especially apparent in the 
winter half of the year (figure not shown). The meridional wind field in the model 
closely matches observations (Fig. 3.2e, f), with only a slightly enhanced northerly 
(southerly) component in the latitude band 40°-60°S (along eastern Africa). The 
observed seasonal cycle of strengthening southerly winds across much of the Indian 
Ocean during the winter months is also well represented in the model (figure not 
shown). The meridional gradient in thickness is captured very well by the model 
and the diff"erences to the observations are small (Fig. 3.2g, h). 

Several biases in the model have been documented previously: most notably a 
spurious second ITCZ south of the equator in the Pacific and hence a poor simu-
lation of the SPCZ (Zhang and Wang, 2006). This is a problem common to many 
atmospheric general circulation models (Meehl and Arblaster, 1998; HurreU et al, 
2006). The positive bias in the tropical Pacific rainfall in both branches of the ITCZ 
signifies an overly vigorous hydrological cycle there (Collins et a/., 2006). The dou-
ble ITCZ problem has been linked to a bias in SST in the equatorial Pacific region 
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Figure 3.2. Annual long-term mean of (a, b) SLP (in mb), (c, d) zonal and (e, 
f) meridional wind (in m and (g, h) thickness (in m for 1000-500 hPa) fields 
with observed (model) on the left (right). The long-term mean in the observations 
is based on ERA-40 (thickness on NCEP/NCAR reanalysis) data for the period 
1960-2001, the model fields on the 80-year control run. 
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(Arblaster et al, 2002; Zhang and Wang, 2006). This relates to the spatial pattern 
of ENSO in the coupled model extending too far west in the Pacific Ocean and being 
too narrowly confined to the equator (Deser et al, 2006). In the atmosphere-only 
mode, these biases are less pronounced and Deser et al. (2006) speculate that they 
contribute to the ENSO frequency in the coupled mode being too high (2-2.5 years; 
e.g., Collins et a/., 2006; Deser et al, 2006) relative to observed frequencies (3-8 
years; e.g., Collins et a/., 2006; Kiehl and Gent, 2004; Zelle et al, 2005). So, for the 
scope of the present study and considering our focus on Indian Ocean variability, the 
general structure and variability in the tropical Pacific is sufficiently well captured 
by the model. 

3.4.2. Precipitation 

In Fig. 3.3, the model precipitation across the Indian Ocean basin is compared to 
observed estimates based on CMAP data (Xie and Arkin, 1996). As climatologies 
of observed rainfall differ considerably on regional and local scales, differences to 
the model should be taken as qualitative only (Hurrell et al., 2006). The model 
represents broad patterns of annual mean precipitation across the Indian Ocean 
basin well, with increased rainfall in the tropics and lower rainfall in the region of the 
subtropical high pressure belt across the eastern Indian Ocean and over Australia, 
as well as Africa (Fig. 3.3a, b). However, the model shows excessive rainfall over 
the Indonesian Archipelago and the Bay of Bengal compared to observations, as 
the tropical maximum remains north of the equator throughout the year (Hurrell 
et al, 2006). In contrast, the high rainfall region in the central equatorial Indian 
Ocean receives too little rainfall. The latter discrepancy is associated with the 
simulation of a double ITCZ, i.e. the persistence of ITCZ-hke precipitation north 
of the equator throughout the year (Hack et al, 2006), a problem common to many 
general circulation models (e.g., Meehl and Arblaster, 1998; Hurrell et al, 2006; 
Zhang and Wang, 2006; Zhang et al, 2007). The low-rainfall region in the eastern 
subtropical Indian Ocean is too dry in the model to the west of Australia, while 
south of 40°S the model is too wet across the entire Indian Ocean basin compared 
to the observations, related to a positive bias poleward of the extratropical storm 
tracks (Hack et al, 2006). Meehl et al (2006) assess the seasonally varying rainfall 
associated with monsoonal regimes across the tropical Indian Ocean in CCSM3 in 
detail. They find the major monsoonal wind features and associated precipitation 
maxima to be well simulated in the model. Future work will explore impacts of 
the characteristic SST pattern used in this study on precipitation across the wider 
Indian Ocean region. 

Across Austrafia (Fig. 3.3c, d) the overall rainfall distribution, with wetter coastal 



CH. 3 3.4. MODEL VALIDATION AND ASSESSMENT 

30N 
(a) Obs. precipitation 

30S 

60S J 

mm/year (b) Model precipitation mm/year 

30E 60E 90E 120E 150E 180 30E 60E 90E 120E 150E 180 

10S 
(c) Obs. precipitation 

20S-

30S-

40S-

mm/year (d) l\^odel precipitation mm/year 2000 

120E 140E 120E 140E 

(e) Obs. SWWA precipitation (f) Model SWWA precipitation 

990 1000 1010 
model year 

(g) SWWA precipitation seasonal cycle 
J I I 1 h) PSD 1000 

0.1 0.2 0.3 0.4 
Frequency (cycles/year) 

Figure 3.3. Annual long-term mean of (a-d) rainfall (in mm fields across 
the Indian Ocean basin (a, b) and magnified over the Australian continent (c, d) 
with observed (model) on the left (right). The long-term mean in the observations 
in (a) is based on CMAP data for the period 1979-2001, in (c) on the SILO data 
for 1960-2001, and in (b, d) on the model fields from the 80-year control run, 
though for ease of comparison between observed and model, only the first 40 years 
of the control are shown). The dashed box in (c) indicates the area used to derive 
the observed and model SWWA precipitation time-series shown as annual values 
in (e, f). The dashed box in (d) depicts the area termed WA. (g) presents the 
long-term seasonal cycle in precipitation for the observed (solid) and model 
(dashed). The power spectral density in (h) shows the observed (model) variance 
for the dominant cycles in blue (red), with the dashed hnes indicating a 95% 
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CH. 3 3.4. MODEL VALIDATION AND ASSESSMENT 

regions especially along the northern and eastern coastline, and a very dry interior, 
is simulated well, although the contrast is weaker than observed. In particular, the 
increased rainfall in the tropical north extends too far inland, as can be seen in 
Fig. 6b of Meehl et al (2006). Notwithstanding these shortcomings, the seasonal 
cycle with the associated precipitation regimes across the Australian continent (i.e. 
winter rainfall in the south, summer monsoonal rainfall in the north) compare very 
favorably with observations (figure not shown). Despite a few regional rainfall defi-
ciencies in the model, useful inferences can still be made regarding mechanisms for 
change in the simulations. 

The time-series for SWWA rainfall in the observations and the model (Fig. 3.3e, 
f) were derived for the region outlined by the boxes in Fig. 3.3c, d (for details also 
see Section 2.4). The SWWA region records on average 540 mm yr~^ in the obser-
vations, while only 360 mm yr"^ are received in the model. The lower rainfall in the 
model is characteristic of climate models, considering its coarser resolution relative 
to the observations. The standard deviation of 74 mm yr~^ in the observations 
compares with 48 mm yr~^ in the model. However, a more appropriate metric of 
variability, the coefficient of variation (i.e. ratio of standard deviation and mean), 
demonstrates good agreement with 0.137 and 0.133 for observations and model, re-
spectively. This indicates a comparable variability in SWWA rainfall on interannual 
timescales between observations and CAM3. 

In line with the modeled annual mean precipitation, the amplitude of the sea-
sonal cycle in the total precipitation is reduced over a large part of the year (May-
November) in the model relative to the observations (Fig. 3.3g). However, the phase 
of the seasonal cycle with the majority of the rainfall falling in May-September is 
well reproduced. Model precipitation is given as the combination of stable large-
scale and convective components. While the SILO data set does not distinguish 
these components, they are available as part of the NNR and compared to the model 
components (figure not shown). For both model and reanalysis, the contribution of 
large-scale precipitation is considerably less than that due to convection. In the re-
analysis, convective rainfall occurs predominantly in winter (April-October), while 
it is more evenly distributed across the year in the model due to overestimated sum-
mer levels. The model large-scale precipitation in contrast is slightly higher than 
the reanalyzed throughout the year, though it reproduces the reanalyzed seasonal 
cycle of enhanced rainfall during April-August. Overall, the model has a higher 
proportion of total rainfall due to large-scale precipitation. Further investigation 
into the parametrization of precipitation in the model for convective and large-scale 
rainfall, and a detailed comparison with the NNR is beyond the scope of this study. 
As broad features of the relative contribution of the two components and their sea-
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sonal cycle agree between model and reanalysis, it seems reasonable to assume that 
the model is sufficiently realistic in terms of SWWA precipitation to be a useful tool 
to investigate precipitation characteristics. This is further suggested by a spectral 
analysis of SWWA rainfall showing coincident peaks in model and observed time-
series (Fig. 3.3h; peaks at 2-3 and 10 years are significant at the 95% confidence 
level). 

3.5. Seasonal evolution of the SST perturbation 
The SST anomalies used in the perturbation experiments are based on character-

istic observed SST patterns identified by England et al. (2006). The monthly varying 
SST anomalies averaged across their anomalous dry years in SWWA are shown in 
Fig. 3.1. They form the basis for the Pdry run. England et al. (2006) found a char-
acteristic tripole pattern in Indian Ocean SST (for specific location of the poles see 
Fig. 5 in England et al, 2006), consisting of one pole off the shelf to the northwest 
of Australia extending northwestwards to Sumatra (named PI; centered near 15°S, 
120°E), a second pole of opposite polarity in the central subtropical Indian Ocean 
(P2; near 30°S, 100°E), and a third pole of the same sign as PI to the southeast of 
Madagascar (P3; near 40°S, 50°E). In the remainder of the paper we will refer to 
those poles as PI, P2, and P3. This pattern gradually forms over the course of the 
year becoming most prominent in late winter/early spring. Though not yet fully 
formed, the cold SST anomalies at PI appear as early as January. In contrast, the 
warm anomalies at P2 are briefly revealed during January and February, but then 
weaken again until in May when they re-emerge and become a persistent feature. 
The anomalies in all three poles intensify until October. From November onwards, 
anomalies in PI decline, while the warm SST of P2 extends northwards and covers 
the entire Indian Ocean north of 30°S by December. The seasonal evolution of the 
SST perturbation during Pwet shows a similar spatial and temporal development 
to Pdry, with SST anomalies of opposite polarity (figure not shown). 

It is of interest to compare the seasonal evolution of the pattern and magnitude of 
the composite SST anomalies used in the Pdry simulation (Fig. 3.1) with the SST 
anomalies in a particular dry year in SWWA, namely 2006. The SWWA growing 
season (May to October) in 2006 was the driest ever recorded for many of the 
agricultural areas in Western Austraha (DAFWA, 2006). The SST anomalies of 
that specific dry year were not incorporated into the F dry forcing field, as only 
extreme years prior to 2003 were included in the England et al. (2006) composites. 
The seasonal evolution of SST anomalies in 2006 (Fig. 3.4) broadly matches those 
in Fig. 3.1, both spatially and temporally, and in magnitude. In 2006, the SST 
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anomalies at PI and P2 intensified over the course of the year reaching maximum 
values of up to ±1°C in winter/early spring, which is of comparable magnitude to 
the perturbations in the same months (up to ±1.2°C). The close match between the 
composite SST anomalies used as forcing and the 2006 SST anomalies demonstrates 
that the forcing is not of an unrealistically large magnitude. The use of the composite 
pattern for the forcing, rather than the pattern of a single year, allows more general 
inferences about other anomalous dry/wet years to be made. Similarly in 2005, a 
year with above-average precipitation across SWWA, the monthly SST anomalies 
across the Indian Ocean closely mirror the Pwet SST pattern (figures not shown), 
both temporally and spatially, and with anomalies of comparable magnitude. This 
provides some limited evidence that the SST perturbations we apply represent a 
recurring SST pattern over the Indian Ocean. Correlation of the SWWA rainfall 
and Indian Ocean SST also reveals a qualitatively similar pattern with the three 
poles apparent (figure not shown). An empirical orthogonal function analysis of 
observed Indian Ocean SST (not shown) confirms this, with the second mode (the 
first mode represents the warming of the Indian Ocean) explaining 16% of the total 
variance in SST (Santoso, 2005). This is of the same order of magnitude as the SST 
variance accounted for by the lOD (12%; Saji et a/., 1999). The identification of 
the effects of this pattern on regional climate conditions is therefore of considerable 
importance. 

As pointed out by England et al (2006), the location and evolution of the poles in 
Indian Ocean SST shown here (Fig. 3.1, 3.4) are distinct from previous definitions of 
characteristic SST patterns, some of which have been linked to Australian rainfall. 
However, some similarities with previous SST patterns exist both in the tropics 
and subtropics of the Indian Ocean. The evolution of PI in Pdry is similar to 
the eastern pole of the tropical lOD shown by Saji et al. (1999) in their Fig. 2, 
especially in the second half of the year. The subtropical Indian Ocean Dipole 
(SIOD) of Behera and Yamagata (2001) in their Fig. 4 is displaced to the west 
relative to our poles, with their warm SST anomalies located over the western edge 
of P2 and overlapping P3, and their cold pole to the west of PI and less clearly 
defined. In addition, their SIOD SST anomahes reach their maximum earlier in the 
year (around February/March) compared to July-October in this study. The broad 
features of SST anomalies associated with the first rotated principal component 
of Australian annual precipitation in Fig. 3 in Nicholls (1989) broadly agree with 
our Pdry perturbation pattern (Fig. 3.1), though most closely during the August-
October period. In light of the distinctiveness of our SST patterns from previous 
studies, both spatially and temporally, and their link to SWWA rainfall (England 
et al., 2006), it is of interest to explore the precipitation anomalies across western 
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regions of Australia induced by these SST perturbations in an AGCM. 

3.6. Precipitation changes 
3.6.1. SWWA 

We first assess the impact of the changed SST fields in the perturbation exper-
iments on the rainfall distribution in the more limited SWWA region (Fig. 3.3c). 
The model rainfall distributions over SWWA across the ensemble members in PDRY 

and F WET relative to CNTRL are shown in Fig. 3.5 and 3.6, summed over different 
months. The model separates large-scale and convective precipitation providing a 
first indication of likely causes in any shift in the rainfall distribution (based on all 
months) between PDRY and PWET- The large-scale annual rainfall distribution is 
shifted towards low (high) rainfall amounts for PDRY {PWET) relative to the CN-
TRL, both significant at the 99% confidence level (Fig. 3.5a, b). This is especially 
apparent at the upper end of the rainfall distribution for years receiving in excess of 
150 mm yr~^: while in the CNTRL case 8% of the years receive 150-170 mm yr~\ 
none of the years in PDRY record more than 150 mm yr~\ but in 25% of the years 
in PWET this threshold is passed (annual rainfall of 150-170 mm yr~^ occurring in 
13% of the years, 70-190 mm yr'^ in 7%, and 190-210 mm yr'^ in 5%). When 
focusing on the main rainfall season for SWWA, the period May-September during 
which 70% of the annual rainfall occurs, the same trends are observed: namely, a 
significant reduction (increase) is seen in the number of ensemble members receiving 
in excess of 100 mm of rainfall during May-September for the PDRY (PWET) case 
(Fig. 3.5c, d). For austral winter (June-August; Fig. 3.5e, f), only 5% of winters in 
the PDRY case receive more than 65 mm, while this occurs in 9% of winters in the 
CNTRL and 32% in the PWET case. Overall, a consistent shift in the large-scale 
annual and seasonal rainfall distribution is observed, with the upper end of the 
distribution losing (gaining) a disproportionate number of events for the dry (wet) 
cases. 

The frequency distribution for convective rainfall over SWWA shows less consis-
tent shifts (Fig. 3.6), with an apparent asymmetry between PDRY and PWET- An 
increase in the number of years with high convective precipitation is observed for 
the PDRY case (Fig. 3.6a, c, e). This trend is significant at the 99% confidence 
level for the period January-December, May-September, and June-August. In con-
trast, the convective rainfall distribution for PWET does not differ significantly from 
the CNTRL. A mechanism explaining this asymmetry whereby the PDRY forcing 
actually induces an increase in convective rainfall will be proposed in Section 3.7. 
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Figure 3.5. Frequency distribution of large-scale rainfall spatially averaged 
across SWWA: rainfall amount (in mm) summed for the months Jan-Dec. (top), 
May-Sep. (middle), and June-Aug. (bottom) for Fdry (left) and Fwet (right) 
cases. The shaded gray rainfall distribution represents the CNTRL (normalized to 
the number of ensemble members in Pdry/^wet)^ while Fdry and Fwet are 
indicated with black outlines. The following significance levels hold, as determined 
by a Mann-Whitney test: (a) 99%, (b) 99%, (c) 99%, (d) 95%, (e) 90%, (f) 95%. 
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Figure 3.6. Frequency distribution of convective rainfall spatially averaged 
across SWWA: rainfall amount (in mm) summed for the months Jan-Dec. (top), 
May-Sep. (middle), and June-Aug.(bottom) for FDRY (left) and FWET (right) 
cases. The shaded gray rainfall distribution represents the CNTRL (normalized to 
the number of ensemble members in FDRY/^WET)^ while FDRY and FWET are 
indicated with black outUnes. The following significance levels hold, as determined 
by a Mann-Whitney test (if nothing indicated, below 80%): (a) 99%, (c) 99%, (d) 
80%, (e) 99%. 
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3.6.2. Western Australia 
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Figure 3.7. Frequency distribution of total rainfall spatially averaged across 
WA: rainfall amount (in mm) summed for the months Jan.-Dec. (top), May-Sep. 
(middle), and June-Aug. (bottom) for PDRY (left) and FWET (right) cases. The 
shaded gray rainfall distribution represents the CNTRL (normahzed to the 
number of ensemble members in PDRY/^WET), while FDRY and FWET are 
indicated with black outHnes. The following significance levels hold, as determined 
by a Mann-Whitney test: (a) 99%, (b) 99%, (c) 95%, (d) 99%, (e) 90%, (f) 99%. 
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We focus now on a larger area across WA excluding the tropical north of the state 
(see Fig. 3.3d). For this larger region, shifts in rainfall distribution are evident for 
both the large-scale and convective precipitation and are of the same sign. Fig. 
3.7 presents the frequency distribution of total rainfall for WA. Now, the entire 
frequency distribution pattern for the annual total rainfall is clearly shifted towards 
lower (higher) rainfall amounts in the PDRY (PWET) case relative to the CNTRL 
(significant at the 99% confidence level; Fig. 3.7a, b). The shifts for the May-
September and June-August are less prominent, though still significant as indicated 
(Fig. 3.7c-f). This can be attributed to the fact that as we extend the investigated 
area farther inland, we move from a region with predominant winter precipitation 
towards a more uniform distribution throughout the year. This means that the 
prominent shifts in annual rainfall distribution (Fig. 3.7a, b) are accumulated over 
the whole year. Furthermore, the opposing trends in convective and large-scale 
precipitation seen in SWWA are not apparent for the larger region WA. This relates 
most likely to the fact that with increasing distance inland, the impact of the warm 
SST at P2 giving rise to localized convective upward motion and enhanced convective 
rainfall in SWWA during PDRY is averaged away. The asymmetry in the convective 
rainfall over SWWA, not seen in the analysis for WA, will be investigated in more 
detail in Section 3.7, when the atmospheric dynamics leading to the changed rainfall 
distribution are explored. 

3.6.3. Seasonal variability 

The seasonal cycle in SWWA and WA rainfall in the perturbed cases is further in-
vestigated for the different rainfall types. The total monthly large-scale rainfall over 
each region is presented in Fig. 3.8, showing a notable reduction (increase) in PDRY 

(PWET)- In contrast, when including convective events, the total rainfall (figure not 
shown) in PDRY shows an intensification of the seasonal cycle with enhanced winter 
precipitation (May-August) and a reduction in autumn, relative to the CNTRL. 
This amplification of the seasonal cycle in PDRY can be attributed to the positive 
(negative) changes in the convective winter (autumn) rainfall, while the annual cy-
cle in large-scale rainfall remains unchanged. In contrast, PWET is characterized by 
slightly wetter conditions in both rainfall types throughout the year, particularly 
in summer and autumn. So, in the PDRY case, a further enhancement of the pre-
dominant winter precipitation occurs, driven largely by an increase in convective 
rainfall, while the amplitude of the seasonal cycle in PWET rainfall is reduced. As 
above, the seasonal cycle of SWWA large-scale precipitation in the perturbed cases 
overall follows the CNTRL (Fig. 3.8a), though with a notable reduction (increase) 
in PDRY {^WET)- For WA, although the seasonal cycle for large-scale precipitation 
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also remains unchanged in the perturbed cases relative to the CNTRL, the rainfall 
amounts in each month deviate considerably more from the CNTRL than for the 
smaller region of SWWA. That is, in all months prior to November the large-scale 
precipitation in Fdry (Pwet) consistently lies below (above) the CNTRL fields 
(Fig. 3.8b). 
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Figure 3.8. Long-term seasonal cycle in model large-scale precipitation in the 
CNTRL (black), Fdry (red), and Fwet (blue) runs over (a) SWWA and (b) WA. 

3.7. Mechanisms and atmospheric dynamics 
To understand the mechanism responsible for the observed local and regional 

rainfall changes we now investigate large-scale atmospheric anomalies. Both thermal 
properties and circulation characteristics are explored across the Indian Ocean and 
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adjacent land masses during the dry and wet ensemble of experiments. 

3.7.1. Thermal anomalies in the atmosphere 

The seasonal thickness anomalies in Fig. 3.9 provide a measure of the thermal 
properties in the lower atmosphere and resultant atmospheric flow. The seasonal 
evolution of the PDRY thickness anomalies (Fig. 3.9a, c, e) follows the evolution 
of the underlying SST anomalies (Fig. 3.1). In concert with the cold SST anoma-
lies, negative thickness anomalies occur over the eastern Indian Ocean, south of 
Australia, and across parts of Australia during the first three months of the year. 
Warm SST anomalies in the central subtropical Indian Ocean start establishing the 
characteristic dipole pattern (PI and P2) from May onwards (Fig. 3.9; although 
individual months are not shown). This is followed by the formation of a posi-
tive thickness anomaly extending from the central subtropical Indian Ocean across 
southern regions of Australia, including SWWA, from July onwards. During the win-
ter months until October, the pattern of negative, positive, and negative thickness 
anomalies across the Indian Ocean (extending from northeast towards southwest), 
reflects the sign and positions of PI, P2, and P3 in SST anomalies, respectively. 
The combination of the three poles leads to an easterly anomaly in the thermal 
wind across the SWWA region. This would lead to a weakening of the subtropical 
jet which normally reaches peak strength during the winter months, resulting in 
weaker interactions with low pressure disturbances and cold fronts moving through 
the region. This could account for the reduction in large-scale rainfall during PDRY 

and is particularly prominent during the winter months (Fig. 3.5c, e). The positive 
thickness anomaly over SWWA persists until October. 

The development of the thickness anomalies during PWET over the eastern In-
dian Ocean and Australia (Fig. 3.9b, d, f) is, on a broad scale, the reversal of the 
^DRY evolution. Positive thickness anomalies dominate until April across the Indian 
Ocean region and Australia. Simultaneous with a strengthening of the PWET SST 
dipole structure in May (figure not shown), warm thickness anomalies strengthen 
over the PI location to the northwest of Australia. At the same time, cold thick-
ness anomalies develop in the subtropical Indian Ocean off the coast of SWWA. 
The meridional gradient in thickness between the tropics (PI) and subtropics (P2) 
further intensifies over the following months. This represents an intensification of 
the underlying seasonal cycle. The intersecting line between positive and negative 
anomalies to the north and south, respectively, passes through SWWA, extending 
towards the southeast. It moves further north in September, with negative anoma-
lies covering all southern regions of Australia. 

The monthly thickness anomalies in both PDRY and PWET show the greatest re-
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Figure 3.9. Average seasonal thickness (in m for 1000-500 hPa) anomaly for 
(left) FDRY and (right) PWET, relative to the CNTRL for the (a, b) MAM, (c, d) 
JJA, and (e, f) SON seasons. Dashed hnes indicate significant anomalies at the 
90% confidence level as estimated by a two-tailed t-test. 

sponse in the May-September period when the majority (close to 75%) of the annual 
SWWA precipitation falls. Hence, for the remainder of this study, we will focus on 
the May-September months. The thermal structure through the atmosphere arising 
from the SST perturbations is shown in cross-sections at 32°S in Fig. 3.10 averaged 
over the May-September period. The characteristic structure of cold (warm) SST 
anomalies at PI, warm (cold) at P2, and cold (warm) at P3 for FDRY (PWET) IS 

apparent (Fig. 3.10a, b). The location of the cross-section at 32°S is indicated by 
the black line in Fig. 3.10a, b and directly traverses the center of P2, while also 
showing some influences of P3. The warm temperature anomalies at P2 in FDRY 

penetrate to a height of more than 4 km (Fig. 3.10c), with the maximum increases in 
temperature below 2 km (about 800 hPa). In contrast, the cold anomalies at P2 in 
FWET only reach to a height of 2 km and are capped by warm anomalies aloft (Fig. 
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Figure 3.10. (a, b) SST perturbation and (c, d) cross-section of air temperature 
anomalies for the F dry (left) and Pwet (right) case averaged over the 
May-September period (all in °C). The 32°S location of the cross-section in (c, d) 
is marked by black lines in (a, b). Dashed lines in (c, d) indicate significant 
anomalies at the 90% confidence level as estimated by a two-tailed t-test. 

3.10d). This asymmetry seems reasonable, as warm surface anomalies will produce 
a more unstable air column that has the ability to mix the warm air higher into the 
atmosphere than the cold anomalies. This may explain the increase in convective 
rainfall over SWWA seen in Pdry (Fig. 3.6c), but not in Fwet (Fig. 3.6d), as 
the convective activity in the former would be stronger likely due to the enhanced 
temperature lapse rate through a deep atmospheric column. By way of contrast, the 
thermal structure in Fig. 3.10d seems more favorable for episodes of slow widespread 
ascent and associated rain, as warm moist air is forced to move southwards over the 
cold SST anomaly by an eastward moving trough. The asymmetry may additionally 
affect circulation anomalies arising from changes in the thermal properties of the 
atmosphere. This is investigated below. 
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3.7.2. Circulation anomalies in the atmosphere 

Circulation anomalies in the atmosphere are shown in Fig. 3.11 for horizontal 
winds at 500 hPa and vertical velocity at 700 hPa during the May-September period 
for PDRY and PWET, respectively. Broadly speaking, anomalies in the horizontal 
winds relate to changes in the large-scale stable precipitation, while vertical velocity 
anomalies mostly are associated with convective rainfall. During PDRY, there is a 
weakening of the anticyclonic circulation over the Indian Ocean basin (Fig. 3.11a). 
This is especially apparent in a reduction in the easterly wind field over the eastern 
Indian Ocean at 10°-20°S. Over southern regions of Australia, easterly anomalies 
occur as well, resulting in anomalous offshore flow over SWWA. In contrast during 
PwET, enhanced onshore flow and westerly anomalies dominate over the Australian 
continent south of 20°S (Fig. 3.11b). The weakened (strengthened) onshore wind 
anomalies are consistent with the sign and position of the reduced (enhanced) gra-
dient in thickness resulting from the underlying cold (warm) SST anomalies at PI 
and warm (cold) anomalies at P2 during PDRY (PWET)- The surface horizontal 
circulation anomalies induced by the SST perturbations in this study (figure not 
shown) closely mirror anomalous surface winds associated with dry/wet SWWA 
rainfall years in observations (England et a/., 2006). 

Significant anomalies in vertical velocity (Fig. 3.11c, d) are mainly confined to the 
tropics, being positive (negative) over the equatorial eastern Indian Ocean and parts 
of the Indonesian Archipelago during PDRY (PWET)- This reduction (enhancement) 
in rising motion over the equatorial Indian Ocean during PDRY (PWET) is located 
above the underlying cold (warm) SST anomalies at PI. Significant vertical velocity 
anomalies over the P2 pole occur in the PDRY case only. This indicates a reduction 
in subsidence off the SWWA coast (Fig. 3.11c). Again, this helps to explain the 
significant increase in convective rainfall over SWWA for PDRY (Fig. 3.6c), but not 
for PWET (Fig. 3.6d). 

A further indication of stability in the atmosphere is provided by the Eady growth 
rate, a measure of the baroclinic instability in the atmosphere. The Eady growth 
rate was calculated according to Paciorek et al (2002), using the vertical gradient 
in horizontal wind speed and the Brunt-Vaisalla frequency as a measure of static 
stability. It provides an indication of the development of low pressure systems 
(Risbey et a/., 2007), which are associated with increased rainfall. Mean states of the 
Eady growth rate in the model during winter (figure not shown) compare well with 
observations (e.g.. Fig. 5 in Risbey et a/., 2007). During the May-September period 
in PDRY, negative anomalies in Eady growth rate extending across southern regions 
of Australia indicate a reduction in baroclinicity and hence a lower formation rate of 
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Figure 3.11. Anomalies of (a, b) winds at 500 hPa (in m and (c, d) vertical 
velocity at 700 hPa (in Pa for the Pdry (left) and Fwet (right) case 
averaged over the May-September period (positive, being downwards). Black 
vectors in (a, b) and dashed lines in (c, d) indicate significant anomalies at the 
90% confidence level as estimated by a two-tailed t-test. 
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Figure 3.12. Anomalies of Eady growth rate (in day~^) for the (a) Pdry and 
(b) PwET case averaged over the May-September period. Dashed lines indicate 
significant anomalies at the 90% confidence level as estimated by a two-tailed 
t-test. Positive (negative) values indicate an increase (decrease) in baroclinicity 
and development of more (less) instabilities. 
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instabilities (Fig. 3.12a). An increase in instabilities is seen over northern regions of 
Australia and the eastern Indian Ocean over the latitude band 10°-20°S, coinciding 
with the westerly wind anomalies there (Fig. 3.11a). The positive anomahes in Eady 
growth rate during FWET are centered over SWWA and the adjacent Indian Ocean 
region, representing a local enhancement of baroclinicity with increased instabilities 
just offshore of SWWA (Fig. 3.12b). The location of the increased barochnicity 
over the P2 cold SST anomalies during PWET hints at their role in forcing the 
increased large-scale rainfall recorded over SWWA. In contrast, reduced instability 
is observed overlying the PI region off the northwest shelf of Australia. Under an 
enhanced SST gradient in the eastern Indian Ocean reminiscent of the PWET forcing, 
Frederiksen and Frederiksen (1996) find increased baroclinicity and an equatorward 
shift of storm track instability modes over southern regions of Australia. This is 
consistent with the results presented here. 

3.8. Summary and conclusions 
In this study we have used AGCM simulations to assess the way Indian Ocean SST 

anomalies modulate mid-latitude precipitation across southern and western regions 
of Australia. This represents an extension of previous work by England et al. (2006) 
who find extremes in SWWA rainfall associated with characteristic SST patterns and 
a reorganization in the large-scale atmospheric circulation across the Indian Ocean. 
Here, we have presented evidence that these composite SST patterns significantly 
affect SWWA and WA precipitation in ensemble sets of AGCM simulations. We 
have also proposed a mechanism for the observed rainfall shifts due to changes in 
the large-scale general circulation. 

Good agreement between the model mean fields and reanalysis data on annual 
and seasonal timescales indicates that the model represents the general atmospheric 
circulation across the Indian Ocean region suitably well. Over the Australian con-
tinent, the seasonal rainfall distribution associated with the monsoons in the north 
in summer and winter rainfall in the south of the country are well captured, though 
some regional biases exist (e.g., Meehl et a/., 2006). Over the study region of SWWA, 
interannual variability and the seasonal cycle of the observed and model rainfall is 
comparable, although the long-term means in the model are lower than observed. 
Despite certain biases in the model regarding tropical Pacific climate (e.g., Zhang 
and Wang, 2006; Deser et al., 2006) and a slight enhancement of zonal flow at mid-
latitudes (Sen Gupta and England, 2006; Hurrell et al., 2006) the model performs 
sufficiently well over the Indian Ocean and Australian region to justify its use in the 
present study. 
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The monthly-varying Indian Ocean SST composite patterns used as perturba-
tions in the AGCM simulations appear to represent a realistic and recurring SST 
pattern (Santoso, 2005). This is also evidenced by the close match in the spatial 
and temporal evolution of the dry-year SST perturbation (Fig. 3.1) and the SST 
anomalies during 2006 - not included in the composite fields (Fig. 3.4). The char-
acteristic dipole pattern, which is distinct in location and temporal evolution from 
previous definitions of dipoles in the Indian Ocean (e.g., Saji et al, 1999; Behera and 
Yamagata, 2001), develops with cold (warm) SST anomalies in the eastern Indian 
Ocean over the northwest shelf of Australia (PI) and warm (cold) anomalies in the 
central subtropical Indian Ocean (P2) during dry (wet) years in SWWA, reaching 
maximum values in late winter/early spring (Fig. 3.1). 

Significant changes occur in the distribution of SWWA and WA precipitation in 
the perturbation experiments with the modified SST patterns {Pdry and Pwet)-
In particular: 

1. A consistent shift in winter and annual large-scale stable precipitation over 
SWWA is recorded, with the upper end of the distribution losing (gaining) a 
disproportionate number of events in Pdry {Pwet)-

2. An apparent asymmetry is seen in the response of winter and annual convective 
precipitation in SWWA, with an increase in Pdry convective rainfall, while 
no significant changes are apparent in Pwet-

3. For WA, a shift of the entire rainfall distribution towards the low (high) end 
of the distribution is observed for Pdry (Pwet), for both convective and 
large-scale precipitation. 

To understand the mechanism(s) responsible for these rainfall changes, we in-
vestigated anomalies in thermal properties of the atmosphere and in the general 
circulation. Thickness anomalies of the same sign and position as the underlying 
SST anomalies at PI and P2 develop in the perturbation experiments, intensify-
ing towards late winter and extending across southern regions of Australia (Fig. 
3.9). This leads to a weakening (intensification) of the meridional thickness gradi-
ent and the subtropical jet during the winter in Pdry (Pwet), with a coincident 
easterly (westerly) anomaly in the thermal wind over southern regions of Australia. 
The anomalously offshore (onshore) winds over SWWA (Fig. 3.11a, b) could thus 
contribute to a reduction (increase) in large-scale rainfall. In the observed record, 
Ansell et al. (2000b) similarly associate variations (and trends) in SWWA rainfall 
with modulations in the subtropical high pressure belt and a shift of the circum-
polar trough. However in their study, links with Indian and Pacific Ocean SST are 



CH. 3 3.8. SUMMARY AND CONCLUSIONS 

weak compared to the variability of the large-scale atmospheric circulation, while 
we demonstrate that the reorganization in the general atmospheric circulation arises 
as a result of the changed SST fields in the AGCM simulations. 

A measure of the baroclinic stability in the atmosphere, and hence its disposition 
towards the development of rain-bearing low pressure systems, is provided by the 
Eady growth rate (Paciorek et al, 2002). A reduction (increase) in the Eady growth 
rate (Fig. 3.12) indicates a lower (higher) formation rate of baroclinic instabihties 
over southern and western regions of Australia during VDRY (PW^ET), consistent with 
the large-scale rainfall changes. Hope et al. (2006) also linked trends in baroclinicity 
and reduced frequency of passing troughs across the region with the observed rainfall 
decrease in SWWA. Similarly, Frederiksen and Frederiksen (2005b, 2007) suggest 
that these decreases resulted from changes in the intensity and southward deflection 
of regions of cyclogenesis due to a decline in mid-latitude baroclinicity. Over the 
Australian region, they find a 30% decrease in the growth rate of leading Southern 
Hemisphere cyclogenesis modes associated with a reduction in the vertical mean 
meridional temperature gradient, and in the peak upper tropospheric Jetstream 
zonal winds at 30°S. Here, we have demonstrated that such changes can be forced 
by anomalous SST patterns over the Indian Ocean. 

The asymmetry in convective precipitation can be related to anomalies in the 
thermal properties of the atmosphere (Fig. 3.10), with the warm underlying SST at 
P2 during PDRY penetrating higher into the atmosphere (due to an enhanced tem-
perature lapse rate) than the cold PWET anomalies. The vertical thermal structure 
in PDRY thus could favor localized increases in convective activity, as seen in the 
increase in convective rainfall over SWWA and the reduction in large-scale rainfall. 
On the other hand, both the circulation and thermal anomalies in PWET may en-
hance widespread ascent of moist air masses associated with frontal movement, as 
evidenced by increases in large-scale precipitation in that ensemble set. 

Considering the significant drop in precipitation in SWWA since the 1970s (e.g., 
Allan and Haylock, 1993; lOCI, 2001; Timbal et a/., 2006) and the projections for 
its continuation over the coming decades (Cai et al, 2003b; Timbal, 2004; Cai and 
Cowan, 2006; Hope, 2006), it is of interest to relate our findings on interannual 
rainfall variations in SWWA to long-term trends. Recent changes in the large-
scale Southern Hemisphere general circulation have been described in several stud-
ies. These include trends in the SAM towards its high-index phase (e.g., Li et al, 
2005b; Cai and Cowan, 2006; Hendon et al., 2007), a consistent poleward shift in the 
zones of strong baroclinicity (Yin, 2005), reductions in the density of low pressure 
systems (Smith et al, 2000), shifts in the subtropical jet (Frederiksen and Frederik-
sen, 2005a), reduced intensity of cyclogenesis (Frederiksen and Frederiksen, 2005b, 
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2007), amongst others. In this study, we have identified mechanisms by which these 
factors, driven by SST, modulate precipitation, both at a regional scale for SWWA 
and over interannual timescales. It is thus possible that the ocean plays a vital role 
in driving these atmospheric circulation changes that have led to longer-term trends 
in SWWA rainfall, especially as recent Indian Ocean SST trends favor a tendency 
toward the PDRY thermal gradient (England et al, 2006). This is supported by 
other studies. For example Smith et al. (2000) suggest that long-term SWWA rain-
fall variability is influenced by coupled air-sea interactions across the South Indian 
Ocean linking SST and MSLP. Prederiksen and Balgovind (1994) demonstrated a 
connection between the frequency of northwest cloud bands and Indian Ocean SST 
gradients. 

In summary, we have presented evidence that Indian Ocean SST is indeed in-
strumental in forcing mid-latitude rainfall changes over regions of southern and 
western Australia. The characteristic SST pattern we investigate is thus not sim-
ply symptomatic of the changed wind field, but could also play an important role 
in modulating the atmospheric circulation and rainfall anomalies. These findings 
are in contrast with some previous work on mid-latitude rainfall in general (Kush-
nir et a/., 2002, and references therein) and for the Australian region in particular 
(Watterson, 2001, though his experiments do not employ a scaled SST forcing). 
We do not dispute the main hypothesis of Watterson (2001) that interannual varia-
tions in seasonal rainfall are primarily driven by internal atmospheric mechanisms. 
However, this does not rule out the possibility of significant modulation by Indian 
Ocean SST forcing. Indeed Watterson (2001) refers to other GCM studies that find 
a proportion of the rainfall variance being explained by SST variability. Our results 
suggest a modest, yet significant, change in the frequency distribution for rainfall 
(i.e. the extreme events) due to SST anomalies, which is not necessarily captured 
by a total rainfall metric. It still remains an open question as to what initially 
drives the formation of the characteristic SST anomaly pattern (e.g., internal ocean 
dynamics, ocean-atmosphere coupling), but this is beyond the scope of the present 
study and will be explored elsewhere. In a separate study, we will further investi-
gate the implications of the present findings on improving predictability of SWWA 
rainfall. Considering the longer persistence of temperature anomalies in the ocean, 
as opposed to the higher-frequency variability in the atmosphere, we are hopeful 
that the mechanism presented here can help improve seasonal rainfall predictions, 
and thus ultimately aid in water management decisions in SWWA. In addition, the 
relative influence of the individual SST poles and the lead-time of predictability 
warrant further investigation; these will be explored separately in a future study. 
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4.1. Abstract 
Links between extreme wet conditions over East Africa and Indian Ocean sea sur-

face temperatures (SST) are investigated during the "short rain" season in October-
November. During periods of enhanced East African rainfall, Indian Ocean SST 
anomalies reminiscent of a tropical Indian Ocean Dipole (lOD) event are observed. 
Ensemble simulations with an atmospheric general circulation model (AGCM) are 
used to understand the relative effect of local and large-scale Indian Ocean SST 
anomalies on above-normal East African precipitation. The importance of the vari-
ous tropical and subtropical lOD SST poles, both individually and in combination, 
is quantified. In the simulations, enhanced East African "short rains" are predom-
inantly driven by the local warm SST anomalies in the western equatorial Indian 
Ocean, while the eastern cold pole of the tropical lOD is of lesser importance. The 
changed East African rainfall distribution can be explained by a reorganization of 
the atmospheric circulation induced by the SST anomalies. A reduction in sea level 
pressure over the western half of the Indian Ocean and converging wind anoma-
lies over East Africa lead to moisture convergence and increased convective activity 
over the region. The seasonal cycle of various indices related to the SST and the 
atmospheric circulation in the equatorial Indian Ocean are examined to assess their 
potential usefulness for seasonal forecasting. 
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4.2. Foreword 
The main focus of this PhD thesis is on regional Southern Hemisphere cHmate 

variabiUty. Despite this, it is of interest to investigate the response of a characteristic 
Indian Ocean SST pattern at other locations around the Indian Ocean, as there are 
basin-wide reorganizations in the large-scale atmospheric circulation. This chapter 
explores the contributions of local and large-scale SST to enhanced equatorial East 
African precipitation. 

4.3. Introduction 
Much of the African continent faces frequent and devastating climate extremes 

with far-reaching economic and social consequences. These extremes are mainly re-
lated to a lack or an excess of rainfall over wide regions, often affecting the livelihood 
of millions, with a profound impact on rain-fed agriculture and pastoralism (Verdin 
et ai. 2005), water and food security (Funk et ai, 2005; Verdin et a/., 2005), and 
public health (Epstein, 1999). Over the past few decades, such events that caused 
havoc across wide parts of Africa included the devastating droughts of the 1960s to 
1980s in the Sahel region (e.g., Giannini et al, 2003), the drought-associated famine 
in Ethiopia in 1984/1985 (Broad and Agrawala, 2000), and the disastrous floods in 
East Africa in 1961, 1994, and 1997 (e.g., Birkett et al, 1999). Across the Horn of 
Africa, Linthicum et al. (1999) and Epstein (1999) directly link tens of thousands of 
new cases of Rift Valley fever, cholera, and malaria in 1998 to periods of heavy rain-
fall in late 1997 and the ensuing expansion of mosquito-prone habitats. Improved 
forecasts through a better understanding of the mechanisms in the climate system 
responsible for above-normal rainfall in the region could reduce the severity of such 
outbreaks and ameliorate human suffering: a 2-5 month lead time would be suffi-
cient for preventive measures such as vaccinating domestic animals and pre-treating 
mosquito habitats with insecticides (Linthicum et al., 1999). 

Several studies have focused on a particular extreme event in an attempt to un-
derstand the mechanisms involved for that specific case: e.g., recent El Niño events 
in southern Africa (Reason and Jagadheesha, 2005; Lyon and Mason, 2007); and for 
East Africa, the drought in 2005 (Hastenrath et a/., 2007) and floods in 1994 (Be-
hera et al, 1999) and in 1997 (Birkett et al, 1999; Latif et al, 1999; Webster et al., 
1999). Over East Africa, previous studies present clear evidence of the importance 
of the tropical Indian Ocean in modulating rainfafl variability in observations (e.g., 
Black et al., 2003; Clark et ai, 2003a) and in climate model simulations (e.g, God-
dard and Graham, 1999; Latif et ai, 1999). SST patterns associated with the zonal 
mode of variability, the Indian Ocean Dipole (lOD; Saji et al, 1999; Webster et al, 
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1999), and associated changes in the basin-wide atmospheric circulation, are impU-
cated in several flooding events (e.g., Behera et al, 1999; Latif et ai, 1999; Black 
et al, 2003; Hastenrath, 2007). However, the question of which particular region(s) 
of anomalous SST, with coincident atmospheric circulation changes, is sufficient to 
induce rainfall changes over East Africa has yet to be considered. In this study, we 
use ensemble experiments with an atmospheric general circulation model (AGCM) 
to quantify the contribution of SST anomalies (associated with a characteristic In-
dian Ocean dipole pattern discussed in previous studies) to extreme wet conditions 
over East Africa. 

4.3.1. Mean state 

Precipitation across the African continent is highly variable in its temporal and 
spatial distribution. It is modulated by a multitude of factors. Of major impor-
tance are oceanic influences that include local forcing by sea surface temperatures 
(SST) in the adjacent Atlantic and Indian Oceans, as well as remote teleconnections 
from the tropical Pacific (e.g., Giannini et al, 2003). The atmospheric circulation 
is characterized by the annual progression of the Intertropical Convergence Zone 
(ITCZ), the seasonally varying monsoon winds, and extratropical influences to the 
south (e.g.. Reason and Roualt, 2005). The interactions between these components 
and the continent's many orographic features makes for complex dynamics control-
hng African rainfall (Janowiak, 1988). The present study focuses on precipitation 
in equatorial East Africa, a region dominated by the migration of the ITCZ and the 
monsoon circulation. The rainy seasons in East Africa occur during the transitions 
between winter and summer monsoons, when airflow from both hemispheres con-
verges near the equator (Hastenrath, 2007). The timing of the rains associated with 
the ITCZ lags the migration of the sun by approximately one month (Black et al, 
2003). The so-called "long rains" bring several weeks of heavy rainfall during April 
and May associated with the relatively slow northward movement of the ITCZ. In 
contrast, during the "short rains" in October and November, the southward migra-
tion of the ITCZ is more rapid (Black et al, 2003) and precipitation is particularly 
variable (Hastenrath, 2007). 

4.3.2. Interannual variability 

Interannual variations in East African rainfall have been linked to variability in 
both the Indian (Goddard and Graham, 1999; Latif et al, 1999; Webster et a/., 
1999; Black et al, 2003; Clark et al, 2003a; Hastenrath, 2007) and Pacific Oceans 
(Janowiak, 1988; Mutai et al, 1998; Reason et al, 2000; Clark et al, 2003a). In 
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empirical orthogonal function (EOF) analyses of rainfall observations for the period 
1979-2001, Bowden and Semazzi (2007) show the leading mode of variability in 
October-December (OND) East African rainfall to be associated with El Niño-
Southern Oscillation (ENSO)-IOD covariability. During El Niño events, Janowiak 
(1988) finds rainfall in eastern Africa, east of 20°E, to be increased (decreased) 
by 10-25% for the region 0°-10°S (15°-30°S). Ogallo (1988) further explores links 
between ENSO and seasonal East African rainfall and finds strongest correlations 
during the latter half of the year. For precipitation in northern Tanzania, Kijazi and 
Reason (2005) link wet (dry) conditions during the OND season to El Niño (La Niña) 
events, and to enhanced (reduced) convection and easterly (westerly) anomalies over 
the western equatorial Indian Ocean. However, several studies have proposed that 
the relationship between East African rainfall and ENSO is actually more the result 
of an indirect forcing by ENSO on the Indian Ocean (e.g., Goddard and Graham, 
1999; Latif et a/., 1999; Black et al, 2003). A close coupling between the tropical 
Pacific and Indian Oceans during an ENSO cycle allows anomalies from the Pacific to 
modulate Indian Ocean variability via changes to the atmospheric Walker circulation 
(Black et al, 2003) and in the ocean via the Indonesian Throughfiow (Meyers, 1996). 

The impact of the Indian Ocean is much more immediate in its influence on 
East African rainfall. For the short rain season, rainfall in East Africa seems to 
be closely linked to the strength of the Wyrtki Jet in the upper tropical Indian 
Ocean, driven by the surface westerly winds, which re-enforce the westward oceanic 
temperature gradient and form part of the equatorial zonal-vertical circulation cell 
(Hastenrath, 2007). Hastenrath (2007) links an uncharacteristic weakening of the 
westerlies over the central Indian Ocean with floods in 1961, 1994, and 1997 over 
East Africa. For 1994, Behera et al. (1999) report unusual conditions in the ocean-
atmosphere system of the tropical Indian Ocean, with cold (warm) SST anomalies 
in the eastern (western) Indian Ocean and anomalous moisture transport across 
the Indian Ocean region. Black et al (2003) flnd years with enhanced short rains 
in East Africa linked to Indian Ocean SST anomalies reminiscent of the lOD. This 
association is nonlinear, however: only extreme lOD years with persistent changes in 
the SST pattern and a concurrent easterly anomaly in the surface zonal wind field 
show a robust relationship with excessive East African short rains. The easterly 
anomalies in surface winds reduce the normal moisture transport away from East 
Africa, similarly shown for Tanzania by Mapande and Reason (2005a,b). Black 
et al (2003) further propose that remote forcing from the Pacific associated with 
ENSO can predispose the Indian Ocean to an lOD event. Coupled ocean-atmosphere 
processes between the tropical Pacific and Indian Ocean as part of the tropospheric 
biennial oscillation and with effects on the Asian-Australian monsoon are explored 
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by Meehl et al (2003). Feng and Meyers (2003) associate both local winds and 
remote forcing with the formation of the eastern pole of the lOD. Similarly, Wijffels 
and Meyers (2004) find that surface winds from both the Pacific and Indian Ocean 
act to modulate the depth of the thermocline in the eastern Indian Ocean. Both 
upwelling-favorable easterly winds and a shallow thermocline in the Java-Sumatra 
region play an essential role in the formation phase of the lOD (Meyers et al, 2007). 
These indirect effects from the Pacific via the Indian Ocean could thus result in the 
statistical relationship between East African rainfall and ENSO described in earlier 
studies (cf., Janowiak, 1988; Ogallo, 1988). 

Goddard and Graham (1999) use AGCM experiments to assess the relative con-
tribution of the Indian and Pacific Ocean to East African rainfall variability. They 
force an AGCM with realistic SST variability in the Indian Ocean and Pacific Ocean 
separately and then compare results to a simulation with realistic SST variability 
globally. In the Indian Ocean simulations, convergent westerly (divergent easterly) 
flow results from warm (cool) SST anomalies in the western tropical Indian Ocean 
enhancing (reducing) moisture flux over central East Africa. Increased rainfall over 
East Africa occurs due to enhanced convective heating causing anomalous cyclonic 
circulation conditions to the southeast of Africa with southeasterly moisture flux 
onto East Africa (Goddard and Graham, 1999). The influence of the Indian Ocean 
can be modulated by remote forcing from the central and eastern tropical Pacific 
Ocean with warm (cool) Pacific SST associated with anomalous eastward (west-
ward) surface zonal winds and downward (upward) vertical motion over equatorial 
Africa and the tropical Indian Ocean. This situation increases (reduces) convection 
over the African tropics and the western Indian Ocean, shifting the ITCZ polewards 
(equatorwards; Goddard and Graham, 1999). Latif et al. (1999) find similar results 
in their AGCM simulations forced with 1997/1998 SST patterns in the Indian and 
Pacific Ocean separately to explain the excessive rainfall in East Africa during that 
period. The anomalous Indian Ocean SST of 1997/1998 with unusually warm (cold) 
SST in the western tropical Indian Ocean are sufficient to induce the observed East 
African rainfall changes. In contrast. Pacific Ocean SST are not directly responsible 
for the increased rainfall over East Africa. However, as previously discussed, there 
are indications that the unusual Indian Ocean SST patterns at the time were re-
motely forced by the Pacific Ocean via anomalous surface heat fiuxes (Latif et al., 
1999). 

4.3.3. Inter decadal variability 

On interdecadal timescales, Clark et al. (2003a) find that the influence of ENSO 
and the tropical Indian Ocean on OND East African rainfall varies, modulated by 
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a regime shift in the warming of the Indian Ocean and in the ENSO evolution 
apparent in 1976. Allan et al. (2003) suggest that a quasi-decadal ENSO-like signal 
can account for low-frequency variations in Indian Ocean climate. Black et al (2003) 
propose that the indirect ENSO-East African rainfall relationship via modulation 
of the tropical Indian Ocean can explain interdecadal variations in East African 
rainfall, with both ENSO and the lOD suppressed during the mid-1940s to the 
early 1960s. They further hypothesize that improved long-term predictability of 
East African rainfall could be gained from an understanding of ENSO's influence 
on tropical Indian Ocean dynamics. 

4.3.4. Seasonal forecasting 

Rocha and Simmonds (1997a) find both the SOI and an index focused on pressure 
differences across the Indian Ocean to be potential predictors, used best in conjunc-
tion as they are largely independent, for austral summer rainfall in southeastern 
Africa with several months lead-times. Mutai et al. (1998) use rotated EOF anal-
ysis of global SST anomalies to predict interannual variability in the East African 
short rains for the OND season. They find the dominant SST modes to be associated 
with large-scale changes in the tropical atmospheric circulation with anomalies in 
the near-surface divergence/convergence over the three ocean basins and ultimately 
with continental African rainfall. Strong correlations between these SST modes and 
East African rainfall are evident at zero lag, however, only one of the EOF pre-
dictors promised any predictive skill at longer lead-times (Mutai et al., 1998). In 
contrast, Hastenrath et al. (2004) investigate the skill of atmospheric circulation 
indices over the tropical Indian Ocean region to help in forecasts of the East African 
short rains. This approach attempts to exploit the tight relationship between equa-
torial surface westerlies over the Indian Ocean and the coastal East African short 
rains (Hastenrath et a/., 1993). However, as the Indian Ocean boreal autumn zonal 
circulation cell, despite its intensity, develops very rapidly without any long-lived 
precursors, the predictive potential gained from any circulation indices is very lim-
ited (Hastenrath et al, 2004). In this study, we aim to gain a better understanding 
of the influence of local Indian Ocean SST on the regional atmospheric circulation. 
This would help in pinpointing more long-lived oceanic precursors that predispose 
the Indian Ocean to extreme situations, as occurred in 1961, 1994, and 1997 with 
excessive short rains over East Africa. Even a two-month lead time, which is not un-
realistic with oceanic precursors, could allow preventive measures to greatly reduce 
the economic and social impacts over East Africa (Linthicum et al., 1999). 

Interestingly, Hastenrath et al. (2004) and Hastenrath (2007) report a decline in 
the strength of the relationship between the equatorial zonal circulation and the East 
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African short rains over the period 1978-1996 relative to the earlier period 1958-
1977, despite the zonal equatorial circulation cell retaining its previous strength. 
Landman and Mason (1999) also describe a weakening of the ENSO signal in Indian 
Ocean temperatures since the late 1970s. As a result, relationships between tropical 
Indian Ocean variability and summer rainfall over South Africa and Namibia may 
have changed, with warm (cold) SST anomalies in the western tropical Indian Ocean 
associated with wet (dry) conditions over northeastern South Africa and Namibia 
over the last few decades (Landman and Mason, 1999). 

4.3.5. Projected precipitation changes 

The impact of future projected changes in precipitation patterns on surface wa-
ter availability and drainage across Africa is assessed by de Wit and Stankiewicz 
(2006). Since large regions of Africa lie in an unstable to dry regime, even small 
changes in rainfall can have considerable impacts on water availability due to the 
non-linear relationship of rainfall and surface drainage. While drought-stricken ar-
eas of southern Africa are unlikely to experience improved conditions. East Africa 
might expect increases in surface water availability due to small projected increases 
in precipitation translating into a shift from the unstable to the wet regime (de Wit 
and Stankiewicz, 2006). Similarly, from a suite of Intergovernmental Panel of Cli-
mate Change (IPCC) Third Assessment Report model simulations with enhanced 
greenhouse gas forcing for the 21st Century, Hulme et al. (2001) suggest increases 
(decreases) in East African December-February (DJF; June-August, JJA) rainfall, 
with the amount of change highly dependent on the emission scenarios. Over the 
last century, Nicholson (2001) reports slight increases in East African rainfall. How-
ever, following on from the extreme precipitation event in 1961, there has been a 
steady decline in lake levels over the past few decades, although levels have still 
not returned to their pre-1960 state (Birkett et al, 1999). On longer millennial 
timescales, links between shifts in the ITCZ and thus tropical African rainfall have 
been associated with reorganizations of the large-scale atmospheric circulation over 
the Indian Ocean (Tierney and Russell, 2007) and the North Atlantic (Johnson 
et a/., 2002; Brown et a/., 2007) region. The overarching goal of the present study is 
to explore the contributions of local and large-scale SST to enhanced East African 
short rains via changes of the atmospheric circulation across the Indian Ocean. 

The remainder of the paper is structured as follows: Section 4.4 describes the data 
sets (observational and reanalysis), the climate model and the model experiments 
used in the study. In Section 4.5, observed and model rainfall characteristics are 
described over the African continent and locally for the East African region. The 
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observed SST anomalies associated with extremes in the East African short rains 
are explored in Section 4.6 and related to the SST anomalies used in the model 
simulations. Section 4.7 presents the changes in the atmospheric circulation in the 
model simulations and a mechanism for the induced shifts in the rainfall distribution 
is proposed. The main results are summarized in Section 4.8. 

4.4. Data sets and climate model 
4.4.1. Observational and reanalysis data 

A suite of observation- and reanalysis-based precipitation products are used to 
assess the model's representation of precipitation over the African continent and 
the Indian Ocean region. Monthly precipitation data for the post-1979 period is 
taken from several products, when these products generally become more reliable. 
All products are provided at a 2.5° latitude/longitude resolution. Brief details are 
given in Table 4.1. 

4.4.2. Climate model 

The climate model used for the experiments is the NCAR Community Climate 
System Model, version 3 (CCSM3; Collins et aL, 2006), run in the atmospheric-
only mode. The atmospheric component of CCSM3, the Community Atmosphere 
Model (CAM3), uses a spectral dynamical core at a T42 horizontal resolution (ap-
proximately 2.8° latitude/longitude), and 26 vertical levels. The CCSM3 model, 
its components, and configurations are described in Collins et al (2006), and more 
specifically the atmospheric component, CAM3, by Hurrell et al (2006). Several 
studies assess the model's performance and suitability for applications in climate 
research relevant for the present study, in particular in regard to the representa-
tion of the hydrological cycle (Hack et al, 2006), tropical Pacific climate variability 
(Deser et a/., 2006), ENSO variability (Zelle et al, 2005), and monsoon regimes 
(Meehl et a/., 2006). Several biases in the model have been documented: most 
notably associated with tropical Pacific chmate, i.e. the Intertropical Convergence 
Zone (ITCZ), South Pacific Convergence Zone (SPCZ; e.g., Zhang and Wang, 2006), 
and ENSO spatial and temporal variability (e.g., Deser et al., 2006). These issues 
and their relevance for the Indian Ocean region have been explored in detail by 
Ummenhofer et al. (2008). 

4.4.3. Experimental setup 

In complementary studies, England et al. (2006) and Ummenhofer et al. (2008) 
investigate the link between southwest Western Australian (SWWA) precipitation 
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Table 4.1. Summary of observation- and reanalysis-based precipitation products 
used and the period analyzed in this study. 

Product Description Period Reference 
NNR Reanalysis data product from the Na-

tional Center for Environmental Pre-
diction (NCEP) and the National Cen-
ter for Atmospheric Research (NCAR) 
reanalysis. Precipitation is not con-
strained by observations, but derived 
completely from model 6-h forecasts. 

1979-2006 Kalnay et al. 
(1996); Kistler 
et al. (2001) 

CAMSOPI National Oceanic and Atmospheric Ad-
minstration (NOAA) NCEP CPC Cli-
mate Anomaly Monitoring System-
Outgoing longwave radiation Precipi-
tation Index. Merged analysis prod-
uct that combines raingauge data with 
satellite-derived OLR Precipitation In-
dex estimates. 

1979-2006 Janowiak and 
Xie (1999) 

GPCC Global Precipitation Climatology Cen-
ter product. Incorporates global data 
from 10,000-43,000 stations, depending 
on the time coverage. 

1979-2004 Fuchs et al. 
(2007) 

CMAP Climate Prediction Center Merged 
Analysis of Precipitation product. 
Combines several diverse data sets, 
including gauge-based analyses from 
GPCC, predictions by the operational 
forecast model of European Centre for 
Medium-Range Weather Forecasting 
(ECMWF), and three types of satellite 
estimates. 

1979-2006 Xie and Arkin 
(1996) 

and anomalous Indian Ocean SST. Ummenhofer et al. (2008) find that the frequency 
distribution of precipitation in this region is associated with a characteristic SST 
tripole pattern very similar to the dominant mode of SST variability in the Indian 
Ocean (defined through an EOF analysis; Santoso, 2005). England et al. (2006) 
in observations and Ummenhofer et al. (2008) in model experiments demonstrate 
that in addition to SWWA, there is also a strong link between this SST pattern 
and precipitation over regions including East Africa. In the present study, the 
perturbation experiments of Ummenhofer et al. (2008) are further analyzed, now 
focusing on the East African region, and additional experiments are performed in 
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which the original perturbation pattern is broken into its regional component poles. 

SST (Oct-Nov) 
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Figure 4.1. Average Oct .-Nov. SST anomaly (in °C) superimposed as a 
perturbation on the climatological SST across the entire Indian Ocean (P/) and 
for individual poles separately, with the poles indicated by the dashed boxes as 

Pe/, and Fsi-

In the control experiment the CCSM3 in atmosphere-only mode is forced with the 
monthly SST chmatology, which is based on Reynolds SST (Smith and Reynolds, 
2003, 2004) and Hadley anomalies (Rayner et al, 2003). For a more detailed descrip-
tion of the SST climatology see Hurrell et al (2006). A set of 80 one-year ensemble 
runs, each starting on January 1 from different initial atmospheric conditions and 
using this SST climatology, comprises the control experiment set (CNTRL). In the 
perturbation experiments, monthly-varying SST anomalies are added to the stan-
dard climatology across the Indian Ocean region. The full seasonally evolving SST 
perturbation pattern is described in Ummenhofer et al. (2008) and features com-
ponents of both a tropical lOD and a subtropical lOD (SIOD) signal. Additional 
experiments are also carried out using various regional subsets of the poles evident 
in the full pattern (see below). The average Oct.-Nov. SST anomalies, when the 
anomalous SST are generally most pronounced, used in the perturbation runs are 
shown in Fig. 4.1 (for the detailed monthly-varying SST anomalies, see Fig. 1 in 
Ummenhofer et al, 2008). A set of 60 one-year ensemble runs are carried out for 
each of the perturbation fields applied. The entire anomalous SST pattern shown 
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in Fig. 4.1 over the Indian Ocean region is termed P/. To assess the importance 
of local SST anomalies in modulating East African rainfall, and to quantify their 
separate contributions, perturbation experiments are also conducted with particu-
lar local poles of SST anomalies only: Pg/ with the eastern tropical lOD pole only 
(centered at 10°S, 110°E), P^̂ / with the western tropical lOD pole only (centered at 
0°, 50°E), Pei+wi with the eastern and western tropical lOD poles only, the SIOD 
pole IP si (centered at 30°S, 95°E), and Pei+si with the eastern and southern poles 
only. The location of the poles used in the different experiments are indicated as 
dashed boxes in Fig. 4.1. To reduce spurious atmospheric circulation set up by 
unrealistic gradients at the "edges" of the poles, smoothing has been applied. For 
more details see Section 4.6. 

4.5. Observed and model rainfall characteristics 
The spatial and temporal characteristics of precipitation in the model are assessed 

across the African region and compared to observations (Fig. 4.2). The observed 
large-scale features of annual precipitation with the arid areas across northern and 
southern Africa are well represented in the model (Fig. 4.2a, b). However, in the 
model, the high-rainfall region in western and central equatorial Africa receives 
an excess of precipitation of the order of 20-30% compared to observations. Over 
tropical eastern Africa, the band of high rainfall also extends too far east into the 
Ethiopian highlands. In addition, the observed low-rainfall regime over the Horn of 
Africa is confined too close to the coast in the model. Over the equatorial Indian 
Ocean, the observed high-rainfall region associated with the ITCZ is split into two 
in a classical double-ITCZ configuration, a common problem in general circulation 
models (Meehl and Arblaster, 1998; Hurrell et al, 2006). The excessive precipitation 
in the model over the Bay of Bengal is due to the fact that the tropical maximum 
remains north of the equator throughout the year (Hack et al, 2006; Hurrell et al, 
2006). The major spatial and temporal features of the monsoonal precipitation 
patterns are suitably well represented by the model (Meehl et al, 2006). 

Focusing on East Africa, the Oct.-Nov. precipitation time-series are shown spa-
tially averaged over the region delimited by 9°N-1°S and 29°-46°E (10°N-1°S and 
31°-45°E) for the observed (model) in Fig. 4.2c (d), shown as standardized anoma-
lies for ease of comparison. The study area in the observations is chosen to match 
the one in the model that recorded the largest response to the SST perturbations in 
the simulations. For the Oct.-Nov. months during 1979-2006, East Africa received 
on average 77 mm month"^ with a standard deviation of 26 mm month"^ (figure 
not shown). The years 1983 and 1997, and less so 2006, in the East African rainfall 
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Figure 4.2. Oct.-Nov. long-term mean of (a, b) rainfall (in mm month"^) across 
the African continent and the Indian Ocean region with observed (model) on the 
left (right). The long-term mean in the observations in (a) is based on CAMSOPI 
data for the period 1979-2006, the model field in (b) on the 80-year control run. 
The dashed boxes in (a, b) indicate the area used to derive the observed and 
model East Africa Oct.-Nov. precipitation time-series shown as standardized 
anomalies in (c, d). (e) presents the long-term seasonal cycle in precipitation for 
the observed (blue) and model (red). The power spectral density in (f) shows the 
observed (model) variance for the dominant cycles in blue (red), with the dashed 
lines indicating a 95% confidence level according to a theoretical Markov spectrum. 

time-series stand out as years with enhanced short rains (Fig. 4.2c). A pronounced 
long-term decline in East African rainfall is apparent when focusing on the period 
since 1960, with a steady drop in lake levels (Birkett et al., 1999). However, due to 
the sparse station data coverage over the region (e.g., Verschuren et ai, 2000), we 
limit our comparison to the post-1979 period with good satellite estimates, and no 
significant (at 90% confidence level) observed rainfall trend. As mentioned previ-
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ously, the simulated East African rainfall is substantially higher at 187 mm month"^ 
and with a standard deviation of 19 mm month"^ (figure not shown). However, with 
a direct comparison of the model and observed rainfall time-series, one has to be 
mindful that the model is forced with SST climatology, which could account for the 
damped variability. For the same length of record, the standardized anomalies of 
East African precipitation in the model show, as in the observed, two years with 
enhanced short rains above 2 standard deviations month"^ (Fig. 4.2d). However, 
negative excursions with rainfall below 1 standard deviation are more common in 
the model than in the observed (Fig. 4.2c, d). 

The seasonal cycle of East African rainfall exhibits distinct maxima in the March-
May and Oct.-Nov. months, termed the "long" and "short" rains, respectively (e.g.. 
Black et al, 2003). The modeled precipitation captures the double peaked seasonal 
cycle (Fig. 4.2e), although the peaks, particularly the one associated with the short 
rains, are overly pronounced. Details of the model's representation of the monsoon 
circulation and precipitation are described by Meehl et al. (2006). The observed 
East African rainfall exhibits dominant periodicity at 5 and 2 years, compared to 
the model 10, 6.5, 3.5, 3, and 2 years. 

4.6. Observed and model SST anomalies 
Composites of SST during years of anomalous short rains are shown in Fig. 4.3. 

For different observation- and model-based precipitation products (details see Table 
4.1), years with extreme short rains are defined as those exceeding ±1 standard 
deviation in the area-averaged, detrended time-series of East African precipitation 
(Fig. 4.3a, d, g, j). With the exception of the NNR, all products show a positive 
trend in precipitation during the Oct.-Nov. season of 0.6-0.8 mm month"^ 
Two years with very excessive short rains are common to all precipitation products, 
namely 1983 and 1997. Extensive flooding during the latter year has inspired previ-
ous work (e.g., Birkett et al, 1999; Latif et al., 1999). In addition, 2006 is recorded 
as a wet short rain season in all products that cover that period (GPCC is only 
available up to 2004). In contrast, short rain seasons with very much reduced pre-
cipitation are more variable across the products, with relatively few years qualifying 
as extreme dry short rains. Among the years receiving very much reduced short 
rains, 2003 and 2005 feature in most of the precipitation products. The low number 
of dry short rains is in part due to the non-Gaussian nature of the precipitation 
distribution, reducing the validity of the standard deviation measure for identifying 
extreme years. However, the metric is successful in identifying years with wet Oct.-
Nov. rain seasons. Furthermore, despite small variations in the set of years chosen 
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for the composites of SST anomalies, robust SST features across the Indian Ocean 
are evident for the dry and wet extremes (described below). 
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Figure 4.3. (Left) Time-series of East African rainfall averaged over Oct.-Nov. 
for the period 1979-2006, with ±1 standard deviation indicated (dashed horizontal 
lines). SST anomaly (in °C) for the extreme dry (middle) and wet (right) years, 
determined as those exceeding ±1 standard deviation in the respective rainfall 
time-series. From top to bottom for different precipitation products as CAMSOPI, 
CMAP, NNR, and GPCC, with the Unear trend removed from each time-series 
indicated at the bottom of the left-hand panels. Dashed lines over the SST panels 
indicate significant anomalies at the 90% confidence level as estimated by a 
two-tailed t-test. 

The Indian Ocean during dry short rains in East Africa is characterized by lo-
calized warm SST anomalies in the eastern Indian Ocean off Sumatra, consistent 
across the different precipitation products (Fig. 4.3b, e, h, k). Across the remainder 
of the Indian Ocean during dry Oct.-Nov. seasons the composite patterns are less 
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consistent, although there is a tendency towards below-average SST in the western 
region of the Indian Ocean. Similarly, for the 2005 drought in East Africa, Hasten-
rath et al. (2007) describe anomalous cold (warm) SST anomalies in the northwest 
(southeast) of the equatorial Indian Ocean, a steepened eastward pressure gradient, 
and strengthened westerlies. SST anomalies over the Atlantic show no consistent 
pattern across the dry composites. In contrast, during anomalous wet short rains, 
an area of warm SST anomalies in the western Atlantic off Angola, Namibia and 
South Africa is common across all the SST composites. Colberg et al (2004) hnk a 
similar warming in the South Atlantic to changes in the trade winds and surface heat 
fluxes associated with El Niño. Over the Indian Ocean, Oct.-Nov. SST anomalies 
are cold off Sumatra in the tropical eastern Indian Ocean, while warm anomalies 
extend over much of the western half of the Indian Ocean and the subtropical region 
towards Australia (Fig. 4.3c, f, i, 1). Indian Ocean SST anomahes are signiñcant 
over much of the domain and the overall pattern is very robust across all the wet 
composites (and for individual composite members; ñgure not shown). The pat-
tern of Indian Ocean SST anomalies closely matches those associated with heavy 
East African SON precipitation for the period 1900-1997 in Black et al. (2003, their 
Fig. 3). The magnitude of SST anomalies in Fig. 4.3 is larger than in Black et al. 
(2003), as we focus on the Oct.-Nov. months and a much smaller number of extreme 
years in the composite. So, despite the short record and sparsity of high-quality ob-
servations over the East African region, persistent features in Indian Ocean SST 
anomalies concurrent with excessive short rains can be identified. These observed 
Indian Ocean SST anomalies associated with excessive East African short rains are 
now compared to the SST forcing fields used for a set of AGCM experiments. 

The model simulations with the anomalous SST perturbations across the entire 
Indian Ocean (P/) are taken from experiments described in previous work by Um-
menhofer et al. (2008). They use composite patterns of observed monthly SST 
anomalies across the Indian Ocean for extreme dry (and wet) years over southwest 
Western Australia (SWWA; England et al, 2006; Ummenhofer et al, 2008). Um-
menhofer et al (2008) show extreme rainfall years in SWWA to be associated with a 
basin-wide reorganization of the atmospheric circulation across the Indian Ocean in 
response to the anomalous SST forcing. In observations, England et al (2006) find 
hints of an out-of-phase relationship between rainfall in SWWA and East Africa, 
linked to the changed large-scale atmospheric circulation across the Indian Ocean 
region. This link is further strengthened by model experiments in the CCSM3 de-
scribed in Ummenhofer et al (2008), in which a highly significant shift is seen in 
East African rainfall intensity resulting from this SST pattern. While derived for 
an analysis of Australian precipitation, these SST patterns are very similar to a 
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dominant EOF mode in Indian Ocean variability (see Santoso, 2005; Ummenhofer 
et a/., 2008), containing features characteristics of both the lOD and SIOD. As such, 
the present study effectively examines the links between anomalously wet short rain 
seasons in East Africa and a characteristic mode of Indian Ocean SST variability 
identified in previous work by the authors. We investigate the effect of both local and 
large-scale Indian Ocean SST anomalies on above-average rainfall in East Africa. In 
addition, we attempt to quantify the respective contributions of anomalous SST in 
various regions and propose a mechanism for the changed rainfall distribution. 

The average Oct.-Nov. SST anomalies used in the perturbation AGCM simula-
tions were shown previously in Fig. 4.1. In addition to the SST anomalies across 
the entire basin, simulations with individual SST poles are conducted, with the pole 
locations indicated as dashed boxes in Fig. 4.1 (for latitude/longitude coordinates 
see Section 4.4.3). The Oct.-Nov. SST anomalies are characterized by warm (cold) 
temperatures in the western and central (eastern) tropical Indian Ocean (Fig. 4.1). 
An area of anomalously cold SST is located south of Madagascar. The SST pat-
tern in Fig. 4.1 resembles anomalies associated with above-average rainfall in East 
Africa (Fig. 4.3; Black et a/., 2003). In an AGCM, Reason (2002) investigates 
the impact of South Indian Ocean SST anomalies reminiscent of the forcing used 
here in the P/ case. i.e. cold (warm) SST anomalies in the southwest Indian Ocean 
south of Madagascar (in the southeast Indian Ocean off the west coast of Australia), 
on the atmospheric circulation over southern Africa. Despite using characteristic 
basin-wide Indian Ocean SST anomalies extending across both the tropics and the 
subtropics, the focus in the present study is on tropical East African rainfall. In ad-
dition. a quantification of the relative influence of individual (and combined) poles 
to excessive East African short rains is attempted. 

4.7. Changed atmospheric circulation in model experiments 
4.7.1. Rainfall distribution 

The simulated total precipitation during the short rain season is spatially averaged 
across East Africa (subregion indicated in Fig. 4.2) for each of the ensemble members 
in the control and the perturbed cases. The rainfall frequency distribution for each 
of the perturbed cases with the control distribution superimposed is shown in Fig. 
4.4. A nonparametric Mann-Whitney rank test (von Storch and Zwiers, 1999) is 
used to determine the significance level at which the rainfall frequency distribution 
over East Africa in the perturbed cases differs from the control. For P/ with the 
SST anomalies applied over the entire Indian Ocean, the rainfall distribution over 
East Africa is shifted significantly (at 99% confidence level) relative to the CNTRL 



CH. 4 4.7. CHANGED ATMOSPHERIC CIRCULATION 

during the Oct.-Nov. period (Fig. 4.4a). In fact, the rainfall distribution for the 
CNTRL and P/ barely overlap, which represents an increase in mean Oct.-Nov. 
rainfall of over 35% from 410 mm to 560 mm. This increase in P/ seems to be 
predominantly driven by the SST anomalies in the local western pole: both of the 
other experiments that contain a perturbed western pole (i.e. Pei+wi and P«;/) show 
an increase in precipitation of comparable magnitude (Fig. 4.4c, f). In contrast, 
the ensemble sets with only the eastern and/or southern pole show no significant 
changes in rainfall over East Africa (Fig. 4.4b, d, e). 

The spatial distribution of the precipitation anomalies across the Indian Ocean 
basin are assessed in Fig. 4.5. Throughout the study, we use a two-tailed t-test 
to determine the significance of the spatial anomaly fields. This test estimates the 
statistical significance at which the anomalies in the perturbed experiments are dis-
tinguishable from the control at each grid point. The rainfall response over East 
Africa in the P/ case forms a band of increased precipitation extending from the 
Horn of Africa to the southwest towards the Atlantic coast (Fig. 4.5a). Again, the 
enhanced rainfall over the African continent seems to be linked to the warm SST 
anomalies in the western Indian Ocean, as both Pei+wi and P^j show a similar sig-
nal (Fig. 4.5c, f). All three cases with warm western Indian Ocean SST also record 
increased precipitation overlying the area with above-normal SST. In P/, anoma-
lous dry conditions occur over southeastern Africa, as linked to warm SST in the 
tropical Pacific and Indian Ocean in AGCM experiments by Rocha and Simmonds 
(1997b). Interestingly, they find the drought conditions over southeastern Africa to 
be exacerbated with co-occurring cool SST in the South Indian Ocean, consistent 
with a stronger response in P/ than P̂ ĵ here (Fig. 4.5a, f). Over the eastern equa-
torial Indian Ocean, reduced precipitation occurs over the region with anomalous 
cold SST and the adjacent Indonesian Archipelago (Fig. 4.5a, b, d). In the model, 
these results demonstrate a strong precipitation response related to tropical SST 
anomalies, but no such response from the subtropical forcing (Fig. 4.5e). 

In summary, enhanced East African short rains in the AGCM experiments seem to 
be predominantly driven by the local warm SST anomalies in the western equatorial 
Indian Ocean, while the eastern cold pole is of lesser importance. The mechanisms 
by which the different poles change the large-scale atmospheric circulation and thus 
contribute to changed East African rainfall will be investigated in detail below. 

4.7.2. Circulation anomalies 

The large-scale and local SST anomalies can give rise to changes in the overlying 
atmosphere, modulating its thermal and circulation characteristics. An extensive 
area of negative SLP anomalies (in excess of 2 hPa below normal) is seen over the 
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Figure 4.4. Frequency distribution of total precipitation spatially averaged 
across East Africa (subregion indicated in Fig. 4.2a, b): cumulative rainfall 
amount (in mm) summed for the months Oct .-Nov. for the following experiments: 
(a) P/, (b) Fei+si, (c) ^ei+wh (d) Pe/, (e) Ps/, and (f) P^/. The shaded gray 
rainfall distribution represents the CNTRL (normalized to the number of ensemble 
members in the perturbed cases), while the perturbed cases are indicated with 
black outlines. The following significance levels hold, as determined by a 
Mann-Whitney test: with the exception of (e) all significant at 99% level. 
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F i g u r e 4 . 5 . Precipitation anomalies (in mm month"^) for (a) P/, (b) Pe/+s/, (c) 
Pei+wl, (d) Pel, (e) Psi, and (f) P^i, averaged over the Oct-Nov. months. Only 
anomalies are shown that are significant at the 90% confidence level as estimated 
by a two-tailed t-test. 

warm western half of the Indian Ocean and the adjacent central and east African 
continent in the ? / case (Fig. 4.6a). The reduced SLP extends to the south of Africa, 
west across the South Atlantic, and to the north over the Arabian Peninsula, India, 
and central Asia. In contrast, positive SLP anomalies occur in the P/ case in the 
eastern equatorial Indian Ocean associated with the cold SST pole (Fig. 4.6a). The 
positive SLP anomalies in the eastern Indian Ocean are a consistent feature across 
all the perturbed cases with a cold eastern SST pole (Fig. 4.6a-d). Locally reduced 
SLP anomalies are centered over the western Indian Ocean warm pole and the East 
African coast, and also extend west to the south of Africa in the Pei+wi and 
cases (Fig. 4.6c, f). This response in anomalous SLP seems to be primarily driven 
by the western pole. 

The SLP anomalies result in an adjustment of the large-scale circulation seen in 
anomalous surface (Fig. 4.7) and mid-level (Fig. 4.8) wind anomalies. A surface 
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F i g u r e 4.6. Sea level pressure anomalies (in hPa) for (a) P/, (b) Fel+sl, (c) 
^ei+wh (d) Pel, (e) Ps/, and (f) Pyji, averaged over the Oct.-Nov. months. Only 
anomalies are shown that are significant at the 90% confidence level as estimated 
by a two-tailed t-test. 

wind convergence over East Africa is seen for the P/ simulation during Oct.-Nov. 
(Fig. 4.7a). Strengthened westerly airflow over central Africa and easterly onshore 
anomalies from the Indian Ocean intersect over the coast of equatorial East Africa. 
Easterly anomalies dominate over the entire width of the equatorial Indian Ocean 
basin, while the westerly anomalies are confined to central and eastern Africa. The 
presence of the cold eastern Indian Ocean SST pole determines the extent of the 
zonal easterly anomalies. In contrast, the western pole alone is sufficient for the local 
surface wind response over the East African coast, though with a more northerly 
component than seen in P/ (Fig. 4.7f), which is further confirmed in the wind 
anomalies at 500 hPa (Fig. 4.8). In contrast to the surface winds, the airflow 
convergence at 500 hPa occurs further inland towards central Africa. Earlier studies 
confirm this surface to mid-level wind anomaly pattern associated with enhanced 
East African precipitation in observations (Black et a/., 2003; Hastenrath, 2007) and 
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Figure 4.7. Surface wind anomalies (in m for (a) P / , (b) Pe/+s/, (c) 
^ei+wh (d) Pel J (e) Ps/, and (f) Fwh averaged over the Oc t -Nov . months. Black 
arrows indicate significant anomalies at the 90% confidence level as estimated by a 
two-tailed t-test. 

model simulations (Goddard and Graham, 1999). However, previous work tends 
to link these wind anomalies to the enhanced zonal pressure gradient due to the 
presence of both the western and eastern SST poles of the lOD. Here, we find that 
the wind, and thus moisture, convergence over East Africa is predominantly driven 
by the local warm SST anomalies in the western equatorial Indian Ocean. 

In response to the underlying warm SST anomalies in the western equatorial 
Indian Ocean, changes in vertical velocity anomalies uj are recorded for P/, Fei+wi, 
and Pwi (Fig. 4.9a, c, f). Anomalous upward velocities occur over the western 
Indian Ocean and over East Africa, extending towards the southwest. The regions 
with upward vertical velocity anomalies closely match the areas recording increased 
precipitation (compare to Fig. 4.5a, c, f). In contrast, anomalous subsidence is 
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Figure 4.8. Wind anomalies at the 500 hPa level (in m s for (a) P/, (b) 
Fel+sl, (c) "Pel+wl, (d) Pel, (e) P«/, and (f) F^l, averaged over the Oct-Nov. 
months. Black arrows indicate significant anomalies at the 90% confidence level as 
estimated by a two-tailed t-test. 

associated with the cold SST anomalies in the eastern equatorial Indian Ocean and 
the Indonesian Archipelago (Fig. 4.9a-d). 

4 . 7 . 3 . T h e r m a l anomalies 

It is of interest to explore the structure of the thermal anomalies throughout 
the atmosphere induced by the anomalous SST. Latitudinal cross-sections of air 
temperature anomalies centered at the equator and at 20°S are shown in Fig. 4.10 
extending across the Indian Ocean basin and the adjacent continents. Following on 
from previous results, only the ? / , Pei+wi, and P^/ cases are presented, as these 
provide distinct responses to the underlying SST anomaly forcing. The low-level air 
temperatures reflect the sign and position of the underlying SST anomalies, with 
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Figure 4.10. Cross-section of air temperature anomalies centered at (left) the 
equator and (right) at 20°S for (a, b) P/, (c, d) Pel+wh and (e, f) Pwl, averaged 
over the Oct .-Nov, months (all in °C). Colors indicate significant anomalies at the 
90% confidence level as estimated by a two-tailed t-test. 

cloud cover associated with the enhanced convective activity (Fig. 4.9f). Mapande 
and Reason (2005b) find a similar reduction in observed outgoing longwave radi-
ation, implying increased cloud cover, during anomalous wet seasons in Tanzania. 
Along the equator, the structure and magnitude of the thermal anomalies in the 
atmosphere in the P/ case can be mainly attributed to the western warm pole, as 
demonstrated by the close match with the anomalies in the P luj case, while the east-
ern pole on its own has a small moderating effect (figure not shown). To explain 
the large-scale atmospheric structure in the temperature anomalies, however, the 
zonal gradient in SST becomes more important (Fig. 4.10b, d, f). For example, 
the cross-section of the temperature anomalies at 20°S in the P/ case show warm 
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anomalies associated with the western pole extending up and westward to a height 
of 14 km, and cold mid-level anomalies over the eastern Indian Ocean (Fig. 4.10b). 
The structure and magnitude of these thermal anomalies at 20°S rely on the zonal 
gradient in SST, as only the Pei+wi case reproduces the temperature anomalies (Fig. 
4.10d), while neither the western pole on its own (Fig. 4.10f) nor the eastern pole 
(figure not shown) represent these features adequately. 

4.7.4. Seasonal development of Indian Ocean anomalies 

While we have thus far focused on the Oct.-Nov. climate response to the year-
long forced SST perturbations, it is of interest to assess their seasonal development. 
To better understand the atmospheric circulation response to the evolving SST 
anomalies, we investigate here the seasonal development of indices characterizing 
the state of the equatorial Indian Ocean zonal circulation. The indices, representing 
an averaged zonal pressure difference and the zonal surface wind, are adapted from 
Hastenrath (2007). Details of the calculation of these indices is provided below. 
Shown first in Fig. 4.11a are the SST anomalies for the perturbation simulations 
relative to the CNTRL. In general, the spatially averaged SST anomalies for the 
various poles used in the perturbation experiments are small until April, after which 
they increase in magnitude (Fig. 4.11a). Negative SST anomalies develop gradually 
at the cold eastern pole (Pg/) from May onwards, reaching a minimum value of 
around -0.4°C in October, after which time the anomaly rapidly decays. This is 
consistent with earlier findings for the seasonal evolution of the lOD (e.g., Saji et ai, 
1999; Webster et ai, 1999; Li et al., 2003; Meyers et al., 2007). Increasingly warm 
anomalies occur at the western and southern poles, with a maximum of around 0.4°C 
for the western pole in October, while the temperatures at the southern pole continue 
to rise to reach around 0.5°C above normal in December. The zonal (meridional) 
gradient in SST anomalies, i.e. the difference of SST anomalies between the western 
and eastern (southern and eastern) pole are also indicated in Fig. 4.11a as dashed 
lines. Both the zonal and meridional gradient in SST anomalies increase from April 
onwards and reach a maximum in October. 

The zonal SLP gradient (pressure over the western Indian Ocean minus pressure 
in the east for the latitude band 7°N-7°S; SLPVF-E) determines the strength of the 
zonal circulation anomalies in the equatorial Indian Ocean (Hastenrath, 2007). The 
annual cycle of SLPvt^.^; is characterized by a maximum in JJA due to an inverse 
relationship between the pressure in the west and the east of the Indian Ocean, 
declining to a minimum in austral summer (Fig. 3c in Hastenrath, 2007). For the 
P/ experiment, a drop relative to the CNTRL occurs in SLFW-E between April and 
May, followed by a steeper decrease from July to a minimum in October (Fig. 4.11b). 
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Figure 4.11. (a) Seasonal cycle of SST anomalies (in °C) spatially averaged over 
the poles used in the perturbation experiments (solid lines) and for the difference 
in SST anomalies for P^/ - Pg/ and Pg/ - Pg/ (dashed hnes). Seasonal cycle of the 
anomaly of the perturbation experiments relative to the CNTRL for (b) zonal sea 
level pressure difference SLPw-e (in hPa) for 7°N-7°S, 39°-51°E minus 7°N-7°S, 
90°-101°E and (c) zonal surface wind component Ueq (in m averaged over 
4°N-4°S, 59°-90°E. 
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This represents an intensification of the seasonal decrease in SLPw-E after August. 
The magnitude and seasonal evolution of this pressure difference anomaly in P/ is 
reproduced most closely by the Pei+wi case, although the full perturbation values 
are slightly higher. The pressure difference is mostly due to the negative anomalies 
at the western pole (P^i in Fig. 4.11b; see also Fig. 4.6f), while the contributions 
of the eastern pole (Pel in Fig. 4.11b) are minimal. The zonal pressure difference 
SLPVIZ-E is instrumental in driving the zonal surface wind component along the 
equator (U£;Q), measured for the latitude band 4°N-4°S (Fig. 4.11c). The seasonal 
progression of Veq shows peaks with zonal mean westerly winds of almost 3 m 
during May and the Oct.-Nov. months (Fig. 3b in Hastenrath, 2007). In the P/ 
case, the Veq anomaly relative to the CNTRL becomes increasingly negative after 
February. Strengthening of the easterly anomalies in the surface wind is especially 
rapid from August to October, reaching easterly wind anomalies in excess of 2.5 m 

These \Jeq anomalies are of comparable magnitude to the Veq seasonal mean 
of 3 m in Hastenrath (2007) and thus represent a considerable weakening (or 
even a reversal, in some instances) of the overall westerly flow. 

In observations, Black et al. (2003) find extreme lOD events associated with a 
weakening of the predominant westerly flow, a reduction of moisture transport away 
from East Africa, and thus enhanced short rains. Similarly for Tanzania, Mapande 
and Reason (2005a,b) indicate that easterly flow anomalies slow eastward propaga-
tion of intraseasonal anomalies and thus allow rain-inducing convection to remain 
over Tanzania for longer periods of time. In our experiments, the Pei+wi case also 
shows strengthened easterly anomalies in the second part of the year, though of 
lower magnitude than those seen in P/. Only moderate easterly anomalies develop 
for the Pu;/ and Pg/ cases. As previously demonstrated, the easterly anomalies in 
surface wind are closely linked to enhanced East African rainfall (Fig. 4.7; see also 
Goddard and Graham, 1999; Black et al, 2003; Mapande and Reason, 2005a; Has-
tenrath, 2007). The development and magnitude of U£;Q in the different experiments 
presented here could thus provide an indication of the importance of the individual 
(and combined) SST anomaly poles. 

4.8. Summary and conclusions 
We have investigated the effect of a characteristic Indian Ocean SST pattern, with 

signatures of both the lOD and SIOD, on equatorial East African rainfall during 
the Oct.-Nov. season in AGCM ensemble experiments. In observations, enhanced 
East African precipitation is associated with Indian Ocean SST anomalies closely 
resembling a tropical lOD event (Fig. 4.3; see also Black et al, 2003; Clark et al, 
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2003a). The SST anomaly pattern used in the AGCM simulations in this study 
is very similar to that obtained when compositing SST for years with extreme wet 
short rains over East Africa. In addition to employing SST anomalies over the entire 
Indian Ocean, we also assessed the contributions of individual (and combined) poles 
of the lOD and SIOD to above-average precipitation over East Africa. 

Enhanced short rains in East Africa are driven predominantly by the local warm 
SST anomalies in the western Indian Ocean, while the eastern cold pole is of lesser 
importance (Fig. 4.4 and 4.5). The SST anomalies result in locally reduced SLP 
anomalies centered over the western Indian Ocean warm pole and the East African 
coast, and also extending west to the south of Africa. The SLP anomalies induce 
strengthened westerly airflow over central Africa and easterly onshore anomalies 
from the Indian Ocean intersecting over the coast of equatorial East Africa, enhanc-
ing local convective activity. Previous work linked enhanced East African rainfall 
and changed zonal flow anomalies to the zonal SST and zonal pressure gradient 
across the equatorial Indian Ocean associated with an lOD event (e.g., Saji et a/., 
1999; Webster et al, 1999; Black et a/., 2003). However, we demonstrate that the 
wind, and thus moisture, convergence over equatorial East Africa is a predomi-
nantly local response forced by the warm SST anomalies in the western tropical 
Indian Ocean. Despite the importance of the western pole shown here in AGCM 
simulations, observations suggest that the western warm pole generally occurs in 
concert with a cold eastern pole. Therefore, the importance placed on the zonal 
gradient in SST, pressure, and winds in previous observational studies seems justi-
fied. We also find that large-scale features of thermal anomalies in the atmosphere 
extending towards subtropical Africa seem to require the zonal gradient in SST (Fig. 
4.10). 

The seasonal development of characteristic indices of the zonal circulation in the 
equatorial Indian Ocean for the different experiments further confirms the impor-
tance of the western Indian Ocean warm pole in modulating East African rainfall. 
The SST anomalies associated with the various poles and the zonal gradient across 
the Indian Ocean intensify over the course of the year to peak during the Oct.-Nov. 
season. Similarly, the zonal circulation anomalies, in response to the gradually in-
tensifying SST anomalies and to the seasonal cycle in the Indian Ocean Walker 
circulation, reach maximum values at the time of the East African short rains. The 
results suggest that the development of the anomalies in the zonal pressure gradient 
and especially the surface wind component is very rapid over the two months prior 
to the short rain season in East Africa. This has implications for the usefulness 
of these indices as predictors in seasonal forecasting of East African rainfall due 
to a short lead time. Hastenrath et al. (2004) find that the sudden development 
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of the zonal circulation cell and the lack of long-lived precursors seriously hampers 
its usefulness as predictors for East African rainfall. The results of the present 
study regarding the importance of the local western SST pole suggest that future 
work into predictors for western Indian Ocean SST anomalies might benefit seasonal 
forecasting of East African rainfall. 
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CH. 5 ABSTRACT 

5.1. Abstract 
Interannual extremes in New Zealand rainfall and their modulation by modes of 

Southern Hemisphere climate variability are examined in observations and a coupled 
climate model. North Island extreme dry (wet) years are characterized by locally 
increased (reduced) sea level pressure (SLP), cold (warm) sea surface temperature 
(SST) anomalies in the southern Tasman Sea and to the north of the island, and 
coinciding reduced (enhanced) evaporation upstream of the mean southwesterly air-
flow. During extreme dry (wet) years in South Island precipitation, an enhanced (re-
duced) meridional SLP gradient occurs, with circumpolar strengthened (weakened) 
subpolar westerlies and an easterly (westerly) anomaly in zonal wind in the sub-
tropics. As a result, via Ekman transport, anomalously cold (warm) SST appears 
under the subpolar westerlies, while anomalies of the opposite sign occur further 
north. The phase and magnitude of the resulting SST and evaporation anomalies 
cannot account for the rainfall extremes over the South Island, suggesting a purely 
atmospheric mode of variability as the driving factor, in this case the Southern An-
nular Mode (SAM). New Zealand rainfall variability is predominantly modulated by 
two Southern Hemisphere climate modes, namely the El Nino-Southern Oscillation 
(ENSO) and the SAM, with a latitudinal gradation in influence of the respective 
phenomena, and a notable interaction with orographic features. While this hetero-
geneity is apparent both latitudinally and as a result of orographic effects, climate 
modes can force local rainfall anomalies with considerable variations across both 
islands. North Island precipitation is for the most part regulated by both local air-
sea heat fluxes and circulation changes associated with the tropical ENSO mode. In 
contrast for the South Island, the influence of the large-scale general atmospheric 
circulation dominates, especially via the strength and position of the subpolar west-
erlies, which are modulated by the extratropical SAM. 
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5.2. Introduction 
Located in the Southern Hemisphere in the path of the subpolar westerhes and 

relatively remote from other land masses, atmospheric circulation dominates New 
Zealand's weather and climate. Rainfall over New Zealand is influenced by the 
interaction of the orography of an essentially mountainous country with the atmo-
spheric circulation (Salinger et a/., 1995; Salinger and Mullan, 1999). Situated in 
the mid-latitudes, the country experiences tropical and subtropical influences from 
the Pacific as well as high-latitude effects from the southern Pacific and Southern 
Oceans. Tropical convection in the equatorial Pacific impacts on large-scale South-
ern Hemisphere circulation and therefore New Zealand climate, especially during 
extreme years of the El Nino-Southern Oscillation (ENSO; Kidson and Renwick, 
2002). Similarly, the strength and position of the subtropical jet, the subtropical 
high pressure belt and the subpolar westerlies influence New Zealand's climate (Clare 
et al, 2002), as do extratropical storm tracks (Simmonds and Keay, 2000; Keable 
et al., 2002). Interannual variabihty in New Zealand climate has been linked to a 
number of large-scale Southern Hemisphere climate modes, including the Antarctic 
Circumpolar Wave (ACW; White and Cherry, 1999), ENSO (Kidson and Renwick, 
2002; Carleton, 2003), the high-latitude mode, more commonly termed the Southern 
Annular Mode (SAM; Clare et al., 2002), and the Interdecadal Paciflc Oscillation 
(IPO; Salinger et al, 2001). 

The complex interactions between tropical/subtropical and high-latitude influ-
ences, along with the synoptic nature of atmospheric circulation at mid-latitudes, 
make New Zealand's climate difficult to predict over seasonal to interannual timescales. 
This is exacerbated by the sparse data coverage over the Southern Hemisphere prior 
to 1970, which precludes analysis of a long, high-quality data record. In this study, 
we combine observations and reanalysis data with output from a 200-year unforced 
natural variability run of a coupled climate model, an approach not used for the re-
gion to date, to investigate factors infiuencing interannual variations in New Zealand 
rainfall. In a future study, we will separately investigate long-term trends in New 
Zealand rainfall during the second half of the 20th Century and their relation to 
trends in Southern Hemisphere climate modes. For the present study, our focus 
remains on the interannual timescale. 

Previous work on New Zealand climate concentrate on the use of station (Madden 
et al., 1999; Salinger and Mullan, 1999; Salinger and Griffiths, 2001) and reanaly-
sis data (Mullan, 1998). To our knowledge only Renwick et al. (1998) use model 
data, in their case the Commonwealth and Scientific Industrial Research Organisa-
tion (CSIRO) hmited-area model, DARLAM, nested in the CSIRO Mark 2 model 
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to examine spatial properties of precipitation and surface temperature across New 
Zealand. Their results were highly dependent on model resolution, especially the 
frequency of extreme events, and the authors identify deficiencies linked to an overly 
vigorous zonal ñow in the model. In the present study, we combine direct obser-
vations, reanalysis data, and output from coupled climate models to explore New 
Zealand's interannual rainfall variability. 

The high proportion of mountainous regions over the country's surface area, es-
pecially on the South Island, leads to considerable heterogeneity in climate fields 
over short distances (e.g., rainfall; Fig. 5.1). Nonetheless, attempts have been made 
to explain local characteristics in New Zealand climate as a result of the large-scale 
general circulation and its variability. For example, Mullan (1998) investigates lag 
associations between reanalyzed sea surface temperature (SST) and New Zealand 
station data of temperature, precipitation, and mean sea level pressure (MSLP) for 
the second half of the 20th Century. On seasonal timescales, he finds several lag 
relationships, some of which relate to ENSO and Indian Ocean SST, that suggest 
the SST surrounding New Zealand responds to variability in the general circulation. 
Further connections to ENSO are described by Fitzharris et al (1997), relating pos-
itive (negative) New Zealand glacial mass balance to El Niño (La Niña) events. In 
addition, Salinger et al. (2001) investigate the effect of the IPO on South Pacific 
chmate during the period 1931-1998, finding a modulating influence of the IPO on 
ENSO teleconnection patterns around Australia and New Zealand. By modulating 
the South Pacific Convergence Zone (SPCZ), the IPO is found to favor stronger 
ENSO teleconnections in the northeast of New Zealand during its positive phase, 
with El Niño (La Niña) periods being drier (wetter) since 1977. In contrast to 
other studies. White and Cherry (1999) relate variations in New Zealand tempera-
ture and precipitation directly to SST anomalies associated with the ACW. They 
find empirical orthogonal function (EOF) patterns of autumn-winter station data 
over New Zealand for the period 1982-1995 to vary in phase with SST anomalies. 
They argue that ACW-driven anomalies in SST and surface winds around New 
Zealand set up anomalous low-level wind convergence and cyclonicity during years 
of increased autumn-winter precipitation. However, their study period 1982-1995 is 
very short and will be extended in the present analysis and combined with output 
from a multi-century coupled climate model. 

Apart from the above study by White and Cherry (1999), only Clare et al. (2002) 
have made a link between New Zealand rainfall and high-latitude climate modes. 
Clare et al. (2002) found a modulating influence of the SAM on end-of-summer 
snowlines in the Southern Alps, New Zealand. They suggest that the SAM aflects 
snowlines via weakened (strengthened) zonal flow carrying a reduced (increased) 



CH. 5 5.2. INTRODUCTION 

number of depressions over the New Zealand region during its low (high) phases. 
SAM influences on rainfall in other mid-latitude regions have been shown previously: 
e.g., for southwest Western Australia by shifting the position of the maximum tem-
perature gradient and modulating baroclinic instability (Cai et al., 2005b), across 
the Australian continent (Meneghini et al, 2006), for South America via changes 
to the upper-level atmospheric circulation and moisture convergence (Silvestri and 
Vera, 2003), and for South Africa via shifts in the position of the subtropical jet 
and associated moisture flux (Reason and Roualt, 2005). 

This is the first study to investigate the impact of the SAM on New Zealand 
interannual precipitation. In addition, we assess the respective influence of two 
prominent Southern Hemisphere climate modes (SAM and ENSO) on New Zealand 
rainfall variability, along with the associated atmospheric circulation, by using an 
extended simulation from a coupled climate model in combination with available 
observations and reanalysis data. High-quality observations in the mid- to high-
latitudes of the Southern Hemisphere are sparse, especially over the oceans, and 
data coverage has only increased in recent years. We therefore have no high-quality 
extended data record for our analyses, which results in only a relatively small num-
ber of anomalously dry and wet years employed in composites. Using output from 
a 200-yr unforced natural variability coupled climate model run provides an addi-
tional means of assessing modes of New Zealand rainfall variability. In particular, 
the model time-series includes approximately 30 anomalously dry and wet years in 
the composites, which allows an independent assessment of the robustness of the 
reanalysis findings. This is an approach used successfully in previous studies for 
other regions of the Southern Hemisphere (e.g., England et al, 2006). Of particular 
interest in this study are the relative roles of the SAM and ENSO in controlhng 
interannual New Zealand rainfall variability via changes to the large-scale ocean 
and/or atmospheric circulation. This will be investigated in more detail with com-
posites during extreme phases of ENSO and the SAM, complementing the approach 
of compositing anomalously high/low rainfall years across New Zealand. 

The rest of the paper is outlined as follows: Section 5.3 describes the data sets 
and the model, as well as the methods and techniques used. Section 5.4 details 
precipitation observations across New Zealand and composites of reanalysis and 
model data during years of anomalously high and low precipitation. In Section 5.5, 
relationships between New Zealand precipitation and Southern Hemisphere climate 
patterns are investigated in more detail. Section 5.6 summarizes the results of the 
study. 
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5.3. Data and data analysis 
5.3.1. Observational data 

The observational New Zealand precipitation data analyzed in this study is taken 
from the National Institute of Water and Atmospheric Research (NIWA) Climate 
Database. It comprises daily New Zealand station data that has been interpolated 
to give a gridded data set with a 0.05° latitude/longitude (approximately 5 km) 
resolution for the entire country. The daily gridded precipitation data is converted 
to monthly and annual rainfall totals for the time period 1960-2004. 

The data for regional and large-scale analysis of atmospheric parameters, such 
as sea level pressure (SLP), surface winds, and surface heat and moisture fluxes, 
amongst others, is part of the National Center for Environmental Prediction (NCEP) 
and National Center for Atmospheric Research (NCAR) reanalysis project (Kalnay 
et a/., 1996; Kistler et al., 2001). The NCEP/NCAR reanalysis assimilates land-
and ocean-based observations and satellite measurements and, by employing a global 
spectral model, generates a data set with global coverage for a wide set of climatic pa-
rameters with a horizontal resolution of T62 (approximately 2° latitude/longitude) 
going back to 1948. However, we only analyze monthly data for the same time pe-
riod as the rainfall observations, i.e. 1960-2004. Problems regarding data coverage 
and quality in the high latitudes of the Southern Hemisphere prior to 1979 have 
been documented (Hines et al., 2000; Marshall and Harangozo, 2000; Kistler et al., 
2001; Marshall, 2002, 2003; Renwick, 2004). However, on seasonal to interannual 
timescales the NCEP/NCAR reanalysis fields are in overall good agreement with 
observations (Hines et al., 2000; Kistler et al, 2001). In addition, for comparison, 
the analyses are repeated with the European Centre for Medium-Range Weather 
Forecasting (ECMWF) 40-year reanalysis (ERA-40) for the period 1960-2001 (Up-
pala et al, 2005). Monthly SST is employed for 1960-2002 from the extended 
reconstructed data set developed by the National Oceanic and Atmospheric Ad-
ministration (NOAA) with a 2° latitude/longitude resolution (Smith and Reynolds, 
2003, 2004). All analyses are performed on annually averaged data. 

5.3.2. Climate model 

Apart from analyzing the above climatologies, we also examine the mechanisms 
controlling New Zealand rainfall within a 200-year unforced natural variability run 
of the NCAR Community Climate System Model, version 2 (CCSM2; Kiehl and 
Gent, 2004). The atmospheric component of CCSM2 uses a spectral dynamical 
core, a T42 horizontal resolution (approximately 2.8° latitude/longitude), and 26 
vertical levels. The ocean component is based on the Parallel Ocean Program (POP) 
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and its grid uses spherical coordinates in the Southern Hemisphere. Its horizontal 
resolution is constant in longitude (1.125°), but varies with latitude from 0.27° in 
the tropics to 0.5° at mid- to high latitudes. In the vertical there are 40 geopotential 
levels at 10 m resolution from the surface down to 50 m, and increasing towards 
250 m intervals in the abyssal ocean. For further information on the CCSM2 model 
and its components see Kiehl and Gent (2004) and Boville and Gent (1998). Key 
model analyses are repeated with the latest version of the NCAR's coupled climate 
model, CCSM3, details of which can be found in CoUins et al. (2006). The mean 
annual model rainfall for the New Zealand region is compared to the Climate Predic-
tion Center (CPC) Merged Analysis of Precipitation (CMAP; Xie and Arkin, 1996) 
climatology for the period 1979-2004. The CMAP data set has an approximately 
2.5° latitude/longitude resolution and combines satellite measurements, gauge-based 
analyses from the Global Precipitation Climatology Center, and operational forecast 
data from ECMWF. 

5.3.3. Data analysis and statistical methods 

Given the relatively large latitudinal extent of New Zealand, we have stratified our 
analyses separately for the North and South Islands. For each island, time-series are 
calculated of the monthly and annual mean precipitation as a spatial area-average. 
For the observed annual rainfall records, the least squares linear trend (-8.13 mm 
yr~^ and -0.03 mm yr~^ for the North and South Island, respectively) is removed, 
along with the mean, to give a detrended time-series of anomalies. This time-series 
forms the basis for our analysis of anomalously dry and wet years in New Zealand 
rainfall. 

Due to the coarser resolution of the coupled CCSM2 model two slightly larger 
regions are formed for the South and North Islands, respectively (see boxes in Fig. 
5.1). The first region (40.5°-46.0°S, 165.9°-174.4°E, consisting of 3 x 4 grid boxes) 
coincides with the South Island of New Zealand and the other one (34.9°-43.3°S, 
171.6°-180.0°E, consisting of 4 x 4 grid boxes, though the southwestern most grid 
box overlapping the South Island has been excluded) with the North Island. Though 
not all gridboxes used to form the model rainfall time-series for the two islands are 
exclusively land-points, most are covered by at least some fraction of land. Only 
a negligible linear trend is discernible for the model precipitation time-series for 
both regions, so the time-series are not detrended. This contrasts the observations, 
particularly for the North Island, where a clear multi-decadal decline is apparent. 
However, with the model data resulting from an unforced natural variability simu-
lation, we expect and are reassured by the absence of any long-term trends. 

For both observations and model, composites of anomalies are formed for years 
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of extreme precipitation from the anomalous precipitation time-series for the two 
islands of New Zealand. Years exceeding the cut-off value of ±1 standard deviation 
are considered wet and dry years, respectively. While we stratify our analyses into 
North and South Island rainfall, we do not propose a pñoñ that one island will 
uniformly respond to any given mode of climate variability, nor that a given climate 
mode projects onto each island distinctly. Indeed, we will see later that dry (wet) 
years for each island are also associated with significant regions of below (above) 
average rainfall for the adjacent New Zealand island. Throughout the study, we 
use a two-tailed t-test to determine the significance of the spatial composite fields. 
This test estimates the statistical significance by which the mean of the composite 
anomalies for extreme years is distinguishable from zero at each grid point. 

Extreme year composites of anomalous New Zealand rainfall observations are 
compared to patterns associated with ENSO and the SAM. The years taken as El 
Niño and La Niña years are taken to be those defined by Meyers et al (2007) for 
the period 1960-1999. All eight El Niño years occurring during this period were 
defined as certain while this was true for only four out of ten La Niña years. How-
ever, as separate analyses for certain and debatable La Niña years gave very similar 
results, composites for all ten La Niña events are presented here. There is no general 
consensus on ENSO years after 1999, but increased Niño-3 temperatures occurred 
during 2002 (Gary Meyers 2006, personal communication). Thus, the year 2002 was 
included as an additional El Niño year. The monthly SAM index used here (Todd 
Mitchell 2006, personal communication) is the principal component (PC) time-series 
of the leading EOF of NCEP/NCAR reanalyzed SLP anomalies south of 20°S, stan-
dardized with respect to the period 1979-2004. The index is highly correlated with 
that of Thompson and Wallace (2000), which is based on 850 hPa geopotential 
height, for the period in common, i.e. for 1958-1997 (Todd Mitchell 2006, personal 
communication). For details see http://www.jisao.washington.edu/aao/slp. A SAM 
index based on NCEP/NCAR reanalyzed SLP has been used previously (e.g.. Gong 
and Wang, 1999) and Jones and Widmann (2003) further discuss its validity. As de-
scribed above, the monthly SAM index is converted to annual values and detrended 
before determining extreme years of the SAM; i.e. those exceeding ±1 standard 
deviation from the detrended mean. This results in eight extreme positive and eight 
extreme negative SAM years. It is noted that we also analyzed composite proper-
ties derived from monthly extremes in the SAM, and obtained qualitatively similar 
results, as would be expected when the SAM directly controls New Zealand rainfall 
via internal atmospheric variability. For the model, ENSO and SAM years were 
determined similarly as those exceeding ±1 standard deviation in the time-series. 
The ENSO years were derived from an annual Niño-3.4 index calculated from SST 
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anomalies for the region 5°N-5°S, 120°-170°W. The SAM years were calculated 
from the annual PC time-series of the first leading EOF performed on SLP anoma-
lies south of 20°S. Both time-series were detrended and normalized by dividing by 
their standard deviation. 

5.4. Results 
5.4.1. Precipitation observations 

The NIWA precipitation observations show high spatial variability in rainfall over 
New Zealand. Precipitation patterns for the North and South Island are distinctly 
different both in overall rainfall amounts and their seasonal distribution (Fig. 5.1, 
5.2). The high-rainfall region along the mountainous west coast of the South Island 
is dominant throughout the year with mean annual values in excess of 6000 mm yr~^ 
(Fig. 5.1). The eastern part of the South Island receives considerably less rainfall 
at an average of about 600-1500 mm yr~^ The North Island does not show such a 
clear gradation in either the east-west or north-south sense. Rainfall there is mostly 
in the range 900 and 3000 mm yr~\ with a few highly localized high-rainfall regions 
in excess of 4000 mm yr~^. 

For the period 1960-2004, the area-averaged annual mean rainfall for the North 
Island (1600 mm yr"^) is comparatively lower than the South Island (2085 mm 
yr"^). A prominent trend (-8.13 mm yr~^) of overall decreasing precipitation is 
observed over the North Island for the period 1960-2004 (removed in Fig. 5.2b). 
In contrast, only a negligible trend (-0.03 mm yr~^) appears in the area-integrated 
South Island precipitation record. Anomalously dry and wet years for both the 
South and North Islands are indicated in Fig. 5.2a, b as those years exceeding one 
standard deviation from the annual mean. For the period 1960-2004, only very few 
extreme years are shared between the two islands, namely 1961 (dry), 1968 (wet), 
and 1995 (wet) (see also Table 5.1). One year, 1983, appears as an extreme year 
of opposite sign; being anomalously dry for the North Island and wet for the South 
Island. Extreme years for the North (South) Island include seven (eight) dry and 
eight (ten) wet years during the length of the record investigated (Table 5.1). 

The characteristics of the two islands also differ in their respective seasonal cy-
cles (Fig. 5.2c, d): the South Island precipitation occurs more or less uniformly 
throughout the year, while the North Island shows slightly increased monthly rain-
fall during austral winter (May-October). Precipitation in anomalous high and low 
rainfall years for the South Island deviates mostly from the mean rainfall distribution 
during early austral spring (August-October), and less so for autumn (March-May; 
Fig. 5.2c). In contrast, for the North Island, the seasonal rainfall distribution dur-
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Figure 5.1. Annual mean precipitation map for New Zealand for the period 
1960-2004 (in mm yr~^). The thin dashed boxes indicate the areas over which a 
spatial average was employed to calculate the model precipitation time-series for 
the North and South Island, respectively, in the NCAR CCSM2 unforced natural 
variability simulations. 

ing dry and wet years mirrors the average seasonal cycle closely (Fig. 5.2d). The 
distribution of rainfall is not significantly different from a uniform value (at 90% 
confidence level) for both the North and South Island. This allows us to concentrate 
our analyses on the annual mean fields. 

A power spectral density analysis is performed for both observed and model an-
nual precipitation time-series as follows: the mean and least squares linear trend are 
removed, smoothing is applied, and 10% of the data is tapered. A theoretical"white 
noise" spectrum is calculated to determine frequencies dominant at the 90% signifi-
cance level. The power spectral density analysis reveals no high-frequency variability 
to be significant for either of the two islands (Fig. 5.2e, f ) , confirming that sub-
annual variability is weak compared to year-to-year fluctuations. This lends further 
support to an analysis of interannual, not intra-annual rainfall variability over New 
Zealand. At longer timescales, broad peaks occur at approximately 4 years for the 
South Island and at approximately 4.5 and 3 years for the North Island. 

In addition to the temporal variability, the spatial variation of rainfall across New 
Zealand during extreme years for both islands is presented in Fig. 5.3. It shows 
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Figure 5.2. Characteristics of observed precipitation time-series for the South 
(left) and North Island (right): (a, b) detrended annual anomalies in mm 
with horizontal lines indicating cutoff values for extreme years; (c, d) seasonal 
cycle (mm month"averaged over all years (soHd line) or only dry (dashed) and 
wet (dotted) years, respectively; (e, f) power spectral density with theoretical 
white noise spectrum at the 90% confidence level. 



CH. 5 5.4. RESULTS 

Table 5.1. Years of anomalous precipitation for the South and North Islands of 
New Zealand for the period 1960-2004 (determined as those years exceeding the 
cut-oif value of ± 1 standard deviation). ±EN indicates El Niño and La Niña years 
(as defined by Meyers et ai, 2007) and ±SAM indicates positive and negative 
years for the Southern Annular Mode. 

Island Dry Wet 
1960 1967 
1961 1968 
1966 1970 
1985 (-hSAM) 1972 (-f-EN, -SAM) 

South Island 1989 (-hSAM) 1975 (-EN) 
1997 (-hEN) 1980 (-SAM) 
2001 1983 
2003 (-SAM) 1988 (-EN) 

1995 
1998 (-hSAM) 

1961 1962 (-hSAM) 
1963 (-hEN) 1968 
1969 1971 
1973 (-EN, +SAM) 1976 

Nor th Island 1982 (+EN) 1979 (+SAM) 
1983 1995 
1993 (+SAM) 1996 

2004 

extreme years for both the North and South Island to be consistently dry/wet for 
the entire island. During dry years in the South Island, the entire southern island 
and southern regions of the North Island receive 100-400 mm yr~^ below normal 
precipitation (Fig. 5.3a). Wetter conditions in excess of 200 mm yr~^ only prevail 
along the very northern and eastern coast of the North Island. South Island wet 
years are characterized by wetter conditions for the entire western and southern 
regions of the two islands, with negligible changes along the eastern coastlines (Fig. 
5.3b). For the North Island dry (wet) years, anomalously low (high) rainfall in 
excess of 200 mm yr~^ occurs for the entire North Island and northern and eastern 
regions of the South Island (Fig. 5.3c, d). In contrast along the west coast of the 
South Island, dry conditions dominate in both dry and wet North Island years. 
Overall though, the anomalous patterns of rainfall indicate "all-island" responses 
for both dry and wet years for each island. That is, each island exhibits a coherent 
below- and above-average rainfall pattern, on average, during years of anomalous 
total island rainfall. 
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Figure 5.3. Composites of observed precipitation anomalies for (a, b) South 
Island and (c, d) North Island anomalously dry (left) and wet (right) rainfall 
years. Gray dashed lines indicate significant anomalies at the 90% confidence level 
as estimated by a two-tailed t-test. 

5.4.2. Climate during New Zealand extreme years 

5.4.2.1. Reanalysis fields. Composites of various atmospheric NCEP/NCAR 
reanalyzed fields are investigated for anomalous rainfall years in the two New Zealand 
islands during the period 1960-2004 (Fig. 5.4, 5.5). During South Island dry (wet) 
years, an intensification (weakening) of the meridional SLP gradient occurs (Fig. 
5.4a, b). Significant positive (negative) anomalies (in excess of ±1.5 hPa) appear 
across a latitude band 30°-60°S from the subtropical Indian Ocean to the middle 
of the Pacific basin. Composites for anomalous rainfall years over the North Is-
land show less of a circumpolar pattern in SLP anomalies (compare Fig. 5.4a, b to 



CE. 5 5.4. RESULTS 

5.5a, b), instead exhibiting a dipole pattern. One significantly positive (negative) 
pole during dry (wet) years occurs across New Zealand and eastern Australia, and 
the other negative (positive) pole is located to the east of New Zealand across the 
subtropical south Pacific gyre. The circumpolar nature of the SLP anomalies, es-
pecially for the South Island anomalously dry and wet years, is reminiscent of the 
pattern widely associated with the SAM (e.g.. Gong and Wang, 1999; Thompson 
and Wallace, 2000). 

(a) SLP - dry years b) SLP - wet years 
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Figure 5.4. Composite anomalies in observed (a, b) SLP, (c, d) winds, and (e, f) 
SST for the South Island anomalously dry (left) and wet (right) rainfall years. 
Dashed lines and black vectors indicate significant anomalies at the 90% 
confidence level as estimated by a two-tailed t-test. 

The anomalous SLP fields force, according to geostrophy, changed zonal wind 
fields of a similar circumpolar nature for South Island anomalous rainfall years 
(Fig. 5.4c, d). A strengthening (weakening) of the subpolar westerlies is observed 
during years of dry (wet) South Island extremes at 50°-70°S, while a weakening 
(strengthening) of a similar magnitude (up to ±0.8 m is seen to the north for 
the latitude band 30°-50°S. These changes in zonal wind are again characteristic of 
the increased MSLP gradient between mid- and high-latitudes linked to the SAM 
(Thompson and Wallace, 2000; Hall and Visbeck, 2002). Associations between the 
SAM and extratropical storm tracks, as described by Rao et al. (2003), and ob-
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Figure 5.5. Composite anomalies in observed (a, b) SLP, (c, d) winds, and (e, f ) 
SST for the North Island anomalously dry (left) and wet (right) rainfall years. 
Dashed lines and black vectors indicate significant anomalies at the 90% 
confidence level as estimated by a two-tailed t-test. 

served and projected poleward shifts in the position of the storm tracks under a 
more positive SAM phase (Fyfe, 2003; Yin, 2005) could account for the reduced 
rainfall across the South Island during dry years. Dry (wet) years also coincide 
with more southerly (northerly) wind anomalies across New Zealand, and especially 
over a region to the northeast of the country (Fig. 5.4c, d), affecting local moisture 
transport onto the islands. Regions of positive (negative) westerly anomalies across 
New Zealand during dry (wet) North Island years stretch in a southwest-northeast 
direction from 120°E-150°W and 30°-70°S (Fig. 5.5c, d). These anomalies are fol-
lowed further north by a similar band of easterly (westerly) wind anomalies across 
Tasmania and eastern Australia. The New Zealand region and adjacent ocean also 
experiences southerly (northerly) wind anomalies during dry (wet) North Island 
years (Fig. 5.5c, d), varying local moisture fluxes. Composite anomalies of ERA-
40 SLP and winds (figures not shown) indicate qualitatively very similar results, 
though the level of significance differs slightly and the circumpolar character of the 
anomalies is marginally more pronounced in ERA-40. 

Localized changes in moisture flux due to local wind anomalies seem to be more 
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important for the North Island of New Zealand. Humidity is generally reduced 
(increased) during dry (wet) years in northern New Zealand over the land itself and 
the surrounding ocean regions (figure not shown), due to reduced (increased) latent 
heat flux from the ocean in the immediate vicinity of the island (figure not shown). 
This, along with the anomalous offshore (onshore) local winds, contributes to dry 
(wet) conditions over the North Island. In contrast, anomalous composite fields of 
humidity and latent and sensible heat fluxes during anomalously dry and wet South 
Island years show no consistent patterns to explain the rainfall anomalies. This 
issue will be revisited below for the model simulations. 

Anomalous composite fields of SST indicate warm (cold), though mainly insignifi-
cant, anomalies (up to ±0.3°C) around New Zealand and the Tasman Sea during dry 
(wet) South Island years (Fig. 5.4e, f). Smaller anomalies of the opposite sign, i.e. 
cold (warm) during dry (wet) years occur to the north of New Zealand and across the 
Coral Sea. The small area of statistically significant SST anomalies in the compos-
ites is in part symptomatic of the short observational record (1960-2002), resulting 
in few extreme years (7-10 anomalously dry/wet years). This signal has to then be 
compared in significance to the natural year-to-year variability in SST (Fig. 5.6c). 
So, small areas of significance do not necessarily imply that rainfall over the two 
islands is largely atmospheric driven. To resolve this issue we investigate latent heat 
fiuxes and employ output from a 200-yr natural variability run of the CCSM2 model, 
providing approximately 30 anomalously dry and wet years (see next section). As 
seen in composites of latent heat fiuxes (figure not shown) these SST anomalies are 
indeed not significantly contributing to the observed rainfall anomalies via changes 
in the evaporation. The SST anomalies are rather symptomatic of the changed 
general atmospheric circulation during dry (wet) South Island years: the poleward 
(equatorward) shift and strengthening (weakening) of the subpolar westerlies south 
of 50°S and easterly (westerly) anomaly to the north for the latitude band 30°-50°S 
lead to anomalously warm (cold) SST for the latitude band 40°-60°S (Fig. 5.4e, f) 
likely due to anomalous wind-driven Ekman transport. In contrast, during North 
Island dry (wet) years, cold (warm) anomalies around New Zealand dominate, with 
a small area of opposite sign along the east Austrahan coast (Fig. 5.5e, f). These 
SST anomalies can account for the anomalous latent heat fluxes described earlier 
and thereby contribute via reduced (increased) evaporation and changed local wind 
flelds to dry (wet) conditions for northern New Zealand. These results suggest that 
northern New Zealand climate is influenced by local air-sea heat fluxes. In contrast, 
rainfall anomalies over the South Island are controlled by the large-scale general 
circulation. In addition, a prominent, though non-significant, El Niño- (La Niña-) 
type warming (cooling) in excess of ±0.4°C is observed in the eastern tropical Pacific 
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Ocean during dry (wet) North Island years, suggestive of a possible ENSO influence 
on the northern island's precipitation. 

5.4.2.2. Model. To assess the suitability of the CCSM2 model for this study, 
we compare the model variability in SST and SLP in the region to observations 
(Fig. 5.6). This simple analysis helps reveal the relative intensity and patterns of 
ENSO and SAM in comparison to the observations. 
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Figure 5.6. Standard deviation in observations (left) and the CCSM2 model 
(right) of (a, b) annual mean SLP (hPa) and (c, d) annual mean SST (°C). The 
observations cover the period 1960-2004 for SLP and 1960-2002 for SST, the 
model output is for 200 years. 

The standard deviation of SLP shows a latitudinal gradient in the observations 
with higher variability (in excess of 1.8 hPa) in the high latitudes south of 60°S, 
diminishing to 1-1.5 hPa in the mid-latitudes and less in the tropics (Fig. 5.6a). 
The broad features of the latitudinal gradient of the SLP standard deviation is 
reproduced well in the model (Fig. 5.6b). However, over New Zealand and the 
Tasman Sea, the model shows slightly higher variability than the observations, while 
a band of lower variability in the model extends across the Indian Ocean sector of 
the Southern Ocean between 50°-60°S. Sen Gupta and England (2006) found that 
the SAM projects too strongly onto SST, but the effect on winds (especially zonal 
flow) is well captured in the model. They suggest that the disagreement in the SST 
response to the SAM forcing between the model and observations is due in part 
to the short observational record and sparse data coverage in the high latitudes 
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of the Southern Hemisphere. The SST variabiUty in the equatorial Pacific Ocean 
in the model and observed differ in their magnitude, with the observed showing 
greater variance in the eastern equatorial Pacific, and lower variance in the western 
Pacific warm pool region compared to the model (Fig. 5.6c, d). The extension 
of the model's ENSO pattern too far west in the Pacific Ocean (Fig. 5.6d) was 
described in detail by Kiehl and Gent (2004) and Collins et al (2006). The ENSO 
in the model also has a dominant frequency of around 2-3 years (e.g., Kiehl and 
Gent, 2004; Collins et al, 2006), which compares with the longer period of 3-5 
(Collins et al, 2006), 3-7 (Kiehl and Gent, 2004), or 3-8 (Zelle et al, 2005) years in 
the observed. However, for the scope of this study, reasonable agreement between 
the model and observations is found on interannual timescales for the spatial and 
temporal variability of the SAM and ENSO, as shown previously by Sen Gupta and 
England (2006) and Hack et al. (2006), respectively. To further corroborate this we 
repeated key analyses with output from the CCSM3 model and ERA-40 and found 
qualitatively similar results and conclusions. 

Comparison of the annual mean CCSM2 model precipitation with the CMAP cli-
matology shows that the model reproduces the large-scale features in rainfall over 
the southwestern Pacific region reasonably well (Fig. 5.7). The high-rainfall region 
over the equatorial western Pacific is captured, as is the low-rainfall domain over 
the interior of the Australian continent. The extent and position of the Intertropical 
Convergence Zone (ITCZ) and SPCZ in the model show some deficiencies. Details 
of the model's performance in the ITCZ and SPCZ in the western Pacific region can 
be found in Kiehl and Gent (2004), Collins et al. (2006) and Hack et al (2006). Bi-
ases in the characteristics of the Pacific ITCZ are common to many coupled climate 
models (Kiehl and Gent, 2004; Zhang and Wang, 2006), particularly those without 
flux adjustments (Meehl et al, 2001). In CCSM3 as in previous versions, a persis-
tent bias exists towards a double ITCZ and too strong a SPCZ extending too far to 
the southeast into the central Pacific Ocean (Collins et al, 2006; Hack et al, 2006). 
However, Hack et al (2006) conclude that the hydrological cycle in the atmospheric 
component of CCSM3 more closely resembles observations compared to previous 
model versions and captures the major features of the water cycle well on seasonal 
to interannual timescales, also as associated with ENSO. After comparing our re-
sults for both the CCSM2 and CCSM3 models, we conclude that the precipitation 
representation in the southern Pacific is sufficiently good on interannual timescales. 
Nonetheless, we have carefully assessed our results for CCSM2 and compared them 
to both reanalyses and observations over the New Zealand region, as well as CCSM3 
results. Over New Zealand, the very localized region of enhanced precipitation along 
the mountainous west coast of the South Island in CMAP is apparent in the model 
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Figure 5.7. Annual mean precipitation for (a) the CMAP climatology for the 
period 1979-2004 and (b) the model (both in mm yr~^). 

as well, though lower in magnitude and extending over a wider area. The difference 
in observed rainfall between the North and South Islands are also reproduced in the 
model (Fig. 5.7b), even if the absolute rainfall amounts are reduced for both islands 
compared to the observations. 

A detailed analysis of the time-series of the 200 years of New Zealand precipitation 
fluctuations (Fig. 5.8) also shows the model captures two different regimes over the 
two New Zealand islands. Though the model rainfall anomalies for the two islands 
are smaller, they are of similar magnitude in relation to the annual precipitation as 
in the observed (i.e. 13-15% of the mean annual precipitation). The annual mean 
precipitation for the South and North Island is 1150 mm yr~^ and 1060 mm yr~\ 
respectively. Following the method described above, years with anomalous high 
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Figure 5.8. Characteristics of model precipitation time-series for the South 
(left) and North Island (right): (a, b) annual anomalies in mm with 
horizontal lines indicating cutoflF values for extreme years; (c, d) seasonal cycle 
(mm month"averaged over all years (solid line) or only dry (dashed) and wet 
(dotted) years, respectively; (e, f) power spectral density with theoretical white 
noise spectrum at the 90% confidence level. 
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and low precipitation are chosen as those exceeding ±1 standard deviation of the 
mean, resulting in 30 (31) anomalously low (high) rainfall years for the South and 32 
(30) anomalously dry (wet) years for the North Island (Fig. 5.8a, b). The relative 
proportion of extreme events is comparable with about 8 dry/wet years each in 45 
years of observations and about 31 of each in 200 years of model time. Like the 
observed, the precipitation over the southern part of New Zealand is more or less 
uniform throughout the year, varying between 90 and 110 mm month"^ (Fig. 5.8c). 
As also seen in the observed, there is a noticeable seasonal cycle in the North Island 
precipitation data (Fig. 5.8d), with mean peak rates of up to 120 mm month"^ 
during austral winter, declining steadily to a low-rainfall season of only 75-90 mm 
month"^ for austral summer. The seasonal cycle in North Island rainfall might 
be enhanced in the model due to the previously mentioned bias in the ITCZ and 
an excessively strong SPCZ, which is most prominent during June-August (Hack 
et a/., 2006; Zhang and Wang, 2006), when the observed SPCZ normally weakens 
(Collins et a/., 2006). However, as is generally accepted. New Zealand rainfall occurs 
essentially uniformly throughout the year (Gamier, 1958), with neither the model 
nor observed seasonality being statistically significant at the 90% confidence level. 
Spectral analysis (Fig. 5.8e, f) also indicates a difference in dominant frequencies 
for the two regions: for the South Island, peaks occur at approximately 4.3 and 2 
years, while the North Island shows a significant peak at approximately 2.9 years, 
which happens to be in the range of the frequency associated with ENSO in the 
model (e.g., Kiehl and Gent, 2004; Collins et al, 2006). Overall, considering the 
coarse resolution of the coupled climate model and the very localized nature of New 
Zealand precipitation, the model represents the overall regional rainfall characteris-
tics surprisingly well (Fig. 5.7 and 5.8). 

The spatial distribution of significant precipitation anomalies during dry and wet 
South and North Island years in the model shows considerable large-scale features 
centered over the respective islands (Fig. 5.9). Naturally, the model's coarse grid 
cannot resolve the rich orography of each island, so our comparison is focused on 
large spatial scales, where they agree broadly with the observations (refer to Fig. 
5.3). Dry (wet) South Island years are characterized by below (above) normal 
rainfall (in excess of 200 mm yr~^) across the country with the exception of the very 
northern coast of the North Island experiencing wet (dry) conditions (Fig. 5.9a, b). 
This out-of-phase relationship of the north coast rainfall with the remaining country 
during South Island dry years is encountered in the observations as well, though over 
a slightly larger area (Fig. 5.3a). For North Island anomalous rainfall years, a clear 
latitudinal gradation in rainfall anomalies is seen, with southern regions of the South 
Island experiencing progressively smaller anomalies (Fig. 5.9c, d). Again, the very 
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Figure 5.9. Composites of model precipitation anomalies for (a, b) South Island 
and (c, d) North Island anomalously dry (left) and wet (right) rainfall years. 
Color shaded regions indicate significant anomahes at the 90% confidence level as 
estimated by a two-tailed t-test. 

southern tip of the South Island shows out-of-phase rainfall anomalies with the rest 
of the country, reminiscent of the observations (Fig. 5.3c, d). Meridional gradients 
in rainfall anomalies for New Zealand extreme years are well represented in the 
model, while it does not capture observed zonal features due to the inability to 
resolve the rich orography of the north-south oriented mountain ranges across New 
Zealand. 

Composites of anomalies of a range of variables in the model during years of 
anomalous precipitation are shown in Figs. 5.10, 5.11, and 5.12. During dry (wet) 
years for the South and North Island, an intensification (weakening) of the merid-
ional SLP gradient is observed (Fig. 5.10a, b and 5.11a, b). However, the SLP 
anomalies for the North Island are weaker (only up to ±1 hPa) and more localized 
in nature, concentrated over the Australian-New Zealand region, while those for the 
South Island are stronger (in excess of ±1.5 hPa) and truly circumpolar. This agrees 
well with the observed composite SLP patterns described above, although overall 
the model composite fields appear more zonal. The SLP composites for both the 
North and South Island are reminiscent of the pattern of SLP anomaly associated 
with the SAM (Hall and Visbeck, 2002; Sen Gupta and England, 2006), though 
more so for the case of the South Island. The intensified (weakened) SLP gradient 
during dry (wet) South and North Island years leads to increased (decreased) west-
erlies south of 45°S and more easterly (westerly) anomalies for the latitude band 
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Figure 5.10. Composite anomalies in model (a, b) SLP, (c, d) winds, (e, f) 
surface currents, and (g, h) SST for the South Island anomalously dry (left) and 
wet (right) rainfall years. Dashed lines and black vectors indicate significant 
anomalies at the 90% confidence level as estimated by a two-tailed t-test. 

20°S-40°S (Fig. 5.10c, d and 5.11c, d). For the South Island, the anomalies in the 
westerlies (in excess of ±0.8 m s"" )̂ are again circumpolar, while the zonal wind 
anomalies in the subtropics are less extensive. The North Island zonal wind anoma-
lies are weaker and focus on the Australian-New Zealand region, especially during 
wet years over northern New Zealand. The meridional winds show more northerly 
(southerly) anomalies to the south of Australia and across southern New Zealand for 
dry (wet) South and North Island years, and southerly (northerly) wind anomalies 
over northern New Zealand and to the northeast of Australia (Fig. 5.10c, d and 
5.11c, d). The meridional wind anomalies for the South Island are again stronger 
(up to ±0.5 m s"^) and more extensive than the corresponding anomaUes for the 



CH. 5 5.4. RESULTS 

b) SLP - wet years 

30E 60E 90E 120E 150E 180 150W 120W 90W 60W 

m/S (c) Winds - dry years 

/ J T 

30N 

0 

30S 

60S 

90S 
30E 60E 90E 120E 150E 180 150W 120W SOW 60W 

(e) Surface currents - dry years cm/s 

30E 60E 90E 120E 150E 180 150W 120W SOW 60W 

(d) Winds - wet years nVs 

* V 

30E 60E SOE 120E 150E 180 150W 120W SOW 60W 

(f) Surface currents - wet years cm/s 

30E 60E 90E 120E 150E 180 150W 120W SOW 60W 

SST - dry years 

30E 60E SOE 120E 150E 180 150W 120W SOW 60W 

(h) SST - wet years degC 
30N - j 

0.42 
30N - j 

0.3 A J 
0.18 

Ü 1 

0.06 0.06 
30S A 

-0.06 
30S A 

-0.18 -0.18 
60S -

-0.3 
60S -

-0.42 -0.42 

30E 60E SOE 120E 150E 180 150W 120W SOW 60W 30E 60E SOE 120E 150E 180 150W 120W SOW 60W 

Figure 5.11. Composite anomalies in model (a, b) SLP, (c, d) winds, (e, f) 
surface currents, and (g, h) SST for the North Island anomalously dry (left) and 
wet (right) rainfall years. Dashed lines and black vectors indicate significant 
anomalies at the 90% confidence level as estimated by a two-tailed t-test. 

North Island (only up to ±0.3 m Both zonal and meridional wind anomalies 
essentially follow the SLP distribution according to geostrophy. 

Composites of anomalous surface ocean velocity fields (Fig. 5.10e, f and 5.lie, f ) 
depict ocean currents responding to the changed wind fields via Ekman transport 
and geostrophic adjustment. During dry (wet) South and North Island years, sig-
nificantly enhanced (weakened) northeastward zonal currents occur south of 45°S, 
agreeing well with the intensification (weakening) of the westerlies. The anomalies 
in surface zonal current velocity for anomalously dry and wet years over the South 
Island are circumpolar in extent and stronger (in excess of ±2 cm than the 
weaker (only up to ± 1 cm anomalies for northern New Zealand. Northern 
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New Zealand dry and wet years show alternating bands of eastward and westward 
anomalies in surface currents in the western tropical Pacific Ocean that are missing 
in the case of southern New Zealand. The strong and significant current anomalies in 
the western equatorial Pacific suggest the role of tropical processes in North Island 
rainfall variability. In contrast, during South Island dry/wet years, strong ocean 
current anomalies in the latitude band 30°-60°S underlying the subpolar westerlies 
hint at a modulating effect in the extratropics. 

S ST anomalies are affected by the changed wind and current fields, with com-
posites showing a band of cold (warm) SST for dry (wet) years for 50°-70°S (Fig. 
5.10g, h and 5.11g, h). For South Island dry and wet years, this band of anomalous 
SST is in excess of ±0.4°C and circumpolar in extent, while it is weaker (only up 
to ib0.3°C) and more locafized just to the south of New Zealand and Australia in 
the case of northern New Zealand anomalous rainfall years. Furthermore, a band of 
warm (cold) SST during dry (wet) years for 30°-45°S of similar magnitude (in ex-
cess of ib0.4°C) is only seen for southern New Zealand years, being only marginally 
apparent in North Island years. The warm (cold) SST anomalies for the latitudes 
30°-45°S are established by anomalous Ekman transport due to the changed wind 
fields leading to a mass and heat convergence (divergence) at the interface of the 
easterly (westerly) to the north and westerly (easterly) zonal wind anomaly to the 
south. This is as would be expected during the positive (negative) phase of the 
SAM (e.g.. Hall and Visbeck, 2002; Sen Gupta and England, 2006). This sug-
gests a modulating infiuence of the SAM for the South Island anomalous rainfall 
years. In contrast, during North Island anomalous years, significant anomalies in 
SST occur in the tropical western equatorial Pacific Ocean, with the area 0°-10°S 
anomalously warm (cold) and the Coral Sea region unusually cold (warm) during 
dry (wet) years. This suggests ENSO plays a role in varying western Pacific SST 
anomalies and the regional atmospheric circulation via a northward displacement 
of the subpolar westerhes (Trenberth and Shea, 1987) and changes to the SPCZ, 
which migrates eastward during El Niño years (Carleton, 2003) and thus affects 
North Island rainfall. Almost no significant anomalies appear in the same areas for 
anomalously dry and wet years over the South Island, suggesting no direct infiuence 
of ENSO on that island's rainfall. 

Anomalous surface air temperature (SAT; in excess of di0.4°C; figure not shown) 
of warmer (cooler) anomalies over New Zealand occur during dry (wet) years over 
the South Island. Also apparent is anomalous cold (warm) SAT to the south of 45°S 
during dry (wet) years in southern New Zealand, most likely a result of underly-
ing anomalous SST due to the strengthened (weakened) westerlies driving increased 
(decreased) anomalous northward Ekman transport (Fig. 5.10). The composites of 
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anomalous SAT for North Island dry and wet years (figure not shown) indicate al-
most no significant anomalies across New Zealand, but cold (warm) anomalies to the 
south of the country, congruent with the SST anomalies (e.g., Mullan, 1998) for dry 
(wet) North Island years. A stronger signal over the tropical Pacific, mirroring the 
underlying SST anomalies, can be seen in the western Pacific warm pool region (fig-
ure not shown), again suggestive of the greater importance of tropical processes in 
North as compared to South Island precipitation. The congruence of SAT to under-
lying SST contrasts findings by Basher and Thompson (1996), who suggested that 
both SAT and SST anomalies on interannual timescales are solely responses to the 
meridional wind component (i.e. southerly airflow resulting in colder temperatures), 
a result clearly not found in this study. Instead, we find that zonal wind anomalies 
and ensuing anomalous meridional Ekman transport contribute considerably to the 
SST anomaly, and in turn SAT, patterns. 

Composites of anomalies in relative humidity during South Island anomalous rain-
fall years (figures not shown) across New Zealand, the Tasman Sea and southeast 
Australia show no consistent pattern of significant anomalies and do not vary in 
phase with the rainfall patterns (i.e., dry/wet year composites do not necessarily 
see drier/moister air over the adjacent oceans). In contrast, during dry (wet) North 
Island years, relative humidity is significantly decreased (increased) over the North 
Island of New Zealand and the surrounding ocean to the northwest of the island 
(figure not shown). Total cloud cover for dry (wet) South and North Island years is 
significantly reduced (increased) across all of New Zealand and the adjacent oceans 
(figures not shown). The composite anomalies in cloud cover during anomalous rain-
fall years in northern New Zealand vary in phase with those of tropical Australia, 
which is clearly not the case for those of the South Island. 

To determine the respective role of the ocean anomalies in accounting for the 
rainfall anomalies over the two islands, anomalous surface heat flux (figures not 
shown) and evaporation (Fig. 5.12) composites are investigated. Emphasis is placed 
on evaporation anomalies, as evaporation most clearly differentiates the influence 
of oceanic versus atmospheric processes on rainfall. During dry (wet) South Island 
years, reduced (enhanced) evaporation anomalies appear in the Tasman Sea in a 
band extending from east of Tasmania across to the south of the South Island, and 
along the east coast of the South Island (Fig. 5.12a, b). This region of anomalous 
evaporation is at the interface of the westerly and easterly wind anomaly at 45°S, 
characterized by subsiding air masses and reduced cloud cover (figure not shown) 
during South Island dry years, while the situation is reversed during wet years. 
The location of anomalous evaporation for the South Island is hence determined 
directly by the wind anomalies and not by the SST anomaly pattern (compare 
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Figure 5.12. Composite evaporation anomalies (in kg m""̂  in the model for 
the (a, b) South and (c, d) North Island for anomalously dry (left) and wet (right) 
rainfall years. Dashed lines indicate significant anomalies at the 90% confidence 
level as estimated by a two-tailed t-test. Positive (negative) values indicate 
reduced (increased) evaporation out of the ocean. 

Fig. 5.12a, b to Fig. 5.10g, h). Since the evaporation anomalies do not mirror 
SST anomalies, we can confirm that the anomalous SST is only symptomatic of 
the changed wind field and resultant anomalous Ekman transport, as proposed 
earlier, and not a driving factor influencing South Island rainfall during dry and 
wet years. In contrast, evaporation composites for North Island dry (wet) years 
depict reduced (enhanced) evaporation to occur for much of the Tasman Sea, while 
anomalies of the reverse sign appear south of New Zealand between 50°-60°S (Fig. 
5.12c, d). This corresponds closely to the patterns of anomalous SST seen in Fig. 
5.11g, h, with high (low) evaporation overlying anomalously warm (cool) SST. This 
demonstrates the role of local air-sea heat fluxes driven by anomalous SST on North 
Island precipitation anomalies. 

5.5. Links to Southern Hemisphere cUmate modes 
From the results presented thus far, there appears to be a higher influence of 

the tropical Pacific Ocean region on the North Island climate, while southern New 
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Zealand seems to be mostly affected by the atmospheric circulation in the mid-
latitudes. The circumpolar character of the South Island anomalies, both in the 
reanalyses and the model, suggests a dominant role of the SAM. To evaluate this 
further we now analyze composites of New Zealand precipitation during El Niño 
and La Niña years and extreme years in the SAM during the recent observational 
record for 1960-2004 and in the 200-yr natural variability model run. 

Composite anomalies of New Zealand precipitation during El Niño and La Niña 
years reveal very different influences by the respective ENSO phases (Fig. 5.13). 
During El Niño years, drier conditions occur for much of the North Island and 
the very northern edge of the South Island (Fig. 5.13a). The decrease in rainfall 
is signiñcant in the northeast of the North Island with annual precipitation levels 
dropping by almost 400 mm yr~^ The very southern and southwestern regions of 
the South Island experience moderately wetter conditions (up to 200 mm yr~^), 
though only partially signiñcant. The anomalous rainfall distribution during El 
Niño years (Fig. 5.13a) is very reminiscent of that of the North Island dry years 
(Fig. 5.3c), of which two were El Niño years (Table 5.1). Enhanced southwesterly 
airflow across the country during El Niño years (Fig. 5.13e; see also Waugh et al., 
1997; Kidson and Renwick, 2002) due to a northward displacement of the westerlies 
and higher incidence of cold fronts (Trenberth and Shea, 1987) accounts for wetter 
southern and western regions, while reducing rainfall further north. These south-
westerly anomalies across the country resemble the anomalous winds seen during 
North Island dry years (Fig. 5.5c), as expected during times of below average pre-
cipitation. In contrast, during La Niña years, no significant anomalies appear for 
the North Island and eastern regions of the South Island, while along the entire west 
coast of the South Island, significant above average precipitation occurs (up to 400 
mm yr~^ above normal; Fig. 5.13b). In turn, the rainfall anomalies during La Niña 
years (Fig. 5.13b) appear similar to South Island wet years (Fig. 5.3b), with two of 
the latter categorized as La Niña years (Table 5.1). The distribution of anomalous 
rainfall during La Niña years is caused by anomalous northerly winds (Fig. 5.13f; 
see also Waugh et aL, 1997; Kidson and Renwick, 2002), as already seen during wet 
North Island years (Fig. 5.5d), depositing increased moisture onto the mountain-
ous west coast of the South Island and parts of the North Island. The respective 
anomalies in precipitation and circulation across the Southern Alps confirm those 
found by Fitzharris et al. (1997) for glacial mass balances for the shorter period 
1977-1993. Across the entire country, the precipitation changes during ENSO years 
agree in principle with those of Kidson and Renwick (2002) for the period 1979-
2001, though they furthermore stratified their analysis by season and distinguished 
between moderate and strong El Niño years, which is beyond the scope of this study. 
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Figure 5.13. Composite anomalies of annual (a, b) observed and (c, d) model 
New Zealand precipitation (in mm yr"^) and (e, f) NCEP and (g, h) model winds 
(in m during El Niño (left) and La Niña (right) years for the period 
1960-2004. Dashed hnes in (a)-(d) and black vectors in (e)-(h) indicate 
significant anomalies at the 90% confidence level as estimated by a two-tailed 
t-test. Vector scale is indicated in (e)-(h) in m s"^ at top right of the diagram. 
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The model precipitation anomalies during El Niño years (Fig. 5.13c), though of 
smaller magnitude, agree well in their spatial distribution with the observed (Fig. 
5.13a): i.e., anomalous dry conditions across New Zealand except over the south-
ernmost tip of the South Island. The model winds during El Niño years (Fig. 5.13g) 
also show enhanced westerly flow across New Zealand, though their magnitude is 
only half of the observed. In contrast during La Niña years, the model does not 
capture the northerly flow anomalies across New Zealand (Fig. 5.13h), which ex-
plains the poor agreement between the observed and model precipitation anomalies, 
especially over the South Island (Fig. 5.13b, d). The poor representation of the sit-
uation during La Niña years in the model might be due in part to the simple method 
used to determine model La Niña years (i.e., as those below one standard deviation 
in the Niño-3.4 index). 

The patterns of anomalous New Zealand precipitation and wind fields over the 
region during anomalous SAM years are presented in Fig. 5.14. It should be noted 
that the phase of the SAM indicates not only the location of the subpolar westerlies 
(and the associated moisture advection), it also acts as a proxy for the latitude of 
extratropical storm tracks (e.g., Fyfe, 2003). During positive SAM years, much of 
New Zealand experiences drier than normal conditions, with the exception of the 
very northernmost edges of both islands, which see slightly enhanced rainfall by up 
to 200 mm yr~^ (Fig. 5.14a). The decrease in precipitation everywhere else in the 
country lies generally around 100-250 mm yr~^, although in the high-rainfall region 
along the mountainous west coast of the South Island anomalies reach in excess of 
400 mm yr~^ However, considering the anomalies in terms of a variation coefficient 
of rainfall (not shown), the reduction in rainfall is of a similar order of magnitude 
across both islands. 

The anomalous rainfall distribution during positive SAM years can be understood 
as a response to the changed wind fields with enhanced northeasterly flow over the 
country (Fig. 5.14e), supplying the northern edges of the two islands with increased 
rainfall, while precipitation levels elsewhere are lowered. The anomalous wind field 
agrees with the circulation changes described by Hall and Visbeck (2002) during the 
high-index phase of the SAM and is similar to those seen for South Island dry years 
in this study (Fig. 5.4c). The distribution of anomalous rainfall during the positive 
SAM phase is very similar to the situation evident during anomalously dry South 
Island years (Fig. 5.3a), of which two are positive SAM years (Table 5.1). It is re-
versed during negative SAM years, with increased rainfall in the Southern Alps, the 
southern tip of the South Island and much of the North Island (Fig. 5.14b). Again, 
the northernmost edges of the two islands are out of phase with the rest of the coun-
try, being anomalously dry with annual rainfall up to 300 mm yr~^ below average. 
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Figure 5.14. Composite anomalies of annual (a, b) observed and (c, d) model 
New Zealand precipitation (in mm yr~^) and (e, f ) NCEP and (g, h) model winds 
(in m during positive (left) and negative (right) SAM years for the period 
1960-2004. Dashed lines in (a)-(d) and black vectors in (e)-(h) indicate 
significant anomalies at the 90% confidence level as estimated by a two-tailed 
t-test. Vector scale is indicated in (e)-(h) in m at top right of the diagram. 
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While the rainfall distribution across the North Island closely approximates reversed 
conditions between the positive and negative phase of the SAM, the South Island 
shows more asymmetry between these extreme phases: during the positive SAM, 
the South Island experiences dry conditions everywhere (Fig. 5.14a). In contrast 
for the negative SAM, the South Island is characterized by greater heterogeneity 
and fine-scale structure in the precipitation anomalies (Fig. 5.14b). The anoma-
lous westerly/southwesterly winds across the country (Fig. 5.14f) correspond with 
the described rainfall changes and are reminiscent of the changed wind field during 
South Island wet years (Fig. 5.4d). The anomalously low (high) rainfall along the 
west coast of the South Island during positive (negative) SAM years, with weak-
ened (enhanced) westerlies and enhanced (weakened) northerly airflow, agree with 
the findings of Clare et al. (2002) for glacial mass balances in the Southern Alps. 
The above analyses were repeated with a monthly time-series for the SAM, giving 
robust results, as would be expected given the short timescale for the atmosphere 
to respond to the annular mode. 

The situation during model SAM years agrees very well with observations during 
the positive phase: dry conditions occur across the country except along the very 
northern coast of the North Island (Fig. 5.14c) and easterly fiow anomahes dominate 
(Fig. 5.14g), as seen during South Island dry years (Fig. 5.10c), though they extend 
further south in the model compared to the observations (Fig. 5.14e). The model 
precipitation and wind anomalies during the negative SAM phase (Fig. 5.14d, h) 
are mirror images of the positive phase. However, the observations show more local 
intra-island variation in rainfall (Fig. 5.14b), especially over the South Island, which 
is not resolved by the model due to the fine-scale orography of that island. 

The ENSO in the model has a spectral peak of 2-3 years (e.g., Kiehl and Gent, 
2004; Collins et a/., 2006), a frequency also dominant for the North Island rainfall 
time-series in the model (Fig. 5.8f). However, the composites do not show as strong 
a signal in the SST anomalies in the equatorial Pacific Ocean in the model (Fig. 
5.11) as they do in the observed (Fig. 5.5). Fig. 5.6c, d shows that the amplitude 
of ENSO in the model is lower compared to the observed, which may account for 
the weaker SST signature in the composites. 

The difference in seasonal cycle between the two islands (Fig. 5.2e, f and 5.8e, 
f) can also be understood as a result of the predominant influence of different phe-
nomena for each region; namely tropical/subtropical influences and ENSO for the 
North Island and the high-latitude SAM for the South Island rainfall. The axis of 
the subtropical high pressure belt migrates from around 26°S in winter to around 
36°S in summer (Mosley and Pearson, 1997) and associated with this anticyclonic 
conditions dominate during summer over the North Island, accounting for reduced 
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rainfall then (Fig. 5.2f and 5.8f). North Island seasonal precipitation is modu-
lated by ENSO, with the largest ENSO-related changes occurring in austral winter 
(Kidson and Renwick, 2002), the high-rainfall season in the North Island. This 
essentially keeps the seasonal rainfall distribution during anomalous North Island 
years more-or-less equivalent to average years (Fig. 5.2f and 5.8f). In contrast, 
the South Island on average displays uniform rainfall distribution throughout the 
year (Fig. 5.2e and 5.8e), as is typical of a mid-latitude climate dominated by the 
influence of the subpolar westerlies. However, during dry and wet South Island 
precipitation years, the deviation in rainfall from the average seasonal distribution 
occurs predominantly during austral spring (and to a lesser degree also for autumn; 
Fig. 5.2e), the most active season of the SAM (Thompson and Wallace, 2000). The 
fact that the model does not show this strong deviation from the average seasonal 
cycle during anomalously dry and wet years (Fig. 5.8e) could be attributed to a 
weak seasonal cycle in the SAM in the NCAR CCSM2 model (Alex Sen Gupta 
2006, personal communication). An investigation of seasonal rainfall variations in 
response to the SAM is beyond the scope of this study, although this has been 
undertaken already for ENSO (e.g., Kidson and Renwick, 2002). 

5.6. Summary and conclusions 
We have assessed interannual and multi-decadal variability in New Zealand rain-

fall in both observations and a global coupled climate model. Variability in pre-
cipitation across New Zealand was shown to be predominantly modulated by two 
Southern Hemisphere climate modes, namely ENSO and the SAM, with a latitudinal 
gradation in influence of the respective phenomena. 

1. For the North Island, local air-sea heat fluxes and circulation changes asso-
ciated with the tropical ENSO mode play an important role. North Island 
anomalously dry (wet) years are characterized by locally increased (reduced) 
SLP, cold (warm) SST anomalies in the southern Tasman Sea and to the north 
of the island and a coinciding reduced (enhanced) evaporation upstream of the 
southwesterly (northeasterly) airflow. 

2. South Island precipitation variability is dominated by the strength and po-
sition of the subpolar westerlies, which are modulated by the extratropical 
SAM. During anomalously dry (wet) years in precipitation for southern New 
Zealand, an enhanced (reduced) meridional SLP gradient occurs, with circum-
polar strengthened (weakened) subpolar westerlies and an easterly (westerly) 
anomaly in zonal wind north of that. Cold (warm) SST anomalies appear 
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underlying the subpolar westerlies, while anomalies of the opposite sign oc-
cur further north around New Zealand. The easterly (westerly) zonal wind 
anomaly across the island lead to decreased (increased) moisture transport 
onto the island. White and Cherry (1999) describe similar anomalies in SST 
and meridional winds that are associated with above and below average rain-
fall for New Zealand, associating these anomalies with the ACW. In contrast, 
we find clear circumpolar anomalies in this study, especially for the South Is-
land, suggesting a dominant influence of the SAM for southern New Zealand 
rainfall. 

3. During El Niño years, drier conditions are apparent for the entire North Island 
and the northern edge of the South Island, while enhanced precipitation occurs 
on the southwestern edge of the South Island, due to enhanced southwesterly 
airflow across the country The anomalous rainfall distribution during El Niño 
years is very reminiscent of that of the North Island dry years. 

4. In contrast. La Niña leads to increased rainfall solely along the mountainous 
west coast of the South Island due to anomalous northerly airflow depositing 
heightened moisture onto the mountains. The rainfall anomalies during La 
Niña years appear similar to South Island wet years. 

5. During the positive (negative) phase of the SAM, via changes to the general 
atmospheric circulation, reduced (increased) precipitation occurs over much 
of the South Island and the southern regions of the North Island, while the 
northern edges of both islands are out of phase with these changes. The dis-
tribution of anomalous rainfall during the positive SAM phase is very similar 
to the situation in anomalously dry South Island years. 

As stated previously, the results we have obtained were then reassessed with the 
recent CCSM3 model and the ERA-40 reanalysis fields and our conclusions were 
found to be consistent. 

The SAM has previously been linked to precipitation variability in mid-latitudes; 
for example in South America (Silvestri and Vera, 2003) and South Africa (Reason 
and Roualt, 2005). Thus, it is of little surprise to find rainfall over New Zealand, 
especially across the South Island which is located in the subpolar westerly wind 
belt, also modulated by the SAM. Projections of a further trend towards the positive 
phase of the SAM under enhanced greenhouse forcing (Fyfe et a/., 1999; Kushner 
et al, 2001), coupled with the above described links between the SAM and New 
Zealand rainfall, suggest future patterns of New Zealand precipitation will be char-
acterized by substantial anomalies from the long-term mean. This issue of recent 
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trends in New Zealand precipitation will be investigated in more detail in a separate 
study. 
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CH. 6 6.1. ABSTRACT 

6.1. Abstract 
Late twentieth Century trends in New Zealand precipitation are examined using 

observations and reanalysis data for the period 1979-2006. One of the aims of this 
study is to investigate the hnk between these trends and recent changes in the large-
scale atmospheric circulation in the Southern Hemisphere. The contributions from 
changes in Southern Hemisphere climate modes, particularly the El Nino-Southern 
Oscillation (ENSO) and the Southern Annular Mode (SAM), are quantified for the 
austral summer season (December-February; DJF). Increasingly drier conditions 
over much of New Zealand can be partially explained by the SAM and ENSO. 
Especially over wide parts of the North Island and western regions of the South 
Island, the SAM potentially contributes up to 80% and 20-50% to the overall decline 
in DJF precipitation, respectively. Over the North Island, the contribution of the 
SAM and ENSO to precipitation trends is of the same sign. In contrast, over the 
southwest of the South Island the two climate modes act in the opposite sense, 
though the effect of the SAM seems to dominate there during austral summer. 
The leading modes of variability in summertime precipitation over New Zealand 
are linked to the large-scale atmospheric circulation. The two dominant modes, 
explaining 64% and 9% of the overall DJF precipitation variability respectively, can 
be understood as local manifestations of the large-scale climate variability associated 
with the SAM and ENSO. 
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6.2. Introduction 
There is much evidence of recent changes to the hydrological cycle with impacts 

on precipitation patterns across the planet, especially during the late 20th Cen-
tury (e.g., Oki and Kanae, 2006). Coinciding with these changes, some climate 
modes have also undergone substantial shifts, such as the annular modes in both 
hemispheres (e.g., Fyfe et a/., 1999; Thompson et al, 2000), the North Atlantic 
Oscillation (e.g., Hurrell, 1995), and the El Nino-Southern Oscillation (ENSO; e.g., 
Fedorov and Philander, 2000). In addition, key drivers of precipitation, such as sea 
surface temperature (SST; e.g., Levitus et al, 2000) and sea level pressure (SLP; 
e.g., Gillett et a/., 2003; Marshall, 2003) are showing wide-spread changes over recent 
decades. The goal of this study is to examine late 20th Century New Zealand pre-
cipitation trends and their association to changes in Southern Hemisphere climate 
modes. 

Over recent decades, large-scale changes to the atmospheric circulation in the 
Southern Hemisphere have been documented. They include a trend in the meridional 
SLP gradient between the high- and mid-latitudes and a corresponding strengthen-
ing and southward shift in the subpolar westerlies (e.g., Thompson and Solomon, 
2002; Renwick, 2004). Model results have shown that these trends are consistent 
with the observed depletion in stratospheric ozone, which in turn leads to reduced 
temperatures over the polar cap and a strengthening of the stratospheric polar vor-
tex and circumpolar flow (Thompson and Solomon, 2002; Gillett and Thompson, 
2003). Since the photochemical ozone loss is enhanced by solar radiation, the de-
pletion is accelerated in spring and summer (Hartmann et a/., 2000) and trends 
become especially apparent during the December to May period (Thompson and 
Solomon, 2002). Other studies also implicate enhanced greenhouse gas forcing, as 
the observed circulation changes also occur in simulations forced solely by increases 
in atmospheric greenhouse gases (e.g., Fyfe et a/., 1999; Kushner et al., 2001; Cai 
et a/., 2003b). 

The trends in the Southern Hemisphere circulation can be understood, in large 
part, as a shift towards the high-index positive phase of the Southern Annular 
Mode (SAM; Marshall, 2003; Renwick, 2004). The SAM is the leading mode of 
variability in the extratropical Southern Hemisphere, explaining around 47% of the 
natural variability of zonal-mean geopotential height for 1000-50 hPa south of 20°S 
(Thompson and Wallace, 2000). The SAM represents a redistribution of mass be-
tween the polar latitudes south of 60°S and the mid-latitudes centered around 45°S, 
and results in an out-of-phase modulation in the easterly and westerly wind field 
centered at 35° and 60°S, respectively (Thompson et al, 2000; Sen Gupta and Eng-
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land, 2006). The trend in the SAM has been widely documented in observations 
(Jones and Widmann, 2003; Marshall, 2003; Jones and Widmann, 2004; Marshall 
et al, 2004), reanalyses (Marshall, 2003), and proxy records (Jones and Widmann, 
2003). As described above, trends in the SAM have been linked to both increases in 
greenhouse gases and stratospheric ozone depletion (Thompson and Solomon, 2002; 
Gillett and Thompson, 2003). Ensembles of 20th Century simulations separately 
applying various natural and anthropogenic forcings confirm that natural variabil-
ity in itself cannot account for the observed trends (Arblaster and Meehl, 2006). 
Experiments with coupled climate models extending into the 21st Century project 
that this trend will continue under further increases in greenhouse gases (Fyfe et al, 
1999; Kushner et al, 2001) with possible consequences for mid-latitude winds, ocean 
currents (Cai et al, 2005a; Cai, 2006; Fyfe, 2006), and precipitation (e.g., Cai et al, 
2005b). 

With the SAM trending towards a more positive phase, atmospheric circulation 
changes also affect climate conditions over mid-latitudes, including South Africa 
(Reason and Roualt, 2005), Australia (Cai et a/., 2005b; Cai and Cowan, 2006; 
Hendon et al, 2007; Meneghini et al, 2007), and South America (Silvestri and Vera, 
2003). Ummenhofer and England (2007) recently demonstrate that a positive-index 
SAM is associated with anomalously dry conditions in parts of New Zealand. It is 
therefore of interest to also analyze the trend in New Zealand precipitation over the 
past few decades and investigate how much of this can be accounted for by different 
Southern Hemisphere climate modes, in particular the SAM, but also ENSO. 

ENSO has been implicated in various changes to the Southern Hemisphere cli-
mate (e.g., Diaz et al, 2001). Over the period 1861-1992, Vecchi et al (2006) 
describe a weakening of the observed tropical atmospheric circulation across the Pa-
cific Ocean, consistent with theoretical predictions for enhanced greenhouse forcing 
and reproduced by model simulations incorporating both natural and anthropogenic 
forcings. Variations in the zonal atmospheric overturning in the tropical Pacific, i.e., 
the Walker circulation, are closely linked to ENSO (Vecchi et al, 2006), and thus 
changes in the Walker circulation could impact on the frequency and strength of 
El Niño and La Niña events. For 1977-2006, Power and Smith (2007) describe a 
period of unprecedented El Niño dominance, with the lowest 30-year average value 
on record of the June-December Southern-Oscillation Index (SOI). This coincides 
with the highest SST and weakest surface wind stresses on record in the equato-
rial Pacific, all indicative of a weakening of the Walker circulation. Fedorov and 
Philander (2000) demonstrate a recent increase in the frequency of El Niño events 
compared to paleoclimate records that they suggest might be due to global warm-
ing. Similarly, Verdón and Franks (2006) find El Niño events to be more frequent 
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during warmer periods, taken from a 400-year paleoclimate record. In a climate 
model forced by future greenhouse warming, Timmermann et al. (1999) show a 
more frequent occurrence of El Niño-like conditions, but also stronger cold events 
in the equatorial Pacific. In a multi-model intercomparison, Guilyardi (2006) finds 
an enhanced El Niño amplitude with increasing greenhouse forcing, though changes 
in the frequency are much less consistent across the models. For the models used in 
the Fourth Assessment Report for the Intergovernmental Panel on Climate Change, 
Meehl et al. (2007) comprehensively assess projected changes to inter annual ENSO 
variability and find no consistent indication of future changes to ENSO either in am-
plitude or frequency. Changes in the El Niño frequency and amplitude are believed 
to contribute to variations in the regional atmospheric circulation, for example to 
the migration of the South Pacific Convergence Zone (Juillet-Leclerc et al., 2006). 

Salinger and Griffiths (2001) investigated southwest Pacific climate trends for 
the period 1861-1990 and discovered inconsistent precipitation trends for different 
decades during the second half of the 20th Century. They suggest that the major 
20th Century changes in atmospheric circulation across the New Zealand region oc-
curred around 1950 and 1976. They found more anomalous southerly/southwesterly 
airflow during the period 1930-1950, followed by anomalously easterly/northeasterly 
flow between 1951-1975, and then westerly/southwesterly airflow anomalies again 
during 1976-1998, with a strengthened tropical anticyclonic belt over northern New 
Zealand. During 1930-1950, Sahnger and Mullan (1999) found conditions to be wet-
ter in the northeastern part of the South Island, drier in the north and west of the 
South Island, and cooler over the entire country. The period 1951-1975 was warmer 
throughout, wetter in the north of the North Island and drier in the southeast of the 
South Island. During the latest period of heightened westerly airflow (1976-1998), 
precipitation has increased for much of the South Island, while it has decreased in 
the north of the North Island. Hence, trends in New Zealand precipitation over 
the South Island seem to be associated with changes in the incidence of wester-
lies, which Salinger and Mullan (1999) attribute to a recent increased frequency of 
El Niño events. Via modulations of tropical eastern Paciflc SST, ENSO was also 
found to be well correlated with New Zealand surface air temperatures on annual to 
decadal timescales (Folland and Salinger, 1995). Despite these studies, large-scale 
20th Century changes in the atmospheric circulation of the Southern Hemisphere 
and their link to New Zealand precipitation trends have not been examined in great 
detail. 

On seasonal to interannual timescales. New Zealand precipitation appears to be 
modulated by the SAM (Clare et a/., 2002; Renwick and Thompson, 2006), ENSO 
(Fitzharris et al, 1997; Kidson and Renwick, 2002; Zheng and Frederiksen, 2006), 
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and the Interdecadal Pacific Oscillation (IPO; Salinger et a/., 2001). Renwick and 
Thompson (2006) link the positive (negative) phase of the SAM to below (above) 
normal daily rainfall and warm (cold) maximum daily temperature anomalies over 
western regions of the South Island of New Zealand. The associations between the 
SAM, ENSO, and interannual variations in New Zealand precipitation are described 
in detail by Ummenhofer and England (2007). That study focused on understanding 
links between New Zealand precipitation and the SAM and ENSO on interannual 
timescales for the period 1960-2004, using observations, reanalysis data, and output 
from a multi-century climate model simulation. In this follow-up study, we aim to 
determine if processes and mechanisms influencing New Zealand precipitation on 
these shorter interannual timescales can also account for the long-term trends. To 
our knowledge, this is the first study to quantify the contribution of changes in 
the large-scale Southern Hemisphere climate modes toward recent New Zealand 
precipitation trends. 

The remainder of the paper is structured as follows: Section 6.3 describes the data 
sets used, both observations and reanalysis. The results in Section 6.4 cover a break-
point analysis of seasonal New Zealand precipitation (Section 6.4.1), an analysis of 
seasonal precipitation trends (Section 6.4.2), an assessment of the links between 
precipitation trends and the chmate modes ENSO and SAM (Section 6.4.3), and 
an evaluation of the precipitation trends corresponding to the dominant precipita-
tion modes (Section 6.4.4). Associations between different climate modes and the 
Southern Hemisphere circulation are presented in Section 6.4.5. The final section 
includes a discussion and a summary of the major findings of this study. 

6.3. Observational and reanalysis data 
The New Zealand precipitation data set analyzed in this study is from the Na-

tional Institute of Water and Atmospheric Research (NIWA) Climate Database. 
It comprises daily New Zealand station data that has been interpolated to give a 
gridded data set with a 0.05° latitude/longitude (approximately 5 km) resolution 
for the entire country (http://www.niwa.cri.nz/ncc/mapping/other_products). The 
daily gridded precipitation data for the period 1960-2006 is converted to seasonal 
averages. 

The data for regional and large-scale analysis of atmospheric parameters, such as 
SLP and surface winds, is from the National Center for Environmental Prediction 
(NCEP) and National Center for Atmospheric Research (NCAR) reanalysis project 
(Kalnay et a/., 1996; Kistler et al., 2001). The NCEP/NCAR reanalysis (NNR) 
assimilates land- and ocean-based observations and satellite measurements and, by 
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employing a global spectral model, generates a data set with global coverage for a 
wide set of climatic parameters with a T62 horizontal resolution (approximately 2° 
latitude/longitude) and covering the period 1948 to the present-day However, we 
focus our analyses on seasonal data for the more recent period 1979-2006, after the 
establishment of satellite records. Problems regarding data coverage and quality in 
the high latitudes of the Southern Hemisphere prior to 1979 have been documented 
in several studies particularly for daily fields (e.g., Hines et a/., 2000; Marshall and 
Harangozo, 2000; Kistler et al., 2001; Marshall, 2002, 2003; Renwick, 2004). How-
ever, after 1979 on monthly to interannual timescales, the NNR fields are in overall 
good agreement with observations (Hines et al, 2000; Kistler et ai, 2001). Our 
analyses focus on the austral summer season (December-February, DJF) post-1979, 
when the skill of the NNR over the Southern Hemisphere high latitudes is much 
improved over the winter season (June-August, J J A) and, in fact, comparable to 
the skill over continental areas with denser observational networks during winter 
(Bromwich and Fogt, 2004). Bromwich and Fogt (2004) do however demonstrate 
superior skill and reliability in the European Centre for Medium-Range Weather 
Forecasting (ECMWF) 40-year reanalysis (ERA-40; Uppala et al, 2005) compared 
to NNR. To check the robustness of our results obtained with the NNR data, we 
repeat key analyses with the ERA-40 data for the overlapping period 1979-2001. 
The two reanalysis products produce very similar results and consequently we only 
present analyses from the longer NNR data set, but refer to ERA-40 where appropri-
ate. Monthly SST for 1979-2006 is obtained from the extended reconstructed data 
set developed by the National Oceanic and Atmospheric Administration (NOAA) 
with a 2° latitude/longitude resolution. Smith and Reynolds (2003, 2004) describe 
the techniques and details for the construction of this historical SST data set. 

The monthly SAM index used is described by Marshall (2003) and available at 
http://www.nerc-bas.ac.uk/icd/gjma/sam.html. It is based on mean SLP observa-
tions at 12 stations, with anomalies calculated relative to the 1971-2000 period. The 
monthly ENSO index is based on the SOI, calculated as the difference in standard-
ized SLP between Tahiti and Darwin, provided by the NOAA Climate Prediction 
Center (http://www.cpc.ncep.noaa.gov/data/indices/soi). The SOI is used as an 
indication of ENSO variability, as we focus on changes in the general atmospheric 
circulation most appropriately represented by an atmospheric, not oceanic, index. 
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6.4. Results 
6.4.1. Breakpoint analysis 

The period 1979-2006 is chosen in this study to ensure data quaUty, as the extrat-
ropical Southern Hemisphere suffers from sparse data coverage prior to the satelUte 
era. To further check that this period is also appropriate for investigating New 
Zealand precipitation trends, we perform a breakpoint analysis of seasonally aver-
aged precipitation data over the country for the period 1960-2006. Seasonal averages 
of precipitation are calculated for the gridded data with the long-term monthly cy-
cle removed. The breakpoint analysis performs a bilinear regression at each grid 
point (the two lines are not constrained to be continuous at the breakpoint). The 
breakpoint is defined as the year with the minimum least squares error. A t-test 
is performed to assess the significance of a particular breakpoint. A breakpoint is 
only regarded as significant if both the trend before and after the breakpoint differs 
significantly (at the 95% confidence level) from the trend of the entire time-series 
(i.e., with no breakpoint). 

The breakpoint analysis of New Zealand precipitation trends reveals very different 
patterns for the four seasons (Fig. 6.1). During the DJF season, much of the 
mountainous west coast of the South Island experiences a significant breakpoint in 
the mid- to late-1970s (Fig. 6.1a). This is in accordance with results of Salinger 
and Mullan (1999) and Salinger and Griffiths (2001), who describe a change in the 
predominant zonal airfiow over the country in the mid-1970s, while Salinger et al. 
(1995) find these local changes to be part of large-scale trends affecting the entire 
southwest Pacific region. No other spatially consistent breakpoints are found for 
DJF. All other seasons show high spatial and temporal heterogeneity for significant 
breakpoints (Fig. 6.1b-d). Locally, some regions along the east coast of the South 
Island indicate a breakpoint in the mid-1970s for the JJA and September-November 
(SON) seasons (Fig. 6.1c, d), possibly related to the change in zonal fiow regime 
mentioned above. Overall, the breakpoint analysis reveals large areas of significance 
for the mid- to late-1970s, locally some early breakpoints in the 1960s, but no 
substantial areas with breakpoints post-1980. This provides further justification to 
hmit our analyses to the 1979-2006 period, and to the DJF season. 

6.4.2. Precipitation trends 

Following results from the breakpoint analysis, trends in New Zealand precipi-
tation are stratified by season and their significance determined with a t-test for 
the period 1979-2006. Over the past three decades, New Zealand has undergone 
considerable changes in precipitation, shown for the four different seasons in Fig. 
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Figure 6.1. Year of breakpoint analysis for New Zealand precipitation for the 
seasons (a) DJF, (b) MAM, (c) JJA, and (d) SON over the period 1960-2006. 
Values are only color-shaded where the breakpoint is significant at the 95% 
confidence level. 

6.2. Across all four seasons, a general trend towards drier conditions is observed, 
especially pronounced over the South Island during DJF (in excess of 5 mm month"^ 
drier), MAM (3-5 mm month"^ drier), and JJA (1-3 mm month"^ drier) and over 
the North Island during MAM (2-4 mm month"^ drier). Negative trends in North 
Island autumn rainfall are consistent with Salinger and Mullan (1999) for their 
analysis period of 1976-1994. However, they find both summer and winter trends 
considerably wetter for the west coast of the South Island, while our results indicate 
a very small area there with a positive trend in precipitation for MAM, JJA, and 
SON, with no significant positive trend for DJF. The southern half of the North Is-
land is the only extensive region of New Zealand with a positive precipitation trend 
(up to 3 mm month"^), but only during the SON season (Fig. 6.2d). 

The magnitude of these precipitation trends is considerable: for example over the 
27-year period a drop in precipitation is observed of more than 400 mm overall for 
much of the South Island during the DJF season. Considering an area-average of 
2085 mm yr~^ across the South Island (Ummenhofer and England, 2007), a drop of 
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Figure 6.2. Monthly precipitation trends (significant at the 90% confidence 
level) for New Zealand for the seasons (a) DJF, (b) MAM, (c) JJA, and (d) SON, 
averaged over the period 1979-2006 (values are shown in mm month"^). 

400 mm for the DJF season is considerable. This signifies a 40% reduction in pre-
cipitation even if the decrease is mainly concentrated along the high-rainfall region 
along the west coast, which receives approximately 1500 mm over an average DJF 
season. It is therefore of interest to explore the mechanism(s) for the observed long-
term trends in New Zealand precipitation. DJF precipitation shows a continuous 
and significant trend after the mid-1970s. In addition, the trend in the SAM is only 
significant in DJF and the ENSO trend (while not significant at the 90% confidence 
level) is greatest in the austral summer. As a result we focus our remaining analyses 
on the trends during the DJF season. 

6.4.3. Precipitation trends linked to SAM and ENSO 

An attempt is made here to explain and quantify the trends in New Zealand 
precipitation in relation to long-term changes in the large-scale modes of climate 
variability. The method used follows that of Thompson et al. (2000), who related 
trends in the Northern Hemisphere extratropical circulation to the Northern Annular 
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Mode. Due to the short and sparse record of high-quality data in the Southern 
Hemisphere, Thompson et al. (2000) did not attempt the same analysis here. In 
this present work we are now able to extend their data record by 10 years. 

The method divides the observed precipitation trend into a component that is 
linearly congruent with a specific time-series (e.g., the SAM index) and a residual 
component that is linearly independent of the index. The linearly congruent com-
ponent is calculated as the regression coefficient of the standardized and detrended 
index onto precipitation anomalies (mean, trend, and seasonal cycle removed) mul-
tiplied by the previously-removed trend in the index. The fraction of the observed 
precipitation trend attributable to the index is derived by dividing the component 
of the trend that is linearly congruent with the index by the overall observed precip-
itation trend. To avoid artificially high values (resulting when the observed trend 
is small), fractions are only calculated for those grid points where the observed 
precipitation trend is significant (at the 90% confidence level). The respective con-
tributions of the SAM and SOI to New Zealand precipitation trends are quantified 
for the DJF season over the period 1979-2006 in this way. 

Recent changes in the extratropical Southern Hemisphere atmospheric circulation 
have been widely documented (e.g., Salinger et al., 1995; Kushner et al, 2001; 
Thompson and Solomon, 2002; Fyfe, 2003; Gillett and Thompson, 2003; Marshall 
et al, 2004; Renwick, 2004; Cai et al, 2006; Cai, 2006) and partially linked to trends 
in the SAM (e.g., Kushner et al, 2001; Thompson and Solomon, 2002; Gillett and 
Thompson, 2003; Marshall et al, 2004). These trends in the SAM are strongest 
during austral summer (e.g., Thompson et al, 2000; Thompson and Solomon, 2002). 
Fig. 6.3a shows the time-series of the SAM averaged for the DJF season with a trend 
of 0.048 standard deviation (SD) month"^ in the SAM index (significant at the 90% 
confidence level) over the period 1979-2006. The regression of precipitation onto 
the SAM time-series is presented in Fig. 6.3c. The SAM is associated with below-
average precipitation (Gillett et al, 2006) - in excess of 50 mm month"^ for a one SD 
positive SAM index - along the western and southern regions of both islands (Fig. 
6.3a). In contrast, the eastern edges of the two islands experience wetter conditions. 
These findings are consistent with earlier studies on daily to interannual timescales 
(Renwick and Thompson, 2006; Ummenhofer and England, 2007). This out-of-
phase relationship between eastern and western regions of New Zealand is noted 
by Salinger et al (1995) and linked to the interaction of the regional circulation, 
i.e. strength in the prevailing westerlies and frequency of blocking anticyclones east 
of New Zealand, with the generally north-south aligned orography. The trend in 
the SAM could thus potentially account for a good proportion of the precipitation 
trends over New Zealand, especially over the North Island, where in some regions 
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more than 80% of the precipitation trend is consistent with the SAM (Fig. 6.3e). 
For the South Island, the SAM trend is congruent with increasingly drier conditions 
over the mountainous western regions. However, only 20-50% of the precipitation 
trend is accounted for by the SAM. 

The tropical circulation across the Pacific Ocean region has sustained considerable 
changes over recent decades (e.g., Fedorov and Philander, 2000; Vecchi et al, 2006; 
Power and Smith, 2007; Vecchi and Soden, 2007). Recent and future changes to 
ENSO's frequency and amplitude are still debated (e.g., Guilyardi, 2006), and trends 
in different ENSO indices are only at most marginally significant, dependent on 
season and study period. Despite these ambiguities, it is still of value to assess the 
contribution of changes in ENSO to New Zealand precipitation trends (see Fig. 6.3b, 
d, f). During the DJF season, the SOI indicates a non-significant positive trend of 
0.044 SD month"^ (Fig. 6.3b). As El Niño events are associated with the negative 
SOI phase, a significant positive trend in the SOI would indicate a decrease in El 
Niño incidence. Despite the fact that the trend in the SOI is not distinguishable 
from zero, we retain the analysis to allow a comparison with the results of the EOF 
analysis. The positive phase of the SOI is associated with mostly wetter conditions 
across the northern regions of the North Island, with precipitation in excess of 20 
mm month"^ above normal (Fig. 6.3d; see also Salinger et al., 1995). Reduced 
precipitation occurs over the entire mountainous west coast of the South Island 
(Ummenhofer and England, 2007). The fraction of observed precipitation trends 
congruent with the SOI is highest for the east coast of the North Island (Fig. 6.3f). 
The contribution of the SOI trend to the South Island drying along the west coast 
does not generally exceed 20% of the observed trend. 

In summary, changes in New Zealand precipitation could be partially accounted 
for by trends in the Southern Hemisphere climate modes, the SAM and ENSO. How-
ever, there still remain considerable areas over which the magnitude of the observed 
precipitation trends cannot be explained by these climate modes. To explore the 
mechanism(s) responsible for the New Zealand precipitation trends not sufficiently 
explained by the SAM and ENSO, we now examine the leading modes of variability 
in New Zealand precipitation, their trends, and their associations with the general 
atmospheric circulation. 

6.4.4. Precipitation trends linked to dominant New Zealand 
precipitation modes 

To investigate the leading modes of variability in New Zealand precipitation an 
EOF analysis (using a covariance matrix) is performed on the gridded seasonal DJF 
precipitation anomalies. The anomalies were weighted prior to analysis to account 
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Figure 6.3. (a) SAM and (b) SOI time-series for the DJF season for the period 
1979-2006 (with the year given for the first month in the summer season). 
Regression of the (c) SAM and (d) SOI onto New Zealand precipitation for the 
DJF season, with gray dashed lines indicating significant regression coefficients at 
the 95% confidence level as estimated after Sciremammano (1979); DJF trends in 
New Zealand precipitation hnearly congruent with the (e) SAM and (f) SOI, 
averaged over the period 1979-2006 as a fraction of the monthly DJF precipitation 
trend. The fractions were only calculated for those grid points in which the DJF 
precipitation trend was significant at the 90% confidence level. The average 
monthly DJF trends (in SD month" in the SAM and SOI time-series are 
indicated at the bottom right of (a, b). 
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for the smaller surface area of grid boxes at higher latitudes. Fig. 6.4 shows the 
principal component (PC) time-series of the first two EOF modes, the regression of 
New Zealand DJF precipitation onto the PCs, and their respective contribution to 
precipitation trends. 

The standardized time-series of PCI of DJF precipitation shows a positive trend 
of 0.048 SD month-\ significant at the 97% level (Fig. 6.4a). The regression of 
New Zealand precipitation onto PCI represents the first EOF mode, which explains 
approximately 64% of the observed precipitation variability during DJF (Fig. 6.4c). 
EOFl is characterized by drier conditions (in excess of 50 mm month"^ drier) over 
much of the western and southern regions of New Zealand (Fig. 6.4c). In contrast, 
significantly more rainfall occurs for the coastal regions in the northeast of the North 
Island. This pattern closely resembles the leading mode (based on rotated principal 
component analysis) of monthly New Zealand precipitation station data for the 
period 1951-1975 described by Salinger (1980). It is characterized by the strength 
of the zonal circulation with the passage of eastward-moving wave depressions, and 
influenced by strong north-south pressure anomalies over New Zealand (Salinger, 
1980). The out-of phase relationship between the southwest and northeast regions 
of the two islands seen in Fig. 6.4c is reminiscent of the projection of New Zealand 
precipitation onto the SAM (Fig. 6.3c). However, the time-series of SAM and PCI 
are not significantly correlated (correlation coefficient of 0.29, P-value of 0.143) 
during DJF. The trend in PCI can almost completely account for the observed 
drier conditions along the west coast of the South Island, and the southwestern 
regions of the North Island, during austral summer (Fig. 6.4e). 

The time-series of PC2 also has a significant (at 95% confidence level) positive 
trend of 0.044 SD month (Fig. 6.4b). E0F2, explaining 9% of the variability, 
shows drier conditions for much of the country, with precipitation up to 50 mm 
month"^ below normal (Fig. 6.4d). This is especially apparent over the North Island 
and northern and eastern regions of the South Island. Increases in precipitation are 
only observed for the mountainous southwestern corner of the South Island. The 
precipitation distribution associated with E0F2 resembles the pattern hnked to El 
Niño events by Ummenhofer and England (2007). This pattern is due to increased 
southwesterly airflow over the country (see also Kidson and Renwick, 2002; Waugh 
et aL, 1997), which Sahnger and Griffiths (2001) link to increased frequency of 
showery precipitation events. In contrast, the match with the regression pattern of 
the SOI (Fig. 6.3d) is rather poor, despite a signiflcant correlation at the 90% level 
of the SOI and PC2 time-series (correlation coefficient of -0.356). As an El Niño 
event is associated with the negative phase of the SOI, we would expect Figs. 6.3d 
and 6.4d to be mirror images. Trends in E0F2 can account for much of the negative 
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Figure 6.4. (a) PCI and (b) PC2 time-series of New Zealand precipitation for 
the DJF season for the period 1979-2006 (with the year given for the first month 
in the summer season). Regression of the (c) PCI and (d) PC2 onto New Zealand 
precipitation for the DJF season, with gray dashed lines indicating significant 
regression coefficients at the 95% confidence level as estimated after 
Sciremammano (1979); DJF trends in New Zealand precipitation hnearly 
congruent with the (e) PCI and (f) PC2, averaged over the period 1979-2006 as a 
fraction of the monthly DJF precipitation trend. The fractions were only 
calculated for those grid points in which the DJF precipitation trend was 
significant at the 90% confidence level. The average monthly DJF trends (in SD 
m o n t h " i n the PCI and PC2 time-series are indicated at the bottom right of (a, 
b), and the fraction of overall variabihty explained by EOFl and E0F2 at the top 
of (c, d). 
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precipitation trends over the North Island and eastern regions of the South Island 
(up to a 100% in places; Fig. 6.3f). 

6.4.5. Climate modes and the Southern Hemisphere circulation 

In order to associate the dominant modes of precipitation variability over New 
Zealand with the large-scale atmospheric circulation, SLP, winds, and SST anoma-
lies are regressed onto the standardized and detrended SAM, SOI, PCI, and PC2 
time-series across the Australasian and surrounding region. Significance levels are 
estimated following the method of Sciremammano (1979). 

The regression of SLP onto the SAM index is characterized by an increased merid-
ional SLP gradient with a positive pressure anomaly at mid-latitudes for 30°-55°S 
and reduced values over the polar regions south of 55°S (Fig. 6.5a) for a positive 
SAM phase (e.g., Gillett et a/., 2006). The winds adjust to the changed SLP field 
and show a strengthening of the subpolar westerlies of up to 2 m s"^ at the latitude 
band 50°-65°S and an easterly anomaly over 25°-40°S (Fig. 6.5c). More regionally, 
around New Zealand, the SAM is associated with increased easterly to northeasterly 
flow over the country, as shown also by Ummenhofer and England (2007). When 
using ERA-40 data instead of NNR, the area of significant easterly anomalies in the 
wind field across New Zealand is slightly reduced. The SST around New Zealand 
and across the Tasman Sea are negatively correlated with the SAM, as is the equa-
torial Pacific Ocean (Fig. 6.5e). These characteristic signals associated with the 
SAM have also been described previously (e.g.. Hall and Visbeck, 2002; Sen Gupta 
and England, 2006). 

Regressing SLP onto the SOI shows extensive negative anomalies over the Aus-
tralasian region and Antarctica, while positive values extend over New Zealand and 
the southwestern Pacific Ocean (Fig. 6.5b). This regression can be interpreted as 
a one SD positive anomaly in the SOI; that is, corresponding to moderate La Niña 
conditions. The wind anomalies in Fig. 6.5d are predominantly easterly across the 
western equatorial Pacific, as expected, and easterly also over New Zealand (see 
also Mullan, 1995; Waugh et al, 1997; Kidson and Renwick, 2002; Ummenhofer and 
England, 2007). As is widely known, a negative phase ENSO is associated with 
reduced SST along the equatorial central and eastern Pacific, while above-average 
SST occurs to the south and north in the Pacific, as well as in the western Warm 
Pool region, as seen in Fig. 6.5f. In addition, positive SST anomalies are observed 
around New Zealand and in the Southern Ocean south of Australia. 

In contrast to the regressions onto the SAM and ENSO time-series, those related 
to PCI and PC2 are associated with a more localized reorganization of the atmo-
spheric circulation. PCI projects strongly onto an anomalously positive area of 
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Figure 6.5. Regression of the SAM (left) and SOI (right) time-series for the 
period 1979-2006 onto (a, b) SLP, (c, d) winds, and (e, f) SST. Dashed hnes in (a, 
b, e, f ) and black vectors in (c, d) indicate significant regression coefficients at the 
95% confidence level, as estimated after Sciremammano (1979). 

SLP across New Zealand, extending west to the Australian Bight and south to 60°S 
(Fig. 6.6a). Negative correlations between PCI and SLP occur to the north of New 
Zealand and over parts of Antarctica. The adjustment of the wind to the region of 
positive SLP across and south of New Zealand seen for PCI results in anomalous 
easterly airflow across the country and a strengthening of the subpolar westerlies 
for 120°E-160°W (Fig. 6.6c). The area of significantly increased subpolar westerlies 
is slightly smaller when using ERA-40 (figure not shown) as opposed to NNR data 
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Figure 6.6. Regression of the PCI (left) and PC2 (right) time-series for the 
period 1979-2006 onto (a, b) SLP, (c, d) winds, and (e, f) SST. Dashed hnes in (a, 
b, e, f) and black vectors in (c, d) indicate significant regression coefficients at the 
95% confidence level, as estimated after Sciremammano (1979). 

(shown in Fig. 6.6). This local wind anomaly pattern over New Zealand linked to 
PCI is reminiscent of the one associated with a positive SAM phase (Fig. 6.5c). 
Salinger (1980) describes similar regional pressure and circulation anomalies associ-
ated with the leading mode of New Zealand precipitation. PCI is further associated 
with anomalously cold SST to the northeast of Australia across the Coral Sea, while 
above-average SST appears in the latitude band 40°-50°S south of Australia and 
New Zealand, and across the Tasman Sea; although only parts of this regression are 
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statistically significant (Fig. 6.6e). In contrast, PC2 shows a positive correlation 
with SLP for the Australasian region, while negative values are observed over the 
southwestern Pacific (Fig. 6.6b). This pattern bears close resemblance to the ENSO 
projection (Fig. 6.5b), though of opposite sign due to the negative nature of the SOI. 
However, the center of the strongest correlation has intensified and moved directly 
over New Zealand, while the negative center in the southwest Pacific is situated 
more to the southwest for PC2 than for ENSO. The predominant wind direction 
associated with PC2 is westerly (more southwesterly in ERA-40; figure not shown) 
across New Zealand, as previously suggested to be associated with a positive phase 
ENSO (cf. Fig. 6.5d; Mullan, 1995; Waugh et al, 1997; Kidson and Renwick, 2002; 
Ummenhofer and England, 2007). Salinger and Griffiths (2001) ascribe an increased 
frequency of rain-producing synoptic disturbances and showers to such an enhanced 
westerly circulation regime, which is consistent with the precipitation pattern (Fig. 
6.4d). In addition, the regression of PC2 onto SST (Fig. 6.6f) closely mirrors the 
ENSO projection (Fig. 6.5f). 

The regression of different climate variables onto the four time-series - namely 
the ENSO, SAM, PCI, and PC2 - further demonstrates that the SAM and PCI and 
ENSO and PC2 show many similarities. The SAM, trending towards its positive 
phase, with an increased meridional SLP gradient and a coinciding strengthening 
and southerly shift in the westerlies, is thus able to explain some of the negative 
precipitation trends over much of New Zealand (seen already in Fig. 6.3e). In 
fact, over New Zealand, the signature in the wind field linked to PCI (Fig. 6.6c), 
which explains 64% of the observed precipitation variability including the prominent 
west coast precipitation trends (Fig. 6.4c, e), closely resembles circulation changes 
expected under a SAM trend toward a more positive phase. 

6.5. Discussion and conclusions 
We have investigated how trends in New Zealand precipitation over the period 

1979-2006 might be linked to, and explained by, recent changes in the large-scale 
atmospheric circulation of the Southern Hemisphere. Results of the breakpoint anal-
ysis (Fig. 6.1) seem to support a regime shift over New Zealand in the mid-1970s, 
with a change from predominantly easterly/northeasterly to westerly/southwesterly 
airflow (Sahnger and Mullan, 1999; Salinger and Griffiths, 2001), affecting the coun-
try's precipitation. Increasingly drier conditions across much of New Zealand during 
austral summer since 1979 (Fig. 6.2) are, in large part, consistent with recent trends 
in ENSO and the SAM (Fig. 6.3). Over the North Island and western regions of 
the South Island in particular, negative trends in precipitation could potentially 
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be accounted for by the SAM. The contribution of ENSO to these drying trends 
is of considerably smaller magnitude, especially when considering the uncertainties 
associated with recent changes in ENSO behavior. 

During the period 1976-1998, westerly and southwesterly airflow anomalies dom-
inated over New Zealand (Salinger and Griffiths, 2001), and were associated with 
increased frequency of El Niño events (Salinger and Mullan, 1999). Increased west-
erly airflow over the country is a feature at odds with a trend toward the positive-
index phase of the SAM. A positive phase in the SAM would normally be associated 
with predominantly easterly to northeasterly wind anomalies over New Zealand (Fig. 
6.5c) and drier conditions for western regions of both islands (Fig. 6.3c; Ummenhofer 
and England, 2007). Considering the observed trends in New Zealand precipitation 
(Fig. 6.2), at least during austral summer and autumn when changes in the SAM 
are maximal (Thompson and Solomon, 2002; Arblaster and Meehl, 2006), the SAM's 
effect appears to dominate with widespread drying. The apparent contradiction in 
zonal flow anomaly found in Salinger and Griffiths (2001) and Sahnger and Mullan 
(1999) with the present work might be due to the different study periods and/or 
the focus on the DJF season here. Decadal variations in the SAM's influence, both 
on long-term trends and on seasonal to interannual timescales, can also not be ex-
cluded, so that the exact contribution of the SAM to trends might be dependent 
on the time period being investigated. The sparse data record prior to 1979 in the 
Southern Hemisphere makes it difficult to extend these analyses further back in time, 
at least based on observations/reanalysis data. Jones and Widmann (2003) flnd the 
SAM index, estimated and reconstructed from tree-rings and station-based data for 
the past century, to vary in its influence on the general atmospheric circulation over 
the New Zealand region on decadal to multi-decadal timescales. They suggest that 
the SAM strongly modulates the circulation during the period 1930-1975, while its 
impact is weaker for the period 1976-1994. 

In addition, considering New Zealand's rich orography and its interaction with 
the atmospheric flow, local modulation of large-scale circulation changes can be 
expected. However, when looking at the close match of Figs. 6.5 and 6.6, local 
variations seem to be aligned fairly well with the large-scale changes. The upward 
trend in the SAM is not mirrored by increasing frequency of dry years for the two 
New Zealand islands for the period 1960-2004 (Ummenhofer and England, 2007). 
This could be due to opposing precipitation trends for the western and eastern 
regions of the islands. In contrast, for the North Island over the last few decades, 
both a more positive SAM and an increased frequency of El Niño events (Salinger 
and Griffiths, 2001) potentially act in concert towards overall drier conditions for the 
entire island, a feature already apparent in the multi-decadal precipitation decline 
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of-8.13 mm averaged over the North Island (Ummenhofer and England, 2007). 
Furthermore, as Ummenhofer and England (2007) show North Island precipitation 
to be modulated by local SST on interannual timescales, localized effects of recent 
SST changes could also contribute to New Zealand precipitation trends, locally 
enhancing convective precipitation. This is especially apparent when considering the 
strong warming of ocean temperatures observed around New Zealand and especially 
across the Tasman Sea (e.g., Cai et a/., 2005a; Cai, 2006; AGO, 2007). 

Changes in precipitation in other regions of the Southern Hemisphere have re-
cently been linked to trends in the SAM. For the DJF season, trends in the SAM 
seem to contribute to wetter conditions over southeastern Australia during 1979-
2005 (Hendon et al, 2007). For southwest Western Australia (SWWA), up to 70% 
of the recent observed decline in austral winter rainfall is found to be congruent with 
trends in the SAM (Cai and Cowan, 2006). In contrast, Meneghini et al. (2007) sug-
gest that the long-term trend in SWWA winter rainfall is not related to the SAM, 
while current short-term decreases in winter rainfall in southern South Australia, 
Tasmania, and Victoria are. Despite these possible contradictions, implications for 
water management are considerable, especially as climate model simulations for the 
21st Century project continued upward trends in the SAM toward its high-index 
phase (Fyfe et al, 1999; Kushner et a/., 2001). Thus, regions presently experienc-
ing SAM-related precipitation changes are likely to be affected further. For New 
Zealand, this situation could be further exacerbated if precipitation trends due to 
the SAM and ENSO act in concert, as shown to be the case over the North Island 
of New Zealand in this study. 
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CH. 7 7.1. ABSTRACT 

7.1. Abstract 
The autumn break is the first rainfall event of the season which provides sufficient 

moisture to induce germination of the crop and which is then able to supply the 
necessary soil moisture to sustain the plants in the first phase of their growth. Two 
definitions of the autumn break have been developed for northwestern Victoria; a 
so-called ideal break and a minimum rainfall condition for sowing a crop termed a 
minimal break. Application of the ideal break definition for an eight station average 
reveals that autumn breaks have been less reliable and have tended to occur later 
in the latter half of the record than in the first half of the 20th Century. Ideal 
autumn breaks occurred in 41 years in the first half (1889 to 1947) and 34 years 
in the second half (1948 to 2006). In the decade to 2006, there have been only 
3 ideal breaks (1999, 2000, and 2005). None of the selected rainfall stations has 
recorded an 'extreme' wet autumn over the last eleven years, the longest period 
ever recorded for this criterion. A synoptic analysis for the period 1956 to 2006 has 
established that breaks are predominantly associated with systems known as cutoff 
lows but their influence has declined markedly in the past decade. Changes in the 
characteristics of autumn breaks over the historical record suggest that significant 
shifts in atmospheric circulation may have occurred but lack of upper air data 
precludes detailed synoptic analyses prior to 1956. 

A farming system model (APSIM) has been employed to simulate a wheat crop in 
northwestern Victoria under historical conditions for a range of management options. 
Average yield across all years of the simulation declines with delay in sowing date 
after late April but there is a marked interannual variability in yield response to 
sowing date which is related to rainfall distribution in each year. Trends in mean 
yield and mean sowing date in the simulation indicate that the most recent drought 
in southeastern Australia is comparable in severity with the two major droughts in 
the 20th Century. 
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7.2. Introduction 
The autumn break is a keenly anticipated event in the southern AustraUan agri-

cultural calendar. It sets the time when successful sowing of grain crops can proceed 
and initiates pasture growth which can then be 'autumn saved' for grazing during 
the dormant winter period. Failure to have an autumn break can have severe finan-
cial repercussions, particularly when available soil moisture is low following a dry 
summer. 

The definition of the autumn break is problematic since farmers and graziers can 
have differing opinions on the effectiveness of autumn rainfall depending on the 
predominant enterprise of the farm, soil types, regional climatology, and farming 
methods. Hence, the definition of the autumn break will vary to some extent from 
farmer to farmer and district to district. In order to set the parameters of meaningful 
definitions we have conducted meetings and surveys with groups of grain farmers 
in southeastern Austraha. The definitions adopted for this study and presented in 
Section 3 of the paper have been developed from these discussions. 

The grain-growing season in southeastern parts of mainland Australia extends 
from about April to the end of October (French and Schultz, 1984; Robertson and 
Kirkegaard, 2005; Pook et al, 2006). During this period the region receives the 
majority of its annual rainfall, evaporation is lowest and the number of rain days 
per month is highest. The mean growing season rainfall over the majority of the 
region is less than 300 mm and rainfall events tend to be infrequent (less than 35% 
of days receive at least 0.2 mm of rain). Crop success also depends on soil moisture 
at the time of planting (French and Schultz, 1984; Carberry et a/., 2000). 

The portion of northwestern Victoria shown in Fig. 7.1 is an important grain-
growing region of Australia and produces the majority of grain grown in the state of 
Victoria. Based on an average over the five years to 2004-05, Victoria contributes 
about 11% of the total Australian wheat crop and 13% of Australia's total winter 
crop production (ABARE, 2007). Wheat is the dominant crop grown in this region 
often (but not always) in rotation with other grain crops (e.g., barley, oats, canola, 
lentils, lupins, chickpeas) and a pasture phase. Although lacking organic matter the 
predominantly solonized brown soils (commonly known as mallee soils) of the region 
are moderately fertile (McGarity, 1987). In the absence of nutrient deficiencies 
in the soil, major constraints on wheat growth in this region include the timing 
and amount of autumn rains for sowing, duration of the winter minima in solar 
radiation and temperature, timing of the earliest 'safe-ear' emergence in relation to 
frost occurrence and the rapid increase in temperature and évapotranspiration in 
late spring (Nix, 1987). The water supply to the growing crop is the most critical 
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factor affecting wheat yields in this as in many other water-hmited environments of 
AustraUa (French and Schultz, 1984; Stephens and Lyons, 1998). Water deficiencies 
act to reduce the grain number per ear as well as the individual grain size (Donald 
and Puckridge, 1987). 

Although cereal crops are normally sown in May and June, varying seasonal con-
ditions and farming methods may dictate that sowing begins as early as April or is 
postponed until as late as August in an extremely dry season (Stephens and Lyons, 
1998). As sowing is typically carried out from April to June we consider the autumn 
break to occur in any of the months, March to June. 

Some farmers wait for an autumn break before sowing but an increasing number 
sow into a dry seed bed, especially those that employ minimum tillage techniques 
in order to preserve soil moisture. In these operations crops are planted according 
to a schedule rather than in response to individual rain events. As crops are almost 
exclusively rainfed there are considerable risks in committing to a sowing program 
very early in the season but the potential gains in yield of sowing when soil temper-
atures are favorable for germination, survival and plant vigor are very attractive to 
farmers (Stephens and Lyons, 1998). Notwithstanding these potential gains there 
is nevertheless a risk of severe damage from frost for those plantings which result 
in flowering prior to early October and consequently, cultivation techniques which 
minimize this risk have been developed in some regions (Rebbeck et a/., 2007). 

Improved prediction skill for autumn break events would contribute to improved 
eflSciency by influencing the total area sown, choice of crop and variety, controlling 
production costs such as those associated with seed, fertilizer and fuel, and mini-
mizing the risk of crop failure. Current predictions of seasonal climate based on the 
ENSO state are relatively unreliable in the austral autumn as there is a significant 
reduction in forecast skill around this time of the year (Mcintosh et al., 2005). 

Pook et al. (2006) have argued that seasonal rainfall represents the integrated 
contribution of a number of discrete synoptic weather systems and it is important 
to identify those systems responsible for rainfall events and the mechanisms con-
tributing to rainfall generation. In this study we have employed the techniques of 
synoptic climatology to identify the synoptic systems responsible for the significant 
autumn rainfall events which contribute to the autumn break in a given year in 
order to better understand the physical processes and detect trends in frequency of 
occurrence of particular synoptic types. In order to better represent the effects of 
the autumn break on crop performance this paper explores trends in selected wheat 
growth variables simulated in a farming system model under a range of sowing 
conditions at one location in the study region. 
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7.3. Data and method 
7.3.1. Data sources 

Daily rainfall was extracted from the Patched Point Data set supplied by the 
Queensland Department of Natural Resources and Mines (DNRM; Jeffrey et aL, 
2001) for eight rainfall stations which were selected to represent northwestern Vic-
toria from a high-quality Australian historical data set (Lavery et aL, 1997). The 
Patched Point Dataset uses original Bureau of Meteorology observations for a par-
ticular meteorological station infilled where necessary with interpolated data. The 
locations are the same as those employed in Pook et al. (2006) and are shown in 
Fig. 7.1. 
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Figure 7.1. Map of northwestern Victoria showing the network of high quality 
rainfall stations used in the analysis. The large dotted box over the map of 
Australia defines the region within which the analysis of synoptic systems was 
confined. The dark shaded area indicates the region of southeastern Austrafia 
included in the lower part of the diagram. Annual rainfall (mm) for northwestern 
Victoria is represented by isohyets (after Pook et al, 2006). 

The synoptic analysis was conducted using the National Centers for Environ-
mental Prediction (NCEP) - National Center for Atmospheric Research (NCAR) 
climate reanalysis data set (Reanalysis 1) that will be referred to as the NCEP data 
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set (Kalnay et aL, 1996; Kistler et aL, 2001). NCEP produces 4 analyses per day (at 
six-hourly intervals from 0000 UTC) at a resolution of 2.5° latitude by 2.5° longi-
tude for the standard atmospheric levels from the surface to the lower stratosphere. 
For the purposes of this study, fields were extracted for mean sea level pressure 
(MSLP), the 500 hPa pressure surface and the (computed) 1000-500 hPa atmo-
spheric thickness and the 1000-500 hPa thickness anomaly relative to the long-term 
climatology. 

Daily weather maps at 2300 UTC published in the Australian Bureau of Me-
teorology's 'Monthly Weather Review' series (Simmonds and Richter, 2000) were 
used in parallel with NCEP for the period from 1970 to 2006. These charts have 
been prepared by expert analysts and include frontal analysis which has been per-
formed manually by interpretation of satellite imagery in addition to conventional 
analysis of synoptic data (Guymer, 1987). The inclusion of the manual analyses 
was considered to be an essential component of the analysis project as the NCEP 
numerical reanalyses lack this human input and do not have sufficient horizontal 
resolution to locate fronts reliably (Pook et al, 2006). The starting point for the 
original analysis was set at 1970 since techniques for incorporating the subjective 
interpretation of satellite cloud imagery into an objective analysis scheme became 
established practice in the World Meteorological Centre, Melbourne, around that 
time (Guymer, 1987; Seaman and Hart, 2003) and secondly, NCEP analyses for 
the Southern Hemisphere have been found to have systematic biases prior to 1970, 
particularly at high latitudes (Hines et al, 2000). Other reported errors in NCEP, 
such as those related to the absence of satellite temperature soundings prior to 1979 
(Kistler et al, 2001), are not regarded as significant because of the proximity of 
our analysis region to the Australian radiosonde network and since the Australian 
MSLP analyses were consistently consulted in parallel. 

In order to extend this study further back in time a selection of MSLP, 700 hPa 
and 500 hPa analyses were obtained from the Australian Bureau of Meteorology 
for 2300 UTC and 1100 UTC each day This chart series was available from 1956 
but the lack of a sufficiently dense upper air data network for the Australian region 
prior to that year precludes a comprehensive synoptic analysis for an earlier period 
(Bradshaw, 1997). Additionally, the NCEP data set is considered to be unrehable 
in the Southern Hemisphere prior to 1958 (Kistler et a/., 2001). It should be noted 
that the Australian analyses (1956-1969) are copies of the actual operational charts 
and may lack the dynamical consistency of the later period (from 1970). However, 
when these charts are used in parallel with the NCEP data, we believe that a reliable 
synoptic classification can be made for the major rainfall events associated with the 
autumn break over southern Australia. 
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7.3.2. Method 

For each autumn break, according to the definitions adopted, an assessment was 
made of the nature of the synoptic system responsible for the precipitation event. 
The analysis region was defined by a fixed box with limits, 30°S, 125°E; 30°S, 
147.5°E; 45°S, 147.5°E, and 45°S, 125°E as shown in Fig. 7.1. Synoptic systems 
were classified according to the classification scheme which is discussed by Pook 
et al. (2006). The four categories are cold frontal systems of all types, cold-cored 
lows which have become cut-off from the westerly airstream (cutoff' lows), troughs 
in the easterlies and a combined category designated 'others' that includes systems 
not found in the main categories. 

The relationship between crop performance and autumn rainfall was explored 
within an agricultural systems model. Crop production systems are characterized 
by complex interactions between climate, soil attributes, management operations 
and varietal characteristics. Dynamic simulation models that capture this inherent 
complexity provide an efficient means for analysing systems performance across a 
wide range of conditions. In this study, the farming system model APSIM (Agricul-
tural Production Systems sIMulator; Keating et a/., 2001) has been used to explore 
seasonal trends in selected wheat growth variables under a range of sowing con-
ditions at Birchip, NW Victoria (for location, see Fig. 7.1). APSIM simulates 
agricultural production systems by combining modules describing the specific pro-
cesses within the system under investigation. The soil water module S0ILWAT2 
(Probert et a/., 1997), the soil nitrogen module S0ILN2 (Probert et a/., 1997), and 
the surface residue module RESIDUE2 (Probert et a/., 1997) were linked with the 
wheat crop module APSIM-WHEAT (Keating et al, 2001), which simulates wheat 
growth and development in response to climatic, soil and management inputs. All 
management details were specified via the MANAGER module. For comprehensive 
descriptions of each of these modules see the relevant link in the APSIM website: 
http: //www.apsim.info/apsim/. 

The wheat variety Yitpi was sown in each year of the historical climate record be-
tween 1890 and 2005, according to a range of rainfall related sowing conditions based 
on a prescribed rainfall total ('rain threshold', mm) accumulated over a prescribed 
period ('rain window', days). The sowing conditions were applied over a fixed 'sow-
ing window' from March 1 to June 30. Years in which the sowing conditions were 
not met over this sowing window were sown dry on June 30. Combinations of sowing 
conditions include a 10 mm threshold accumulated over a 3 day window, 10 mm 
over 7 days, 15 mm over 3 days, 15 mm over 7 days, 25 mm over 3 days, 25 mm 
over 7 days, 30 mm over 7 days. The simulation was set up such that nitrogen was 
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non-limiting. APSIM assumes that all other nutrients are non-limiting and that 
the crop is free of disease, insect damage, weed competition and other related yield 
constraint. No irrigation was applied. These conditions enabled a focused analysis 
of the effect of sowing condition and seasonal rainfall on the performance of the 
wheat cropping system. 

A hypothetical clay soil was used for the simulations, with parameters derived 
from selected references and expert knowledge of 'average' parameter values for soils 
of this texture. The profile had a maximum rooting depth of 90 cm divided into 
four layers with a total plant extract able soil water content of 126 mm. The analysis 
was based on the long-term (1889-2005) climate record for Birchip (Woodlands). 
The record consists of daily maximum and minimum temperatures, radiation and 
rainfall totals. 

7.4. Characteristics of autumn rainfall in N W Victoria 
The autumn season in southern Australia generally coincides with the period of 

soil preparation and planting of winter crops which are subsequently harvested in the 
austral summer. Although autumn is officially defined as the season extending over 
the three calendar months of March, April, and May (Crowder, 1995), planting often 
continues well into June, depending on seasonal conditions (Stephens and Lyons, 
1998). Therefore, in this study, we consider that the four month period from March 
to the end of June is a more meaningful period over which to investigate rainfall 
variability and trends as well as the autumn break itself. This crop establishment 
period (MAMJ) will be referred to as autumn for the remainder of this paper. 

Autumn rainfall and annual rainfall have been averaged over the eight station 
network and smoothed with an eleven year running mean starting in 1894. Fig. 7.2 
demonstrates that autumn rainfall and annual rainfall have been decreasing during 
the past decade. In particular, autumn rainfall has declined to its lowest value in 
more than one hundred years. This contrasts with annual rainfall which was lower 
in 1940 and 1900. The drought that persisted from 1895 to 1903 is known as the 
'Federation Drought' and is regarded by most authors as the longest, most severe 
and widespread in the history of Australia dating from European settlement (Foley, 
1957; Whetton, 1997; Wright, 2004). The 1939 to 1945 drought is the second longest 
period of drought since the Federation Drought and was responsible for devastating 
stock losses (Foley, 1957; Wright, 2004). 

Not only has there been a major decline in autumn mean rainfall since 1991 
but there has also been a change in the characteristics of rainfall events. Autumn 
rainfall anomalies for each of the eight stations in the network have been extracted 
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Figure 7.2. Growing season autumn (MAMJ) rainfall and annual rainfall (mm) 
averaged over the eight stations in northwestern Victoria which have been selected 
for their 'high-quality' status (Lavery et aL, 1997). The data have been smoothed 
with an eleven year running mean centred on the year shown on the x-axis. 

and 'extreme' wet (dry) years defined as years in which the anomaly is at least one 
standard deviation above (below) the long-term mean for that station. The number 
of stations indicating an 'extreme' wet season during the period 1889 to 2006 is 
shown in Fig. 7.3. The length of the most recent period from 1996 to 2006 where 
no station has recorded an 'extreme' wet autumn, is unprecedented in the record. 
By way of contrast, the occurrence of 'extreme' dry autumns in this period (not 
shown) is unremarkable. 
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Figure 7.3. The number of stations (from the total of eight) indicating an 
extreme wet (rainfall exceeds one standard deviation) MAMJ season for the 
period 1889-2006. 
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As a preliminary step in the investigation of the autumn break the overall char-
acteristics of daily rainfall in northwestern Victoria were examined for all months. 
The distribution of daily rainfall in the region is strongly biased towards falls of 5 
mm or less (Fig. 7.4). More than 40% of daily rainfall is found in this category with 
a further 25% in the range from 5 to 10 mm. Over the period from 1889 to 2005, 
approximately 6% of daily rainfall events are represented by falls of 25 mm or more. 
For this group of heavy rainfall events, Fig. 7.5 shows the percentage which have 
occurred in each month. From Fig. 7.5 it is apparent that the highest frequency 
of occurrence of these heavy rainfall days is in February (20%) with a secondary 
maximum in October (13%). Approximately 27% of these events have occurred in 
the March to June period with the highest incidences during autumn occurring in 
March (10.3%) and May (9%). 
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Figure 7.4. Distribution of daily rainfall in 5 mm intervals for the eight station 
average, expressed as a percentage of the total rainfall for all months over the 
period 1889 to 2005. 

7.5. Defining the autumn break 
The autumn break is the first rainfall event of the season which provides sufficient 

moisture to induce germination of the crop and which is then able to supply the 
necessary soil moisture to sustain the plants in the first phase of their growth. 
A common problem for all crops and pasture is the occurrence of a 'false break' 
where sufficient rain falls to trigger germination but the subsequent soil moisture is 
insufficient to allow the seedfings to survive (Clark et al, 2003b). 

Following a series of workshops with groups of grain growers in southeastern 
Australia it was found, however, that there was considerable variation of opinion as 
to what constituted the autumn break for cropping in a region. Considerations of 
mean rainfall for the area, soil type, crop type, individual farmer preferences and 
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Figure 7.5. Monthly percentage of daily rainfall events resulting in at least 25 
mm for the eight station average (period from 1889 to 2005). 

available technology were all influences on the amount of rain required to achieve 
the autumn break for any given farm. In any event, most farmers were prepared 
to sow a crop in response to a rainfall event that was less than the ideal for their 
location and cropping plan. There was general agreement though that the autumn 
break consisted of a significant fall of rain over a period of several days and ideally, 
this was followed by another fall within the subsequent fortnight. Since the primary 
purpose of this study was to investigate the synoptic systems responsible for the 
autumn break and to determine long-term trends, two definitions based on rainfall 
over selected periods were developed. 

The first definition employed was that of an 'ideal' break which was considered 
to have occurred when a mean fall of 25 mm or more across the 8-station network 
was received over a period of 3 days or less. Application of this threshold revealed 
that there were also occasions in the record when, although the strict three-day 
criterion had not been met, rainfall of the order of the monthly average occurred 
over a period of a week. Hence, this definition was widened to include a second 
condition; 'or, 30 mm or more falls over 7 days or less'. 

Since some farmers in the drier regions of the study area indicated that they 
would sow a crop given a lower rainfall than required for an 'ideal' break, alternative 
definitions setting lower rainfall thresholds were investigated. Thresholds requiring 
mean falls of 20 mm and 15 mm across the 8-station network over a period of 3 days 
or less were suggested. However, in order to set a realistic minimum requirement 
across the study region the lowest threshold for an autumn break was set at 15 mm 
or more over 7 days or less. This process resulted in an 'ideal' break definition and 
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a 'minimar break definition for application in this study. 
In summary, an ideal break is defined as occurring if either: 

1. A mean fall of 25 mm or more across the 8-station network is received over a 
period of three days or less, or 
2. A mean fall of 30 mm or more across the 8-station network occurs over seven 
days or less. 
The definition adopted for a minimal break is: 
1. A mean fall of 15 mm or more across the 8-station network is received over a 
period of seven days or less. 

7.6. Results 
7.6.1. Heavy rainfall events 

The effectiveness of the definition of the ideal break was initially tested by de-
termining the number of events throughout the historical record which meet the 
first criterion (1) of the definition. In order to obtain a clearer indication of trend, 
the data were filtered with an eleven year running mean. Fig. 7.6a demonstrates 
that the number of events in the crop establishment period that meet this criterion 
has dechned over the record. The lowest values of the running mean (<0 .4 per 
annum) occurred in 1937, 1938, 1939, 1980 and 2001. Since 1966 there has been 
a noticeable decline in the mean and the variability in this series. For this period 
(1966 to 2001), the mean is 0.6 and the coefficient of variation is 21.2% compared 
to the long-term values of 0.8 and 31.4%, respectively. However, the period from 
1977 to 2001 is unprecedented in the record with a further decline of the mean to 
0.5 while the coefficient of variation has decreased to 16.1%. 

The change in the statistics of wet events in the crop establishment period suggests 
the possibility of a shift in the seasonal atmospheric circulation over time. In Fig. 
7.6b, the time series of the number of wet events in the second half of the growing 
season (JASO) indicates that there has been a gradual trend to higher numbers of 
wet events in the record. The lowest value (0.3) occurred in 1900, 1901, 1902 and 
1927. Despite the overall upward trend, it is apparent that there has been a rapid 
decline since 1998. 

7.6.2. Timing of the break 

Not only has there been a downward trend in the number of autumn wet events 
over the record but the timing of the autumn break has been getting progressively 
later. A trend to later breaks is apparent for both the ideal break and the minimal 
break. Fig. 7.7a demonstrates that the number of days until the first criterion for 
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Figure 7.6. Eleven year running mean (centered) of the number of rainfall 
events per annum resulting in 25 mm or more over 3 days or less in (a) MAMJ, 
and (b) JASO. Linear trends are significant at 99.9% confidence. 

an ideal break is met each year shows an increasing trend. The trend of 6.3 days 
per decade is significant at the 97% confidence level (Draper and Smith, 1998). In 
this analysis events prior to March are not considered and the autumn break can 
only occur from Julian Day 61. For the minimal break rule requiring at least 15 
mm in 7 days or less, Fig. 7.7b indicates that the long-term trend is also towards 
later breaks (3 days per decade later), which is significantly different from zero at 
the 98% confidence level (Draper and Smith, 1998). 

Now we apply the full definition of the ideal break to ascertain whether or not 
an autumn break occurred in each of the years from 1889 to 2006. Fig. 7.8 shows 
the month in which an ideal autumn break occurred throughout the entire rainfall 
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Figure 7.7. Number of days to first event satisfying autumn break criteria for 
(a) 25 mm in 3 days or less; and (b), 15 mm in 7 days or less (period 1889 to 2006). 

record. Years in which an autumn break did not occur are shaded gray. Clearly, 
there are more breaks in the first half of the record than in the second half of the 
20th Century. For the period from 1889 to 1947 there were 41 ideal breaks according 
to our definition (approximately 70% of years) while from 1948 to 2006, there were 
only 34 (58% of years). During the period for which we have carried out the synoptic 
system analysis (1956 to 2006), there were 28 breaks (i.e. 55% of the years had ideal 
breaks). Furthermore, breaks occur earlier in the first half of the record than in the 
second half. In particular, 15 breaks identified in the first half of the record occurred 
in the month of March while only 8 breaks in the second half were in March. The 
numbers of breaks occurring in the other three months were roughly equal in each 
half of the record. 

In Fig. 7.8, the years from 1956 to the present span the period covered in the 
synoptic analysis. The period from 1997 to 2006 is particularly noteworthy as it 
has the lowest number of ideal breaks (3) of any decade in the record. Although it 
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was demonstrated in Fig. 7.2 that the eleven year running mean of annual rainfall 
was slightly lower in 1900 and 1940 than the present, the running mean of autumn 
rainfall (MAMJ) is at its lowest in 1938 and 2001. 

190Q 2000 

Figure 7.8. Month in which an ideal autumn break occurred (in black) for the 
period 1889 to 2006. The columns representing years where an autumn break did 
not occur by the end of June are shaded gray. 

7.6.3. Synoptic climatology of autumn breaks 

Synoptic systems responsible for ideal autumn breaks were identified for the period 
from 1956 to 2006. Following the method employed by Pook et al. (2006) for daily 
rainfall, a synoptic system was identified as being predominantly responsible for 
each event. The dominant synoptic systems responsible for the autumn break were 
found to be cutoff lows and frontal systems which included simple cold fronts, cold 
fronts where a wave had formed or complex systems comprising several fronts or 
front and prefrontal trough combinations. Descriptions of these synoptic types can 
be found in Pook et al. (2006) and the significance of the cutoff low in the Australian 
context has been demonstrated by numerous authors (see for example, Wright, 1989; 
Mills and Wu, 1995; Sturman and Tapper, 1996; Griffiths et a/., 1998; Reeder and 
Smith, 1998; Qi et al., 1999). In cases where the second criterion of the ideal break 
definition applied, it was sometimes necessary to classify two separate systems in 
combination in order to account for the requisite 30 mm of rain over seven days or 
less. These cases are included under the classification, 'others' in Table 7.1 which 
gives the statistics of the synoptic analysis. 

Table 7.1. The number of synoptic systems in each month assessed as being 
responsible for the Autumn Break (1956-2006). 

March April May June 
Easterly Trough 
Cutoff Lows 
Frontal Systems 
Others 

2 0 0 0 
2 5 7 3 
2 3 1 1 
0 0 1 1 
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Over the five decades of the synoptic analysis there were 28 years (55%) in which 
the ideal autumn break definition was satisfied for the eight station mean. Cutoff 
lows accounted for 61% of the breaks identified while 25% of the breaks were at-
tributed to frontal systems. Tropical dips or easterly troughs were found to have 
been responsible for only 7% of autumn break occurrences. There is a marked vari-
ation in the number of autumn breaks identified in each decade and in the relative 
contributions of synoptic systems to the autumn break across the five decades under 
consideration. Fig. 7.9 gives the relative frequency of occurrence of ideal autumn 
breaks and the associated synoptic systems for five decades beginning in 1956. Half 
of the breaks identified over the 51 years studied have occurred in only two decades; 
seven in the first, from 1956 to 1965, and a further seven in the fourth decade from 
1986 to 1995. Cutoff lows were directly responsible for eleven of these breaks (ap-
proximately 78%) and partly responsible for another two. The decade from 1966 
was marked by six autumn breaks. By way of contrast, the decades from 1976 to 
1985 and 1996 to 2005 each had breaks in only four years. All the autumn breaks 
in the former were assessed as being associated with cutoff lows while in the latter 
decade only one resulted from a cutoff low. 
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• due to fronts 

• due to troughs 

• cuto If/fro rt 

1956 to 1965 1966 to 1975 1976 to 1985 1986 to 1995 1996 to 2005 

Figure 7.9. Distribution of synoptic systems associated with autumn breaks in 
the five decades since 1956. The total number of autumn breaks in each decade is 
also shown. 

7.6.4. Impacts of the autumn break on wheat yield 

Typically, the more demanding the sowing condition, as exemplified by a shorter 
rain window and/or larger rain threshold, the later the sowing date (Table 7.2). 
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The average yield across all years of the simulation declines with delay in sowing 
date as demonstrated in Fig. 7.10. This can be generally attributed to a shorter 
vegetative growth phase (i.e. reduced yield potential) and increased water stress 
as crop maturity is pushed later into the hotter and drier months of the year. 
Nevertheless, yield response to sowing date varies substantially from year to year 
(results not shown). In some years, later sowings result in a more favorable alignment 
of rainfall supply and crop demand, leading to higher yields compared with earlier 
sowings. Average pre-sow and in-crop rainfall totals were relatively consistent across 
the sowing treatments. 

Table 7.2. Seasonal averages (1889-2005) for wheat yield (kg/ha), day of 
sowing, pre-sow rainfall total from harvest of previous season crop to sowing of 
current season crop (mm) and in-crop rainfall total from sowing to harvest (mm) 
for each sowing treatment. 

Rain threshold (mm) 10 10 15 15 25 25 30 
Rain window (days) 3 7 3 7 3 7 7 
Yield (kg/ha) 2622 2722 2340 2530 1934 2200 2079 
Sow day 114 103 131 119 155 141 149 
Pre-sow rainfall (mm) 158 160 156 159 170 161 165 
In-crop rainfall (mm) 195 193 197 194 183 192 188 

Fig. 7.11 shows the 5-year running average for wheat yield, sowing day, and in-
crop rainfall for the 15mm over 7 day sowing rule treatment. Trends for the other 
sowing rule treatments were similar and are not shown. The most recent simulated 
5-year running average yield of 1542kg/ha is the lowest since 1944 (Fig. 7.11a). 
While this yield level is substantially higher than the lows experienced during the 
droughts of the early 1900s (298kg/ha) and early 1940s (586kg/ha), the trend is 
downward. 

The model run demonstrates that the simulated date of sowing has been getting 
progressively later over the past 10 years (Fig. 7.11b). In 1996, the 5-day average 
sowing day was day 105 but this had increased to day 150 in 2005. While somewhat 
earlier than the simulated peak in the extreme drought in the 1940s (day 175), the 
current trend is for increasingly later sowings. The current average sowing date is 
much later than the latest sowing date simulated during the drought during the 
early 1900s (viz. day 131 in 1901). 

The in-crop rainfall plot (Fig. 7.11c) shows that the current running average is at 
or near the lowest level over the period of simulation and has been declining steadily 
over the past ten years. There is no evidence from the modeling study to suggest a 
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Figure 7.10. Simulated wheat yield response to fixed sowing date at Birchip (see 
location map in Fig. 7.1) using APSIM and averaged over the period 1890-2005. 
Simulations are based on a generic soil with plant extractable soil water volume of 
126 mm to 90 cm depth. Crops are rainfed, and nutrient unlimited. 

decline in pre-sow rainfall in recent times nor a decline in deep drainage below the 
root zone (not shown). 

7.7. Discussion 
The synoptic analysis has established that autumn breaks are associated princi-

pally with three types of synoptic weather systems: cutoff lows, fronts interacting 
with subtropical or tropical moisture sources, and deep easterly troughs. Of these, 
the cutoff low is the dominant type. However, the contribution of cutoff lows has 
declined markedly in the most recent decade. This is a significant result as it 
has previously been demonstrated that cutoff lows are responsible for the highest 
proportion (approximately 55%) of autumn rainfall in the region and that these 
synoptic systems account for 80% of daily rainfall events exceeding a mean value of 
25mm across the eight stations during the entire growing season (Pook et al., 2006). 
Hence, it is likely that the decline in the occurrence of heavy rainfall events in the 
crop establishment period and the complete absence of 'extreme' wet autumns from 
1996 to 2006 is largely a consequence of the decline in active cutoff lows. Such a 
decrease could be the result of a decrease in frequency and/or intensity, changes in 
preferred tracks or in the ability of cutoff lows to access moisture. 
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Figure 7.11. Simulated five-year running mean from the APSIM model of (a) 
wheat yield (kg per Ha), (b) day of sowing, and (c) in-crop rainfall. 

A preliminary examination does not indicate any marked decrease in the frequency 
of occurrence of cutoff lows within our analysis region during the autumns of this 
period (not shown). It is important to note, however, that the analysis detects all 
cutoff systems (recorded as cutoff low days) that meet the specified criteria, whether 
they produce rain or not (Pook et al, 2006). Hence, more research is needed to 
determine whether there have been significant changes in the intensity of cutoff 
lows, preferred tracks, and the moisture pathways supplying these cyclones. Mean 
trajectories indicate that air parcels carry moisture from the tropics down to the 
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mid-latitudes, particularly for the higher rainfall events. The atmosphere is quite 
variable and trajectories are observed from oceanic regions to the northeast, north 
and northwest of Australia, as well as occasionally originating over the Southern 
Ocean (Mcintosh et al, 2007). 

However, particular emphasis needs to be placed on the influence of the tropical 
Indian Ocean, as recent work (Meyers et aL, 2007) has demonstrated that June to 
November rainfall in Australia is well correlated with patterns of tropical sea surface 
temperature (SST) that represent measures of the combined states of the Indian and 
Pacific Oceans. Considerable emphasis has been devoted to the interaction of the 
El Nino-Southern Oscillation (ENSO) phenomenon over the Pacific Ocean with the 
atmospheric circulation and rainfall in the Australian region (Allan, 1988; Philander, 
1990; Allan et ai, 1996; Whetton, 1997). Notwithstanding the established strong 
links between Australian climate variability and the Pacific Ocean, Saji et al. (1999) 
and Webster et al (1999) have demonstrated that the Indian Ocean zonal dipole 
mode (lODM) is a basin-scale pattern of surface and subsurface ocean temperature 
that also has detectable impacts on the interannual climate anomalies of Indian 
Ocean rim countries. Ashok et al. (2003a) have presented evidence of a significant 
impact of the lODM on winter rainfall in western and southern Australia. Nicholls 
(1989) has previously found a correlation between winter rainfall in central and 
southeastern Australia with Indian Ocean SST that is largely independent of the 
Pacific Ocean influence but his spatial pattern of SST does not closely match that 
of the lODM. It is important to establish whether the state of the Indian Ocean 
during autumn may be a more important indicator of cool season rainfall probability 
in southern Australia than conditions in the Pacific Ocean. 

A clearer understanding of the role of cutoff lows in the climate system and the 
factors controlling the interannual variability of cutoff low rainfall has wider im-
plications than the effects on agricultural production in southern Australia. As 
these systems are responsible for the majority of heavy rainfall events from autumn 
through the growing season they provide key inputs to stream flows, water storages 
and the recharge of groundwater in the region. Autumn breaks are important in-
fluences on the hydrology of catchments and changes in reliability of these major 
rainfall events, such as have occurred during the last decade of the time series, can 
have serious repercussions for water availability in subsequent seasons. 

The relationship between crop performance and climatological variables is com-
plex and it is not unusual for the interannual variability of crop yields to run counter 
to that expected intuitively from the broad climate indicators in a given season, such 
as total rainfall. In order to deal with this problem we have employed the APSIM 
farming system model to simulate the effects of interannual variability of autumn 
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climatological conditions on the performance of a wheat crop. By altering condi-
tions within the model it was possible to carry out a focused century-long analysis of 
the effect of sowing condition and seasonal rainfall on the performance of the wheat 
cropping system in a clay soil in northwestern Victoria. Although the autumn break 
is only one component of the growing season and good crop growth also depends on 
the overall distribution of rainfall and particularly, on the 'finishing rains' in spring, 
the sowing date has been identified as a significant infiuence on yield. Decline in 
the average yield across all years of the simulation is related to delay in sowing date 
because of a truncated vegetative growth phase and the tendency for water stress 
to develop in late-maturing crops. Significantly, the application of sowing rules in 
the model hindcasts provides a consistent method to demonstrate how severely the 
drought from 1996 to 2006 has contributed to a progressively later mean sowing 
date and declines in yield. It also makes possible realistic comparisons of growing 
conditions and yields in previous droughts. 

7.8. Conclusions 
Two definitions of the autumn break developed for northwestern Victoria (ideal 

break and minimal break) have been employed to produce a synoptic climatology 
of the break phenomenon and identify trends in the climate record. Ideal autumn 
breaks occurred in approximately 70% of years (41 events) in the first half of the 
historical record (1889 to 1947) while from 1948 to 2006 only 58% of years (34 
events) had ideal breaks according to our definition. In the period for which a 
synoptic analysis has been completed (1956 to 2006) ideal autumn breaks have 
occurred across the 8 station network in 55% of years (28 events) but, in the most 
recent decade (1997-2006) there have been only 3 ideal breaks (1999, 2000, and 
2005). The dechne in the number of ideal autumn breaks has been accompanied by 
a trend towards breaks occurring later in the season (by 6.3 days per decade). In 
the case of the minimal autumn break, the long-term trend over the record is also 
towards later breaks (by 3 days per decade). During the eleven years from 1996, 
none of the eight stations recorded an 'extreme' wet autumn (at least 1 standard 
deviation above the rainfall mean), the longest period that such a sequence has 
occurred in the record. 

The synoptic analysis has established that the cutoff low is the dominant mech-
anism responsible for ideal autumn breaks. Cutoff lows accounted for 61% of the 
ideal breaks identified while 25% of the breaks were attributed to frontal systems. 
Tropical dips or easterly troughs were found to have been responsible for only 7% 
of autumn break occurrences. However, the influence of the cutoff low appears to 
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have declined markedly in the past decade. Hence, it is hkely that the dechne in 
the occurrence of heavy rainfall events in the crop establishment period and the 
complete absence of 'extreme' wet autumns after 1995 is largely a consequence of 
the decline in active cutoff lows. 

Simulations carried out in the APSIM crop model have demonstrated that the 
average crop yield in spring across all years of the simulation tended to decline with 
delay in sowing date in autumn beyond the end of April. Despite this overall rela-
tionship, there is a marked interannual variability in yield response to sowing date 
which illustrates the significance of matching rainfall with crop demand through-
out the entire growth cycle in preference to simple measures of rainfall, such as 
the growing season total. Nevertheless, rainfall amount from sowing day to harvest 
day (in-crop rainfall) within the model does provide a useful indication of seasonal 
conditions. The 5-year running average of the in-crop rainfall has declined steadily 
in the last decade of the simulation and was only slightly above its lowest value 
on record at the end of the run. At the same time the mean yield had fallen to 
its lowest value since 1944. When the minimal break condition was adopted as the 
sowing rule in the model hindcasts, the mean date of sowing became progressively 
later during the most recent decade as the yield declined. The mean sowing day 
according to this rule reached 150 (30 May) in 2005, placing it between the latest 
sowing date simulated during the major drought in the early 1900s (11 May) and 
the simulated peak during the drought which began in the late 1930s (24 June). 
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CH. 8 8.1. ABSTRACT 

8.1. Abstract 
Cool season rainfall variability in southeastern Australia is investigated via a 

classification and characterization of the predominant types of synoptic systems oc-
curring in the region. These types are frontal systems, cutoff low systems, and other 
systems. Rainfall in the region is dominated by cutoff systems and these systems 
are the main influence on the interannual variability of rainfall. Both cutoff systems 
and frontal systems display an enhancement of thermal (thickness) gradient as rain-
fall increases, but the mechanisms for intensification differ. Cutoff systems intensify 
in the region in association with local increases in baroclinicity and the subtropical 
jet, whereas frontal systems tend to intensify via a confluence of subtropical and 
polar jets. Interannual rainfall variability is examined for groupings of years based 
on both clustering of continental rainfall patterns and on ENSO/IOD years. Cutoff 
systems exhibit consistent enhancements of thermal gradients for groupings of years 
in which they produce more rainfall. For ENSO/IOD groupings, the cutoff thermal 
gradients are consistent with the underlying SST anomalies. Wet years in south-
eastern Australia are usually produced by cutoff systems, but can be produced by 
frontal systems. In those cases the mid-tropospheric flow pattern is reminiscent of 
the negative Southern Annular Mode (SAM) pattern. The positive SAM pattern 
is also associated with enhanced rainfall in the southeast via local intensification of 
blocking and cutoff systems. 



CK 8 8.2. INTRODUCTION 
8.2. Introduction 

Southeastern Australia undergoes significant interannual and decadal rainfall vari-
ability and is currently in the midst of an extended period of drought (Gallant et al., 
2007; Watkins and Trewin, 2007). The variability of agricultural production in the 
region is closely related to the variability of rainfall (Nicholls, 1997). Rainfed agri-
culture in southeastern Australia (grains, sheep, and other livestock) is sensitive to 
year-to-year fluctuations in rainfall, while irrigated agriculture in the region (fruit, 
viticulture, dairy) is more sensitive to longer period (decadal) fluctuations in rainfall. 

Southeastern Australia is one of the most productive agricultural regions in Aus-
tralia, though its output varies dramatically in wet and dry seasons in rainfed sectors. 
The gross domestic product of the rural areas of southeast Australia drops by about 
20% in major drought years (Adams et al., 2005). The sources of rainfall variabil-
ity in the region are thus of interest to agricultural producers. In this paper we 
document some of the processes associated with rainfall variability in southeastern 
Australia. In particular, we describe the synoptic features associated with major 
rainfall events and rainfall variability using a broad set of dynamical diagnostics. 
We also relate rainfall variability to the major modes of seasonal and interannual 
variability in the proximate oceans. 

The climate of southeastern Australia follows a general Mediterranean pattern, 
with warm, dry summers, and cooler, wetter winters. The seasonal cycle of rainfall 
in the region displays a moderate peak in the winter months. Winter rainfall tends 
to be dominated by mid-latitude storm systems, though interaction with tropical 
features and moisture sources is often important in the development of these systems 
over AustraHa (Mcintosh et a/., 2007). The amount of rainfall is strongly moderated 
by location relative to the coast and to the Great Dividing Range (a mountain range 
skirting the east and southeast edge of the continent; Fig. 8.1). Locations inland 
of the Great Dividing Range receive much less rainfall than locations on the coastal 
side of the divide. 

One of the major grain growing regions of Australia is located inland of the Di-
viding Range in southeastern Australia. This region relies in particular on rainfall 
through the cool season (April-October). Grain yields in the region undergo large 
fluctuations in association with interannual variations in rainfall. We seek to diag-
nose and explain some of the sources of that variation. The approach we take is to 
characterize the different synoptic systems that produce rainfall in this region, and 
to relate those systems in turn to broader scale features of the circulation. 

The analysis of rainfall here is focused on the "Mallee" region, which is part of 
the inland region described above. The Mallee region is shown in Fig. 8.1. The 
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Figure 8.1. Map of Australia showing the locations of the synoptic analysis box 
and the Mallee rainfall stations. The synoptic box spans latitudes 30°-45°S and 
longitudes 125°-147.5°E. Areas of topography over 500 m are shaded, highlighting 
the Great Dividing Range in the southeast of the continent. 

selection of this sub-region provides a smaller area that is more homogeneous than 
the broader southeast from the point of view of any given synoptic storm system. 
By choosing a smaller region we can be surer that rainfall across the region is the 
result of the same storm at roughly the same point in the storm's lifecycle. Though 
there can be large variations in rainfall across the region for any given storm, rainfall 
is still fairly highly correlated on this scale and it is reasonable to average stations 
in the region to produce a Mallee rainfall average. 

The paper is organized as follows. In the next section we describe the features 
of rainfall in the Mallee region. Then we describe the major cool season synoptic 
types and a scheme for classifying them. We then analyze how rainfall is associated 
with each synoptic type and how the synoptic types vary in wet and dry years in the 
region. Since much of the interannual variability in rainfall in the region is governed 
by variations in ocean and atmosphere states in the Pacific and Indian Oceans, we 
also analyze the modulation of rainfall and synoptic types by the El Nino-Southern 
Oscillation (ENSO; Philander, 1985) and Indian Ocean Dipole (lOD; Saji et a/., 
1999) states in the penultimate sections. 
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8.3. Mallee rain 
Rainfall in the Mallee region is represented here by the average of rain over eight 

stations across the Mallee region. The eight stations are Bendigo, Birchip, Kaniva, 
Mildura, Narraport, Rainbow, Sea Lake, and Swan Hill. The station locations 
are indicated by circles in Fig. 8.1. These stations are all part of the Bureau of 
Meteorology high quality Australian historical data set (Lavery et a/., 1997). Any 
gaps in the Bureau of Meteorology records have been filled with interpolated data 
from the Queensland Department of Natural Resources and Mines patch point data 
set (Jeffrey et al, 2001). A full description of the eight station data is provided in 
(Pook et al, 2006). 

For the data set spanning the period 1889-2006, the mean annual rainfall for the 
eight station average is 380 mm, with a standard deviation of 100 mm. A time-series 
of the annual rainfall is shown in Fig. 8.2. At least three extended drought periods 
are apparent in the record, centered around 1900, 1940, and the present period. 
There is little or no apparent trend in rainfall over the full period of record. 

Mallee S stations annual rainfall 
T 

2020 

Figure 8.2. Time-series of Mallee eight station annual rainfall (stepped line). 
The solid line indicates the median rainfall, the dash-dot lines show the 10th and 
90th percentile rainfall values, and the dotted lines show the 1st and 99th 
percentiles. 

Annual rainfall amounts for the Mallee are dominated by contributions from daily 
rainfall in the range from 2-5 mm day~^ The time series of annual rainfall as a 
function of daily rainfall amount is shown in Fig. 8.3. During wetter years the an-
nual rainfall has larger than normal contributions from daily totals in the range to 
about 15 mm day"'\ while drier periods and years are marked by an absence of con-
tributions from daily totals in this range. The higher rainfall events are important 
because they underpin variability in the record, and because they tend to provide 
more useful contributions to crop growth. Rainfall events in the low end of the range 
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( l -5mm day~^) are less useful because the moisture is more readily evaporated and 
does not penetrate the soil (Mcintosh et al, 2007). Because interannual variability 
of rainfall and the utility of rainfall is linked to rainfall intensities, it is important to 
diagnose which synoptic systems produce higher rainfall events. This issue is taken 
up in Section 8.4. 

Mailed 8 stations rainfall amount: (mm) 

20 
lainMI <rmiv(l»y) 

Figure 8.3. Hovmoller time series of Mallee eight station annual rainfall (in 
mm) as a function of the amount of rainfall per rainfall intensity category. The 
rainfall intensity categories are calculated from daily rainfall for bins of width 1 
mm. The results have been smoothed across bins to facilitate interpretation in the 
Hovmoller plot. The contoured values show the amount of rain that fell each year 
in each rain intensity category. These amounts are calculated from the number of 
events in each category times the amount of rain in the category. 

The seasonal cycle of rainfall in the Mallee is dominated by rainfall in the cool 
season period of April to October, which is nearly twice that which falls in the 
warm season months. Rainfed grain agriculture in the region follows the cool season 
maximum, with planting dates around the beginning of this period and harvest 
dates toward the end of the period. In order to match our analysis with the cool 
season cropping cycle, we focus on rainfall in the period April through October in 
the analysis which follows. 
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8.4. Synoptic classification and data 
Cool season rainfall in the Mallee region of southeastern Australia is produced by 

synoptic systems which generally traverse the westerly belt of the southern oceans 
and the Australian continent. In order to classify the rain-bearing systems in this 
region (Pook et a/., 2006) defined an analysis box centered on and west of the Mallee 
region. The location of the box is shown in Fig. 8.1. 

We used the synoptic classification of Pook et al. (2006) to classify synoptic events. 
This scheme classifies each day on which rain occurs in the Mallee according to three 
basic synoptic types. These types are cold-frontal systems of all types, cold-cored 
lows that have become cut off from the westerly airstream (cutoff lows), and a 
combined category designated others, which includes particular airstream types, 
waves in the easterlies, and open troughs aloft (Pook et al., 2006, p. 1162). Cutoff 
low systems are defined by Pook et al. (2006) as those where either 

• a closed low is present at 500 hPa with an associated cold trough evident in 
the 1000-500 hPa thickness field (marked by a negative thickness anomaly of 
at least 20 gpm); or 

• a closed low is present in the MSLP field (<1008 hPa) with an associated cold 
trough aloft with a negative thickness anomaly of at least 20 gpm. 

The definitions of frontal systems and cutoff systems employed follow conventional 
understanding in the literature. A detailed description of each synoptic type is 
provided in Pook et al. (2006). 

For the cool season (April-October), cutoff lows account for about half the total 
rainfall in the Mallee region, frontal systems account for about a third of the total, 
and other systems account for the remainder (Pook et o/., 2006). The interannual 
variability of cool season Mallee rainfall is dominated by variability in contributions 
from cutoffs, both because they are the dominant source, and because their rainfall 
is more variable from year to year than that due to frontal systems (Pook et al., 
2006). Further, cutoffs contribute more of the heavier rainfall events, which are 
generally more useful for crop growth (Mcintosh et al, 2007). If we are to gain 
a better understanding of rainfall variability, then we need to understand which 
systems generate the rainfall and what drives variability in these systems. A first 
step in this process is to diagnose and describe these systems. In Section 8.5 we 
analyze the structure of each synoptic type in the Australian region. 

In order to characterize each synoptic type, we have utilized data from the 
NCEP/NCAR reanalysis over the period 1970-2005 (Kalnay et al, 1996). The 
reanalysis provides six hourly analyses at the standard atmospheric levels on a 2.5° 
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X 2.5°grid. The period since 1970 is generally well characterized in the reanalysis 
over the Australian region because the upper air network is well developed by then 
and satellite coverage has commenced (Bromwich and Fogt, 2004). 

For each synoptic type, we analyze its thermal signature, measures of its develop-
ment, and steering of the flow pattern using diagnostics derived from the reanalysis 
data. For a measure of the thermal signature, we use the 1000-500 hPa thickness 
anomaly, Za- The anomalies are calculated relative to the climatological mean for 
each location, at the relevant time, t: 

^Ax,y,t — Z^QOx,y,t — Ziooox,y,t " '̂ 500a:,y — 1̂000x,y (8-1) 

where the overbar indicates a climatological mean 
One measure of development of the systems is provided by the Eady growth rate. 

This index assesses baroclinic instability through the vertical gradient in horizontal 
wind in the middle troposphere (Hoskins and Valdez, 1990). The Eady growth rate, 
gbi, at a grid point is calculated from: 

gbi = 0.31^ 
dv 
dz 

(8.2) 

where / is the Coriolis parameter, N is the Brunt-Vaisalla frequency, 2; is vertical 
distance, and v is the horizontal wind vector at 400 and 600 hPa (Paciorek et a/., 
2002). The seasonal mean Eady growth rate is shown for the Australian region in 
Fig. 8.4. The Eady growth rate displays a maximum over the east coast of Australia 
in winter and a secondary maximum at high latitudes. These maxima follow the 
regions of subtropical and polar jet maxima. In summer, the maximum in Eady 
growth rate moves south of the continent as the summer jet moves south. 

In order to assess system development, we also calculate the relative vorticity, C, 
for each system: 

where u and v are zonal and meridional wind components and x and y are zonal 
and meridional distance. For the Southern Hemisphere, regions of large negative 
relative vorticity are indicative of cyclonic storms. The advection of vorticity into an 
unstable region of the atmosphere is thought to be important for the development 
of storm systems (Petterssen, 1955). We calculate relative vorticity at 500 hPa to 
provide an indication of vorticity in the middle troposphere. The seasonal mean 
relative vorticity for winter and summer over the Australian region is shown in Fig. 
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Figure 8.4. Seasonal mean Eady growth rate. Units are day~^. The left panel is 
for winter (JJA) and the right panel is for summer (DJF). The rectangular box 
shown here and on subsequent figures is the synoptic analysis box defined in Fig. 
8.1 

8.5. In winter there is a broad band of cyclonic vorticity across the southern part of 
the continent, with a maximum off the east coast in the Pacific Ocean. There is a 
local maximum of anticyclonic vorticity in the Tasman Sea south of Tasmania and 
New Zealand, which is indicative of a tendency for blocking there (Trenberth and 
Mo, 1985). 

500hPa rel. vort. winter mean 1970 - 2005 SOOhPa rel. vort summer mean 1970 - 2005 

140 160 
longitude 

140 
longitude 

Figure 8.5. Seasonal mean 500 hPa relative vorticity. Units are The 
left panel is for winter (JJA) and the right panel is for summer (DJF). Negative 
values indicate cyclonic vorticity. 

Another measure of development is provided by consideration of the location of 
the system relative to the proximate jet stream. The jet stream also provides an 
indication of the steering of the flow and system. We represent the jet stream here 



CH. 8 8.4. SYNOPTIC CLASSIFICATION AND DATA 

by the magnitude of the wind vector at 250 hPa, which is a typical level for the 
jet core. The seasonal mean jet stream for winter and summer over the Australian 
region is shown in Fig. 8.6. In the winter mean pattern there is a jet spanning the 
Australian continent with a core centered off the east coast in the Pacific, and split 
flow in the Tasman Sea. In summer the mean jet core has retreated well south of 
the Australian continent in Austrahan longitudes. The jet patterns help explain 
the seasonal mean relative vorticity patterns shown in Fig. 8.5. For example, the 
shear and curvature vorticity implied from the jet pattern in winter would predict 
the winter relative vorticity pattern with a band of anticyclonic vorticity north of 
the jet stream, a band of cyclonic vorticity south of the jet stream, and a region of 
anticyclonic vorticity in the Tasman Sea marking the region of split flow in the jet. 

250hPa wind winter mean 1970 - 2006 250hPa wind summer mean 1970 - 2006 
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Figure 8.6. Seasonal mean 250 hPa wind. Units are m s ^ The left panel is for 
winter (JJA) and the right panel is for summer (DJF). 

The final index used here to characterize a feature of the synoptic systems is 
vertical velocity, u. Vertical velocity provides a further gross measure of instability. 
Upward vertical velocities are a virtual prerequisite for rainfall. The rain layer in 
typical synoptic systems may extend over a wide range from the surface to the 
middle and upper troposphere for convective systems. We have selected 700 hPa 
to display the vertical velocity as this level is close to the middle of the rain layer 
for typical systems and will be within the rain layer in most systems. The seasonal 
mean vertical velocities over Australia are shown in Fig. 8.7. These plots indicate 
Australias location under regions of mean descent (negative vertical velocities) in the 
subtropical ridge. In summer, a monsoonal heat low is established in the northern 
part of the continent, giving rise to mean ascent there. Regions of mean ascent in 
mid-latitudes are more salient near Australia in winter than summer. 

Taken together, the winter mean indicators for Eady growth rate, relative vor-
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Figure 8.7. Seasonal mean vertical velocity at 700 hPa. Units are Pa 
Negative values (dashed contours) indicate descent. Positive values (solid 
contours) indicate ascent. The zero contour is bold. 

ticity, and vertical velocity shown in Figs. 8.4, 8.5, and 8.7 are not particularly 
propitious for winter rainfall in the Mallee region. In the winter mean fields the 
Eady growth rate (Fig. 8.4) and relative vorticity (Fig. 8.5) both show maxima 
well downstream of the Mallee region, off the east coast of Australia. Thus, the 
main baroclinic zone and cyclonic vorticity regions, which are two critical ingre-
dients for development, are more favorable for storminess in the Pacific than over 
southeastern Australia. Indeed, the winter mean vertical velocity field (Fig. 8.7) 
shows downward motion over southeastern Australia, with upward motion off the 
east coast. Rainfall in the Mallee region is thus dependent on reorganizations and 
perturbations to the mean field provided by variation in broadscale circulation and 
the passage of synoptic systems. In the following section we turn to analysis of the 
synoptic systems that provide these favorable perturbations. 

8.5. Daily rainfall and synoptic types 
In this section we analyze the signature of each synoptic type according to the 

diagnostics described above. For each rainfall day in the Mallee region between 
April 1 and October 31 over the period 1970-2005, the synoptic type has been 
identified according to the criteria in Section 8.4. We have composited each of the 
fields above (thickness anomaly, Eady growth rate, relative vorticity, jet stream, 
vertical velocity) over days with the same synoptic type (cutoffs, fronts, other). 
We performed this compositing for the extended April-October cool season, and for 
overlapping three month seasons (AMJ, JJA, ASO). The overlap in seasons was used 
because the synoptic classification does not include months outside April-October. 
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The results for the winter season (JJA) are generally typical of the various periods 
and are shown here. 

In each case we are interested in how the gross atmospheric structure varies ac-
cording to the type of synoptic system. Further, we are also interested in how the 
structure varies according to the amount of rainfall that the system produces. Thus, 
we have also further stratified the composites according to the intensity of rainfall. 
Rainfall days have been classified as weak (0.1-5 mm), moderate (5-15 mm), and 
heavy (>15 mm). 

8.5.1. Thickness anomaly 

Composites of thickness anomaly for cutoffs and fronts are shown in Figs. 8.8 
and 8.9 respectively. In each case there are marked warm (positive anomaly) and 
cold (negative anomaly) pools associated with the synoptic systems. The difference 
is that the cold pools for cutoff systems are cut off from the westerlies by a warm 
anomaly to the south which wraps around the cold anomaly, whereas for fronts the 
cold pool is contiguous with the westerly belt in the southern oceans. 

As the amount of rain increases, the main change in Figs. 8.8 and 8.9 is that 
the gradient of thickness anomaly across the synoptic system increases. This gra-
dient increases primarily due to an increase in magnitude of the warm anomaly. 
The cold anomaly increases in magnitude too, but not to the same degree. The 
increase in warm anomaly reflects stronger warm air advection ahead of the sys-
tem, which is characteristic of developing systems (Hirschberg and Fritsch, 1991). 
The large warm anomaly produces an enhanced thickness gradient across the sys-
tem, which is a feature of more highly developed systems (Sutcliffe and Forsdyke, 
1950) and is thus consistent with the higher rainfall rates. The orientation of thick-
ness anomaly gradients, with enhanced thickness to the northeast of the system 
center and decreased thickness southwest, would lead to increases in thermal wind 
directed toward the southeast along the thickness gradient. The enhancement of 
thermal wind here would produce an acceleration of the jet stream in the vicinity 
of the system, promoting further development. 

8.5.2. Eady growth rate 

The Eady growth rate marks areas of favorable baroclinic development for storm 
systems. The composites of Eady growth rate for cutoffs are shown in Fig. 8.10. 
The composites of Eady growth rate are compiled for the day prior to the rain event 
because the storm tends to develop in response to high values of Eady growth rate 
with a lag of a day or so. For cutoff systems associated with weak rainfall events the 
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Figure 8.8. Composite of thickness anomaly for cutoff systems that accompany 
rain days in winters 1970-2005. The top left panel is a composite over all such rain 
days. The top right panel is a composite over just the subset of rain days that 
total less than 5 mm. The bottom left is for rain days between 5 and 15 mm, and 
the bottom right is for rain days greater than 15 mm. Units are m. The box 
indicates the synoptic analysis region, as in Fig. 8.1. Dash contours indicate 
negative anomalies and solid contours indicate positive anomalies. 

pattern of Eady growth rate resembles the climatological mean pattern, following 
the major jets. For the heavy rainfall events the area of instability is increasingly 
concentrated over the analysis region. The pattern for frontal systems (not shown) 
is similar to that for cutoff systems, but the areal concentration of Eady growth 
rate is less pronounced for heavier rainfall events. Cutoff systems in the region are 
associated with, or promote, more concentrated gradients of baroclinic instability 
than frontal systems, which would be one factor behind their higher rainfall rates. 
Another factor promoting growth of the systems is the relative vorticity, which is 
discussed in the next section. 
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Figure 8.9. As in Fig. 8.8, but for composites of thickness anomaly for frontal 
systems. Units are m. 

8.5.3. Relative vorticity 

The relative vorticity for cutoff and frontal systems is shown in Figs. 8.11 and 8.12, 
respectively. For cutoff systems (Fig. 8.11) the maximum in cyclonic vorticity at the 
center of the system intensifies as rainfall from the system increases. The cyclonic 
vorticity maximum is cradled to the south and southeast by a region of enhanced 
anticyclonic vorticity, which marks the blocking high associated with the cutoff low. 
This blocking high also intensifies as rainfall from the cutoff low increases. For 
frontal systems (Fig. 8.12) the relative vorticity maximum also increases as rainfall 
from the system increases, but the maximum in cyclonic vorticity is weaker and 
located further south. The cyclonic vorticity maximum extends into the southern 
ocean in association with the influence of the polar front jet, which extends through 
this region in the more intense frontal systems (as shown in the next section). 

The regions of cyclonic vorticity for cutoff (and front) composites are broadly 
coincident with the maxima in Eady growth rate indicated in Fig. 8.10. However, 
the cyclonic vorticity maxima are more strongly localized about the synoptic system 
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Figure 8.10. As in Fig. 8.8, but for composites of Eady growth rate for cutoff 
systems. Units are day~^. 

than the Eady growth rate maxima. Both Eady growth rate and relative vorticity 

fields display concentrated maxima in the synoptic box region for the most intense 

systems. The superposition of baroclinic zone and upper level vorticity displayed 

here is characteristic of the form of cyclonic development described by Petterssen 

(1955). The systems intensify as an upper level trough moves over a region of high 

baroclinic growth rate. 

8.5.4. Jet streams 

The signatures of the Jetstream composites for cutoffs and fronts are quite different 

and are shown in Figs. 8.13 and 8.14 respectively. For cutoff events (Fig. 8.13) the 

subtropical jet is pronounced over the Australian continent and distinct from any 

branches of the polar jet. Cutoff systems are associated with the subtropical jet. 

As rainfall increases the subtropical jet is increasingly localized over the synoptic 

analysis region, with rainfall in the favorable right exit region of the jet. This region 

of the jet is characterized by upper level divergence and generates upward motion 
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Figure 8.11. As in Fig, 8.8, but for composites of relative vorticity for cutoff 
systems. Units are Dash contours indicate cyclonic vorticity. 

(Barry and Carleton, 2001), as is evident from the vertical velocity field in Fig. 
8.15. In addition, the baroclinic growth rates are highest in this region (Fig. 8.10) 
and thickness anomaly gradients indicate an acceleration of the thermal wind (Fig. 
8.8). The acceleration of the thermal wind reinforces the jet, while the jet promotes 
upward motion and growth of the system. This illustrates the manner in which the 
jet is both a consequence and cause in its dynamical coupling to the baroclinic zone 
in intense systems. 

In frontal systems (Fig. 8.14) the polar jet merges with the frontal jet in the vicin-
ity of the frontal system. As the intensity of the rainfall event increases, the branch 
of the polar jet becomes more distinct, linking up directly with the subtropical jet 
to provide energy and momentum for the frontal system. Intense frontal systems in 
the region thus tend to gain energy via meridional excursions of the polar jet, while 
intense cutoff systems gain energy from a localization and concentration of the sub-
tropical jet. Like cutoff systems, intense frontal systems also show strong upward 
vertical velocities (Fig. 8.16) in the right exit region of the jet (Fig. 8.14). The 
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Figure 8.12. As in Fig. 8.8, but for composites of relative vorticity for frontal 
systems. Units are Dash contours indicate cyclonic vorticity. 

increase in upward velocity also occurs in conjunction with strong warm advection. 
The features of the broader vertical velocity field and the factors which set it are 
discussed in the next section. 

8.5.5. Vertical velocity 

Patterns of vertical velocity across storm systems help complete a view of the 
three dimensional ñow structure. Figs. 8.15 and 8.16 show composites of the verti-
cal velocity field for cutoffs and fronts respectively. For both cutoffs and fronts there 
is a region of pronounced descent behind the system and a region of pronounced 
ascent ahead of the system. The areas of ascent occur in the regions where warm 
advection is strongest (indicated by large positive thickness anomalies in Figs. 8.8 
and 8.9) and areas of descent occur in the regions where cold advection is strongest 
(indicated by large negative thickness anomalies in Figs. 8.8 and 8.9) following 
expectations from quasi-geostrophic theory. The regions of ascent and descent in-
crease in magnitude with increases in rainfall intensity of the systems. For cutoff 
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Figure 8.13. As in Fig. 8.8, but for composites of 250 hPa wind for cutoff 
systems. Units are m 

systems the regions of descent and ascent tend to wrap around one another in clas-
sical comma form, indicative of warm moist ascent ahead of the system and cold 
descent behind the system (e.g., Thorncroft et a/., 1993; Griffiths et al, 1998). This 
feature is also enhanced as rainfall increases. For frontal systems, the region of as-
cent is more broadly aligned along a meridional band, consistent with the influence 
and orientation of the polar front jet (Fig. 8.14). 

8.6. Interannual rainfall 
In the previous section we investigated the variation in synoptic system structure 

as a function of rainfall intensity using daily rainfall data. In this section we move to 
the interannual timescale. We start with large scale rainfall patterns on the seasonal 
scale and investigate whether there are coherent variations in synoptic structure that 
accompany these patterns. To construct seasonal rainfall patterns we have used 
gridded rainfall data for Australia spanning the period 1960-2004 (Jeffrey et al., 
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Figure 8.14. As in Fig, 8.8, but for composites of 250 hPa wind for frontal 
systems. Units are m 

2001). A clustering algorithm (Ward, 1963; Cheng and Wallace, 1993) was employed 
to identify five dominant patterns of rainfall across the Australian continent. These 
patterns for the winter season are shown in Fig. 8.17. The patterns correspond to 
wetter than average conditions across the Great Dividing Range (wet Divide), wet 
across the southern part of the continent (wet south), wet along the east and west 
coasts (wet east/west coasts), dry over much of the continent (dry Australia), and 
wet over much of the continent (wet Australia) respectively. In the Mallee region, 
the high rainfall years correspond to the 'wet south' and 'wet Australia' patterns. 
The break up of rainfall by synoptic type for each of these rainfall patterns is shown 
in Fig. 8.18. Winter rainfall in the Mallee region in the 'wet south' pattern is 
unusual in that it is dominated by fronts, whereas cutoffs dominate for most other 
patterns. In particular, the 'wet Australia' pattern is heavily dominated by rainfall 
from cutoff events. 

The thickness anomalies that accompany each of these patterns are shown for 
cutoff systems in Fig. 8.19 and frontal systems in Fig. 8.20. For rainfall patterns 
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Figure 8.15. As in Fig. 8.8, but for composites of vertical velocity for cutoff 
systems. Units are Pa Dash contours indicate descent and solid contours 
indicate ascent. 

with higher than normal cutoff rainfall ('wet Divide' and 'wet Australia'), the cold 
thickness anomaly is particularly pronounced. For the much wetter 'wet Australia' 
pattern, the positive thickness anomaly off the east coast is also very pronounced, re-
sulting in a strong thickness gradient. For patterns where frontal rainfall is enhanced 
('wet south' and 'wet Australia'), the gradient of thickness anomaly is also strongly 
enhanced, with a large positive anomaly over northeastern continental Australia. 

The mid-tropospheric flow pattern associated with each rainfall cluster grouping 
is quite distinct. We represent this flow by geopotential height anomalies at 500 hPa 
in Fig. 8.21. For the rainfall patterns that are wettest in the Mallee ('wet south' 
and 'wet Australia'), the tropospheric flow is highly zonal with an annulus about 
the pole. This flow pattern is characteristic of the Southern Annular Mode (SAM) 
(Thompson and Solomon, 2002). Curiously, these two wet patterns are associated 
with SAM patterns of opposite sign in Fig. 8.21. The 'wet south' pattern has lower 
than normal geopotential in the westerly belt and the 'wet Australia' pattern has 
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Figure 8.16. As in Fig. 8.8, but for composites of vertical velocity for frontal 
systems. Units are Pa Dash contours indicate descent and solid contours 
indicate ascent. 
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Figure 8.17. Winter rainfall anomaly patterns derived from a pattern cluster 
algorithm. The patterns are based on winter rainfall from the years 1960-2004. 
The years comprising each pattern are listed above the pattern. The shorthand 
descriptor for each pattern given in the text is 'wet Divide', 'wet south', 'wet 
east/west coasts', 'dry Austraha', and 'wet Austraha' respectively. The solid lines 
enclosing shaded areas indicate statistically significant anomalies at the 80% level. 



CE. 8 8.6. INTERANNUAL RAINFALL 

80 

70 

60 

E 
E 
= 50 S c 55 

8stn rainfall by syn type for rain clusters: win 

40 

ro 30 

20 

10 

m 

fiT 

i, 
^̂  • 
v 1—1 Í' 
k r F 

J. 

] other 
aitof 
front 

wetdiv wetsou wetewc dry a us 
rainfall cluster 

wetaus allyrs 

Figure 8.18. Mallee eight station rainfall by synoptic type for the rainfall 
cluster categories identified in Fig. 8.17. The rainfall amounts plotted are the 
average winter rainfalls over the years in each rainfall cluster. The shorthand 
labels given correspond to the 'wet Divide', 'wet south', 'wet east/west coasts', 
'dry Australia', and 'wet Australia' patterns respectively, and to all years. 

higher than normal geopotential in this belt. The 'wet Australia' pattern is wet 
because the positive geopotential east of Australia is indicative of blocking there, 
which is more favorable to the development of cutoff low systems over Australia 
(Pook et al., 2006). In Fig. 8.18 we note that the 'wet Australia' pattern is domi-
nated by cutoff rainfall in the Mallee. The years associated with this pattern have 
about twice the cutoff rainfall of other patterns. Conversely, the 'wet south' pattern 
is dominated by frontal rainfall, which is enhanced across the southern edge of the 
continent by the equatorward shift of the zonal westerlies indicated in Fig. 8.21. 

The jet stream fields associated with each rainfall pattern are not shown here for 
brevity. They show a strong influence of the subtropical jet. The location of the 
jet maximum of the subtropical jet shifts from pattern to pattern, with the maxi-
mum located proximate to the region which is wet, or east of the continent for the 
'dry Australia' pattern. The 'dry AustraUa' pattern is associated with unusually 
low blocking activity in the Tasman Sea as indicated by the negative geopotential 
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Figure 8.19. Thickness anomaly for the five rainfall cluster patterns shown in 
Fig. 8.17 for winter days in the set of cluster years for which cutoff low events 
occur. The six panels correspond to the five patterns ('Wet Divide', 'Wet South', 
'Wet East/West Coast', 'Dry Australia', 'Wet Australia') and to all years 
(1960-2004). Units are m. Dash contours indicate negative anomalies and solid 
contours indicate positive anomalies. 

anomaly in this region in Fig. 8.21 and a much weaker than normal region of anti-
cyclonic vorticity (not shown). The reduction in blocking here reduces the incidence 
of cutoff lows in the analysis region (Section 8.5.3; Pook et a/., 2006), and thus the 
amount of rainfall from cutoff's (Fig. 8.18). 

8.7. ENSO/IOD classification 
In the previous section we looked at variation in synoptic structure as a function 

of variation in interannual rainfall patterns. In this section, we keep the interannual 
focus, but instead of conditioning results by continental rainfall, we condition by 
the leading modes of variability of the Indian and Pacific Oceans. Rainfall in the 
Australian region is strongly influenced by both the El Nifio-Southern Oscillation 
(ENSO; Allan, 1988; Nicholls et al., 1997; Wang and Hendon, 2007) in the Pacific 
Ocean and the Indian Ocean Dipole (lOD; Ashok et al., 2003a). 
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Figure 8.20. As in Fig. 8.19, but for days on which frontal events occur. 
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Figure 8.21. 500 hPa geopotential height anomaly patterns corresponding to 
the rainfall cluster years identified in Fig. 8.17. The five cluster patterns from left 
to right are 'wet Divide', 'wet south', 'wet east/west coasts', 'dry Australia', and 
'wet Australia'. 

Meyers et ai (2007) have recently classified all years between 1885 and 1999 ac-
cording to ENSO state (El Niño, neutral. La Niña) and lOD state (lOD-h, neutral, 
IOD-). This classification defines a 3 x 3 matrix with years allocated to the ap-
propriate cells of the matrix. In practice, the El Niño/IOD- and La Niña/IOD-h 
combinations seldom occur and so there are effectively only seven categories. For 
the southeast Australia region, wet years in this classification generally correspond 



CH. 8 8.7. ENSO/IOD CLASSIFICATION 

to combinations in which lOD is -ve, and/or there is a La Niña. Dry years generally 
correspond to combinations in which lOD is H-ve and/or there is an El Niño (Meyers 
et al, 2007). 

Thickness anomaly composites for the ENSO/IOD year groupings are shown in 
Fig. 8.22 for the winter season. Both the El Niño and IOD+ composites (top row 
and right column in Fig. 8.22) are marked by negative (cool) thickness anomalies 
over the Pacific Ocean east of Australia and in northeastern Australia. This is con-
sistent with the cool SST anomalies associated with this region for these categories 
(Meyers et al., 2007). By contrast, the lOD- and La Niña categories (left column 
and bottom row in Fig. 8.22) show warmer thickness anomalies in this region and 
warm anomalies northwest of Australia. These warm thickness anomalies are also 
consistent with the warm SST anomalies in these regions for lOD- and La Niña 
categories. Thickness anomalies do not mirror SST anomalies at any given point 
in time, as atmospheric thickness anomalies change more rapidly than oceanic SST 
anomalies. However, the atmosphere is thermally coupled to the ocean surface, 
and there does appear to be a relationship between SST and lower tropospheric 
temperature (thickness) over monthly and seasonal timescales, as exhibited by the 
corresponding anomaly patterns shown here. This suggests a pathway via which 
SST anomalies may influence the development of synoptic systems: SST anoma-
lies influence thickness anomalies, which in turn alters thickness gradients, thermal 
wind, and the potential for systems to develop. Similar relationships based on SST 
and their gradients have been articulated in observational (Kushnir et al, 2002) and 
modeling studies (Frederiksen and Balgovind, 1994; Kushnir et al., 2002; Ummen-
hofer et a/., 2008). 

The thickness field is partly set by thermal coupling and other time-mean pro-
cesses, and partly via the passage of transient systems. When the thickness field in 
each ENSO/IOD category has the contribution from days in which each synoptic 
type occurs removed, the resulting patterns are similar to those in Fig. 8.22. This 
suggests that these fields are reflective of a response to the background SST state. 
If the thickness anomaly fields in Fig. 8.22 are viewed as background states for 
synoptic systems in these years, then the El Niño and lOD-h (see top row and right 
column in Fig. 8.22) cold Pacific region thickness anomalies with warm anoma-
lies to the south and west would tend to generate a thermal wind component that 
weakens the jet stream. Further, the cool SST/thickness background would weaken 
the positive (warm) thickness anomaly along the east coast that is characteristic 
of stronger cutoff systems in this region (see Fig. 8.8). The resulting reduction in 
thickness gradient is associated with a reduction in rainfall. This is consistent with 
the reduction of rainfall in El Niño and lOD-t- years. Conversely, for La Niña years 



CH. 8 8.7. ENSO/IOD CLASSIFICATION 

100-

El Nino 

neutral 

thka: all 1970-1999 win 

IOD+ 

thka : all 1970-1999 win 
s-

thka : all 1970-1999 win 

100 120 140 160 180 
longitude 

thka : all 1970-1999 win 
0 

100 120 140 180 180 
longitude 

thka : all 1970-1999 win 
0 

100 120 140 160 180 
longitude 

thka : all 1970-1999 win 
0 

100 120 140 160 180 
longitude 

thka : all 1970-1999 win 
0 

100 120 140 160 180 
longitude 

La Nina 
«> -20 

100 120 140 leo 180 
longitude 

100 120 140 160 180 
longitude 

Figure 8.22. Thickness composite anomaly for ENSO/IOD categories for 
winter. The anomaly is calculated from the set of years 1970-1999. Only those 
years that fall into each ENSO/IOD category are used to calculate the composite 
anomaly. Units are m. Dash contours indicate negative anomalies and solid 
contours indicate positive anomalies. 

(bottom row in Fig. 8.22), the positive thickness anomaly over northern Australia 
and the Pacific Ocean, together with the negative thickness anomaly over southern 
Australia would result in an enhancement in thermal wind along the jet axis and a 
strengthening of the jet stream over southeastern Australia, along with an enhance-
ment of thickness gradient for systems in this region. These features are consistent 
with the increase of rainfall in southeastern Australia in La Niña years. 

Within each of the ENSO/IOD categories we can also group the results according 
to the different synoptic categories. The thickness anomaly composites for cutoff 
systems in each of the ENSO/IOD categories are shown in Fig. 8.23. Cutoffs have 
different signatures in the thickness pattern for different ENSO/IOD year groups, 
with the differences following the background thickness anomalies shown in Fig. 
8.22. Where the warm/cold anomalies are pronounced in Fig. 8.22 the warm/cold 
anomaly is larger in Fig. 8.23. Focusing on the region along the east coast of Aus-
tralia, the ENSO/IOD category with a positive thickness anomaly in this region in 



CH. 8 8.7. ENSO/IOD CLASSIFICATION 

Fig. 8.22 (La Niña) exhibits an enhanced positive anomaly along the east coast and 
enhanced thickness gradient across the cutoff system in Fig. 8.23. The ENSO/IOD 
categories with a negative thickness anomaly along the east coast in Fig. 8.22 (El 
Niño, El Niño/IODH-, IOD+) have a only a weak positive thickness anomaly associ-
ated with the cutoff system in Fig. 8.23. This weak positive anomaly is associated 
with a weak thickness gradient in the cutoff system and lower rainfall. The con-
sistency of these relationships supports the notion that SST anomalies affect the 
strength of synoptic systems in the region. 
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Figure 8.23. As in Fig. 8.22, but the composite is only calculated on days for 
which cutoff low events occur. Units are m. 

The thickness anomaly pattern for cutoffs in La Niña categories shows a strong 
gradient across southeastern Australia, consistent with cutoff lows producing high 
rainfall Composites of 250 hPa wind (jet stream) for cutoff days in each of the 
ENSO/lOD categories (not shown) show that the subtropical jet has a local maxi-
mum over southeastern Australia in the La Niña categories, whereas the maximum is 
located further east in the Pacific Ocean for El Niño and lOD-h categories, which is 
too far downstream to promote development of systems over southeastern Australia. 

The thickness gradient for cutoffs between the continent and Pacific Ocean is not 
pronounced for the IOD-/ENSO-neutral category in Fig. 8.23, yet that category 
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is also favorable to cutoff rainfall. In this category the Eady growth rate (not 
shown) shows a pronounced local maximum over the central southern portion of the 
Australian continent, consistent with an enhancement of the jet stream and thermal 
wind in this region. Those enhancements appear to be associated with the positive 
thickness anomaly northwest of Australia, which is proximate to the strong warm 
SST anomaly there in lOD- years. 

For composites of frontal systems in the ENSO/IOD category years (not shown), 
the differences in thickness structure from category to category are not very pro-
nounced. This is consistent with the fact that rainfall from frontal systems in the 
southeast tends to be fairly constant from year to year. The interannual variability 
of rainfall in the region is driven by variability in rainfall from cutoff systems (Pook 
et al, 2006). 

8.8. Conclusions 
Rainfall in the Mallee region of southeastern Australia is highly variable on inter-

annual time scales. One way to decompose that variability is to analyze the synoptic 
systems that produce the rainfall. Using a synoptic classification of frontal systems, 
cutoff lows, and other systems, much of the variability in cool season rainfall (April-
October) is dominated by cutoff systems. Wet years in the southeast tend to be wet 
because there is enhanced rainfall from cutoff systems in those years. 

The organization and structure of cutoff systems was shown to be distinct from 
frontal systems. Cutoff systems display a thermal cold pool cradled to the south by 
a warm thickness anomaly, which is indicative that the system has been 'cutoff' from 
the westerly stream. Both cutoff and frontal systems exhibit a strong increase in 
thickness gradient across the cold and warm pools as the rainfall associated with the 
system increases. The mechanisms via which these systems intensify appears to be 
quite different though. Cutoff systems in the region grow in intensity in association 
with local increases in baroclinicity, vorticity, and a local increase in strength of the 
subtropical jet. Frontal systems increase in intensity through an enhancement and 
conñuence of both subtropical and polar jets. The baroclinic fields associated with 
intense fronts are less well localized than for cutoff systems and reñect the differing 
orientation of the jet systems. The vertical motion in cutoff" systems is also more 
localized (relative to fronts) and displays the more classic comma wraparound of 
rising warm moist air and descending cold dry air. 

In order to test variation of the synoptic types as a function of interannual rain-
fall variability, we analyzed the dominant spatial patterns of rainfall across the 
Australian continent using a clustering algorithm. This yielded five robust pattern 
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types. For the years associated with each pattern we generated composites based 
on the days within each year that each synoptic type occurred. For the one pat-
tern type ('wet south') in which frontal rainfall predominates in the Mallee, the 
thickness gradient is enhanced in the frontal composite. Similarly, the thickness 
gradient is enhanced for composites of cutoffs where cutoff rainfall is enhanced, and 
the thickness gradient is diminished in dry years. 

For the rainfall cluster patterns that are wettest in the Mallee region ('wet south' 
and 'wet Australia'), the hemispheric mid-tropospheric flow is highly zonal with an 
annulus about the pole indicative of the SAM. The 'wet south' pattern is indicative 
of the SAM- phase, while the 'wet Australia' pattern corresponds to the SAM-I-
phase. This suggests that different phases of the SAM can both be associated with 
enhanced rainfall in the Mallee region. The mechanisms are different in each case 
though. The 'wet south' pattern is largely the result of enhanced frontal rainfall, 
which is associated with the decreased pressure and enhanced equatorward westerly 
storm track in the SAM- phase. The 'wet Austraha' pattern features a region of 
positive pressure anomalies and enhanced blocking southeast of Australia, which is 
favorable for the development of cutoff systems over southeastern Australia. This 
result illustrates that a flow pattern with a decreased or southward shift of the zonal 
mean storm tracks south of Australia is not necessarily detrimental to rainfall in 
Australia (cf. Karoly, 2003; Frederiksen and Frederiksen, 2007). In this case the 
tendency for enhanced blocking promotes cutoff systems in the region that are very 
efficient at delivering rainfall to the Australian region. Thus, in projecting rainfall 
changes in the region one needs to consider how any projected circulation changes 
will affect different synoptic types. 

Interannual variability of rainfall and synoptic systems was also assessed for the 
modes of oceanic variability most important for Australia; ENSO and lOD. When 
years are stratified according to ENSO and lOD states, the thickness anomaly pat-
terns in the region refiect the underlying SST anomalies characteristic of each state. 
These thickness anomalies in turn are consistent with the enhancement of thick-
ness gradients for cutoff systems in La Niña and lOD- years and the reduction of 
thickness gradients for cutoff systems in El Niño and lOD-h years. Frontal systems 
display less differentiation as a function of ENSO and lOD state, but this is consis-
tent with reduced interannual variability for frontal systems. Ocean SST anomalies 
along the Pacific coast and north of Australia are consistent with, and appear to 
influence, the intensity of thermal gradients of cutoff systems in southeast Austraha, 

and thus also their rainfall. 
In summary, rainfall variability in southeastern Australia can be described ac-

cording to the kinds of synoptic classification used here. The predominant synoptic 
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types have distinct signatures in the thermal field, in vertical motion, in concen-
tration of baroclinic gradients, in vorticity, and in association with the major jet 
systems. Further, these indicators show consistent changes for the synoptic types 
as rainfall increases and in wet versus dry years. The changes in these features doc-
umented here do not explain the variability, but they help us to understand what it 
looks like. In order to explain the variability we need to consider how these changes 
are related to broader circulation changes, and what the factors in turn are that 
govern these changes. 
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Chapter 9 

Concluding Remarks and Future 
Work 

9.1. Precipitation around the Indian Ocean region 
Observed characteristic patterns in Indian Ocean SST (associated with extreme 

precipitation years in SWWA) were hnked to large-scale reorganizations in the basin-
wide atmospheric general circulation (England et al, 2006). In ensembles of AGCM 
simulations forced with these observed SST patterns, Ummenhofer et al. (2007b, 
2008) further explored the mechanisms by which the reorganization of the local and 
regional atmospheric circulation patterns impact precipitation for two specific areas, 
namely western regions of Australia and East Africa, respectively. In further work, 
the influence and mechanism of this SST pattern on the modulation of precipitation 
across the Indian Ocean will be investigated. There are indications that rainfall 
in Indonesia varies in phase (out of phase) with western Australian (East African) 
precipitation in observations (e.g. England et al, 2006). Fig. 9.1 supports a similar 
conclusion from the conducted AGCM experiments, especially prominent for the 
FDRY case. This most likely relates to the reduction (enhancement) of upward ver-
tical velocity over the Indonesian Archipelago associated with the cold (warm) SST 
anomalies in the tropical eastern Indian Ocean off the northwest shelf of Australia 
in FDRY (cf- F ig . 4 .9 ) . 

9.2. Contribution of local SST to climate anomalies around 
the Indian Ocean region 

The relative importance of local regions of anomalous SST in the Indian Ocean for 
enhanced East African precipitation was described in Ummenhofer et al. (2007b). In 
addition, Ummenhofer et al (2008) suggested that the meridional gradient in SST 
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Figure 9.1. Frequency distribution of total rainfall spatially averaged across 
Indonesia (7°S-1.5°N, 10r-121°E): cumulative rainfall amount (in mm yr~^) 
summed for the months Jan.-Dec. for the (a) Fdry and (b) Fwet case. The 
shaded gray rainfall distribution represents the CNTRL (normalized to the 
number of ensemble members in Pdrywet), while Pdry and Pwet are 
indicated with black outlines. The following significance level holds, as determined 
by a Mann-Whitney test (if nothing indicated, below 80%): (a) 99% 

anomalies between the eastern tropical and subtropical Indian Ocean is essential 
for modulations of large-scale rainfall anomalies across western regions of Australia. 
AGCM experiments with individual and combined poles of SST anomalies across 
the Indian Ocean will be further investigated for their contributing role in driving 
precipitation anomalies across Australia. Fig. 9.2 demonstrates the importance of 
an enhanced (reduced) meridional SST gradient in the eastern Indian Ocean for 
a shift in the annual rainfall distribution towards its high (low) end for WA. The 
biggest response in the WA rainfall distribution is seen in the experiments with both 
the tropical and subtropical pole included, especially for the wet case (Fig. 9.2a, d). 
The contribution of the tropical pole on its own is far greater than the subtropical 
pole, which is not surprising considering the close ocean-atmosphere coupling in the 
tropics relative to the extratropics (Kushnir et a/., 2002). This also relates to the 
magnitude of the SST anomaly in the tropical pole, and the coincident magnitude 
of the change in the meridional SST gradient, relative to the subtropical pole (see 
Section 9.3). 

9.3. Improved predictions from Indian Ocean variability 
Future work is planned to gain a better understanding of the development and 

seasonal evolution of the characteristic SST patterns in Indian Ocean. As shown 
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Figure 9.2. Frequency distribution of total rainfall spatially averaged across 
Western Australia (21°-35°S, 115°-129°E): cumulative rainfall amount (in mm 
yr~^) summed for the months Jan.-Dec. for the Fdry cases for the poles (a) 
De/+s/, (b) De/, and (c) D«/ and for the FWET cases (d) WEI+SI, (e) We/, and (f) 
Wsi- The shaded gray rainfall distribution represents the CNTRL (normalized to 
the number of ensemble members in Pdry/Fwet)I while Pdry and Fwet for 
the diflPerent poles are indicated with black outlines. The following significance 
levels hold, as determined by a Mann-Whitney test (if nothing indicated, below 
80%): (a) 99%, (b) 99%, (d) 99%, (e) 99%. 

by England et al. (2006) and Ummenhofer et al. (2007b, 2008), these distinct SST 
patterns can induce considerable local and regional changes in the general atmo-
spheric circulation across the Indian Ocean, with impacts on precipitation over the 
adjacent land masses. Therefore, improved knowledge of the seasonal evolution 
of the described Indian Ocean SST anomalies could help in seasonal forecasting. 
Oceanic precursors for variability of the regional atmospheric circulation over the 
Indian Ocean basin are more likely to prove promising for increased lead times 
than indices based on atmospheric fields. To investigate the predictive potential of 
the characteristic SST patterns, simulations are planned with an ocean model, the 
NCAR CCSM3 run in the standard ocean-ice configuration with forcing from the 
Common Ocean-ice Reference Experiments (CORE). A set of ensemble simulations 
is envisaged, in which the ocean is forced with observed atmospheric boundary con-
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ditions encountered during extreme dry and wet rainfall years in SWWA. These 
changed atmospheric fields include surface wind anomalies across the Indian Ocean 
basin during extreme rainfall years in SWWA, such as those described by England 
et al (2006). In addition, simulations with anomalous surface heat fluxes during 
those extreme rainfall years will be conducted. Similar to the experimental setup for 
the atmospheric model described in Ummenhofer et al. (2007b), experiments with 
the ocean model will include the entire pattern across the Indian Ocean, as well 
as individual and combined poles, to assess the contribution of regional and local 
ocean-atmosphere interactions for the large-scale circulation. 

Particular emphasis will be put on the initial oceanic and atmospheric conditions 
necessary for the formation of the individual poles. These include the depth of the 
thermocline in the east (Meyers et al., 2007), the barrier layer, timing and strength 
of the surface wind anomalies (Feng and Meyers, 2003; Wijffels and Meyers, 2004), 
and their influence on coastal upwelling off Sumatra/Java. In this context, the 
influence of ENSO variability on the tropical Indian Ocean, particularly during the 
formation phase of the tropical lOD, as previously suggested (e.g., Goddard and 
Graham, 1999; Latif et a/., 1999; Black et al., 2003; Feng and Meyers, 2003; Wijffels 
and Meyers, 2004; Meyers et a/., 2007), will be analyzed as well. The processes 
responsible for the continued formation of the poles with anomalous SST will be 
investigated. A heat budget analysis of individual poles will be used to quantify the 
contribution of competing influences/processes/mechanisms to the formation of the 
poles. The propagation of a subsurface oceanic signal, possibly as a Rossby wave 
from the eastern to western Indian Ocean, will be explored to distinguish between 
atmospheric influences and internal ocean dynamics for the formation of the western 
Indian Ocean warm SST anomalies during a positive lOD event (Gary Meyers 2007, 
personal communication). 

A flrst indication of possible predictive potential can be gained from Fig. 9.3. Fig. 
9.3a-c depicts the evolution of observed area-averaged Indian Ocean SST anomalies 
in the regions of the individual poles marked in Fig. 4.1 for each year during the 
period 1970-2006. In addition, the seasonal evolution of the difference in SST 
anomalies between poles, i.e. F^j - Pg/ and Psi - Pe/, are indicated (Fig. 9.3d-
e). Years that England et al. (2006) defined as extreme dry (wet) in SWWA are 
highlighted in red (blue), respectively. For the eastern pole Pg/ (= PI; Fig. 9.3a), 
there is a general tendency for SST anomalies during dry (wet) SWWA years to be 
negative (positive) for the better part of the year. Anomalies over the western pole 
Pwi are less distinguishable between dry and wet years (Fig. 9.3b). The same is true 
for the southern pole Psi (= P2; Fig. 9.3c), though very cold SST anomalies are 
not seen during dry SWWA years, but frequently for wet years. When focusing on 
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Figure 9.3. (a-e) Seasonal cycle of SST anomalies for different poles, with dry 
(red) / wet (blue) years in SWWA highlighted, for individual years during the 
period 1970-2006. (f, g) Average seasonal cycle of SST anomalies for dry/wet 
years in SWWA for different poles, with solid lines indicating significant anomalies 
(at 90% confidence level). 

the difference between the western and eastern pole P^i - Pel, the SST anomalies 
between the dry and wet SWWA years diverge over the second half of the year 
(Fig. 9.3d), which is consistent with the phase-locking of the lOD with its peak 
in October/November (e.g., Saji et al, 1999; Webster et ai, 1999; Li et ai, 2003; 
Zhang and Yang, 2007). Similarly, the meridional gradient between the southern and 
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eastern pole P^/ - Pg/ reaches highest values during the second half of the year, as 
described by Ummenhofer et al (2008), and diverging SST anomalies are observed 
after May (Fig. 9.3e). The seasonal development of SST anomalies for the different 
poles and difference between them is averaged across dry and wet SWWA years 
(as defined by England et al, 2006), respectively (Fig. 9.3f, g). From June/July 
onwards, the SST anomalies in Pg/ and the differences between the poles Psi - Pe/ 
and Pwi - Pel during dry SWWA years differ significantly (at the 90% confidence 
level) from the anomalies during wet years (Fig. 9.3f). The zonal SST difference 
in the tropical Indian Ocean (P (̂;/ - Pg/) is less distinct during wet years, while the 
SST anomalies in Pg/ and Psi - Pel are significantly different from the dry years 
(Fig. 9.3g). In fact, the meridional gradient of Pgi - Pel during wet years is already 
significantly different for a period very early on in the year for January to March. 

The divergent tendencies in the seasonal evolution of SST anomalies for the vari-
ous poles for extreme dry and wet SWWA years indicates that upper ocean dynam-
ics/processes over the Indian Ocean are fundamentally different. It is of interest 
to further pursue if these differences are due to internal dynamics of the ocean, or 
result from anomalous ocean-atmosphere interactions. The results presented in pre-
vious chapters indicate that anomalous SST patterns are indeed capable of driving 
the observed atmospheric general circulation changes, and ultimately the shifts in 
precipitation. Longer persistence of oceanic anomalies and their gradual build-up 
(cf. Fig. 9.3f-g) provides hope for improved seasonal rainfall forecasts based on a 
better understanding of the seasonal evolution/development of the ocean anomalies 
with longer lead-times. 

The above hypothesis will be tested by forcing the ocean model with the charac-
teristic dry/wet SWWA anomalous atmospheric fields (heat fluxes/winds) only for 
the first few months of the year. If there is any predictive potential in the system, 
the characteristic SST patterns in the various poles should persist for several months 
even when reverting back to climatological atmospheric forcing due to the "inertia" 
of the ocean. Ideally, model simulations will be repeated in a coupled model to 
assess the ocean-atmosphere feedbacks of the induced anomalies in the coupled sys-
tem. These experiments would follow the approach used successfully by Sen Gupta 
and England (2007). 

9.4. SWWA climate variability on historic/paleo-timescales 
Future work is planned to assess recent trends and interannual to seasonal vari-

ability in SWWA precipitation and its links to Indian Ocean climate over centennial 
timescales in the historic/geologic record. This will involve use of proxies for Indian 
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Ocean SST in the regions defined by the individual poles from coral records. Kuh-
nert et al. (1999, 2000) describe SST records inferred from skeletal in corals 
which roughly coincide with the positions of P^/ (= P2) and Pe/ (= PI), respectively. 
These proxy SST records cover the period 1795-1995 and 1879-1995, respectively, 
providing sufficient overlap with historic observation-based measurements to assess 
their quality/accuracy. It would thus be possible to assess variability and trends of 
SST in these poles, as well as the gradient between them (P^/ - Pel) over an ex-
tended period. This could then be related to long-term SWWA precipitation proxy 
data available at seasonal resolution from speleothem records for the past century 
(Treble et al, 2003, 2005a,b). The sudden decrease in SWWA winter rainfall in the 
1970s (e.g., Allan and Haylock, 1993) could thus be assessed on longer centennial 
timescales and possibly related to changes in Indian Ocean climate inferred from 
SST proxies. 

9.5. Extratropical influences on Australian precipitation 
Impacts of extratropical influences on Australian rainfall will be explored follow-

ing methodology already successfully applied to New Zealand precipitation. The 
relative contribution of tropical (as associated with ENSO) and extratropical (as 
associated with SAM) influences to New Zealand precipitation variability and long-
term trends were assessed by Ummenhofer and England (2007) and Ummenhofer 
et al. (2007a), respectively. The SAM plays an important role in modulating New 
Zealand precipitation on seasonal to interannual timescales via changes to the atmo-
spheric circulation and moisture fluxes over the country (Ummenhofer and England, 
2007). Similarly, on longer timescales, the SAM contributes significantly to recent 
drying trends over wide parts of New Zealand during austral summer (Ummenhofer 
et al., 2007a). For Australia, the positive-trending SAM is suggested to account 
for recent positive trends in DJF rainfall for southeastern Australia (Hendon et a/., 
2007) and decreases in JJA SWWA rainfall trends (Cai and Cowan, 2006). In con-
trast, Meneghini et al. (2007) only find short-term dechnes in winter rainfall in 
Victoria and Tasmania linked to the SAM, while not for SWWA. Future work is 
planned to better understand extratropical influences associated with the SAM on 
winter precipitation across southern regions of Australia. Recent work by van Om-
men et al. (2007) shows a tentative out-of-phase relationship between SWWA and 
Antarctic precipitation from paleo-climate proxy records. It is intended to pursue 
such extratropical teleconnections further, combining output from climate model 
simulations with reanalyses and observations, as well as proxy records. This re-
search could overlap with the investigation of present SWWA precipitation trends 
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and variability in the long-term historic context (see Section 9.4). 
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ACRONYMS 

Acronyms 

ACW Antarctic Circumpolar Wave 
AGCM Atmospheric general circulation model 
APSIM Agricultural Production Systems sIMulator 
AR4 Assessment Report Four 
BoM Australian Bureau of Meteorology 
CAM Community Atmosphere Model 
CAMSOPI Climate Anomaly Monitoring System-OLR Precipitation Index 
CCSM Community Climate System Model 
CDC Climate Diagnostics Center 
CMAP CPC Merged Analysis of Precipitation 
COADS Comprehensive Ocean-Atmosphere Data Set 
CORE Common Ocean-ice Reference Experiments 
CPC Climate Prediction Center 
CSIRO Commonwealth Scientific and Industrial Research Organisation 
DJF December-January-February 
DMI Dipole Mode Index 
DNRM Queensland Department of Natural Resources and Mines 
ECMWF European Centre for Mid-Range Weather Forecasting 
ENSO El Nino-Southern Oscillation 
EOF Empirical orthogonal function 
ERA-40 ECMWF 40-year Re-analysis 
GCM General circulation model 
GPCC Global Precipitation Climatology Center 
GPCP Global Precipitation Climatology Project 
lOCI Indian Ocean Climate Initiative 
lOD Indian Ocean Dipole 
lODM Indian Ocean zonal dipole mode 
IPCC Intergovernmental Panel on Climate Change 
IPO Interdecadal Pacific Oscillation 
ITCZ Intertropical Convergence Zone 
ITF Indonesian Throughfiow 
JASO July-August-September-October 
JJA June-July-August 
MAM March-April-May 
MAMJ March-April-May-June 
MSLP Mean sea level pressure 
NCAR National Center for Atmospheric Research 
NCEP National Center for Environmental Prediction 
NIWA National Institute of Water and Atmospheric Research 
NNR NCEP-NCAR reanalysis 
NOAA National Oceanic and Atmospheric Association 



ACRONYMS 

NWWA Northwest Western Australia 
OLR Outgoing longwave radiation 
OND October-November-December 
PC Principal component 
PDO Pacific Decadal Oscillation 
POP Parallel Ocean Program 
PSD Power spectral density 
SAM Southern Annular Mode 
SAT Surface air temperature 
SD Standard deviation 
SDI Subtropical Dipole Index 
SEA Southeastern Australia 
SIOD Subtropical Indian Ocean Dipole 
SLP Sea level pressure 
SOI Southern Oscillation Index 
SON September-October-November 
SPCZ South Pacific Convergence Zone 
SST Sea surface temperature 
SWWA Southwest Western Australia 
TBO tropospheric biennial oscillation 
ITTC Coordinated Universal Time 
WA Western Australia 
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