
Highly Accurate Ultrasonic Positioning and Tracking Systems

Author:
Khyam, Mohammad

Publication Date:
2015

DOI:
https://doi.org/10.26190/unsworks/2706

License:
https://creativecommons.org/licenses/by-nc-nd/3.0/au/
Link to license to see what you are allowed to do with this resource.

Downloaded from http://hdl.handle.net/1959.4/54259 in https://
unsworks.unsw.edu.au on 2024-04-30

http://dx.doi.org/https://doi.org/10.26190/unsworks/2706
https://creativecommons.org/licenses/by-nc-nd/3.0/au/
http://hdl.handle.net/1959.4/54259
https://unsworks.unsw.edu.au
https://unsworks.unsw.edu.au


Highly Accurate Ultrasonic
Positioning and Tracking Systems

by

Mohammad Omar Khyam

A thesis submitted in fulfilment of the requirements

for the degree of

Doctor of Philosophy

MANU E T MEN
TE

SCIENTIA

School of Engineering and Information Technology

The University of New South Wales

Canberra, Australia

August, 2014



Originality Statement

‘I hereby declare that this submission is my own work and to the best of my

knowledge and belief, it contains no material previously published or written by

another person, nor material which to a substantial extent has been accepted for

the award of any other degree or diploma at UNSW or any other educational

institution, except where due acknowledgement is made in the thesis. Any contri-

bution made to the research by colleagues, with whom I have worked at UNSW

or elsewhere, during my candidature, is fully acknowledged. I also declare that

the intellectual content of this thesis is the product of my own work, except to

the extent that assistance from others in the project’s design and conception or in

style, presentation and linguistic expression is acknowledged.’

Signed.............................................

Date........................

i



Dedication

My late father; the best man that I have ever known.

Not forgetting my mother, the living encouragement for me

My wife Mutmainnah Hasib, who is constantly very supportive to all my plans

ii



Acknowledgements

“Patience is not passive waiting. Patience is active acceptance of the process

required to attain your goals and dreams.”–Ray Davis

Thanks to

• God, the Almighty, Alhamdulillah, for bestowing His unlimited Mercy and Bless-

ings on me to accomplish this task.

• My supervisor, Associate Professor Dr. Mark Pickering, for his continuous guid-

ance and encouragement throughout my PhD journey. His energy and enthusiasm

still continue to amaze me. Whenever I have felt down, I could simply knock on

his door and discuss different issues. During the countless discussions I had with

him, I always felt that I was his only student, although he had about ten students.

He has always given me the courage to continue and see my work until the end.

I have learnt many things from him, which will indeed be useful for my future

career. Without his assistance this thesis would not have been possible.

• My co-supervisor, Senior Lecturer, Dr. Andrew Lambert, for his help and sup-

port throughout my PhD candidature.

• Dr. Jahangir Alam, for his valuable directions in my research and for his closest

guideline.

iii



• Denise Russel for proofreading my thesis.

• The University of New South Wales for supporting me with Tuition Fee Remis-

sion Scholarship, Completion Scholarship and Post-graduate Research Support

Schemes.

• All the UNSW, Canberra, school office members for their cordial assistance

throughout my research journey.

• Dr. Apel Mahamud, as my local guardian in Australia.

• Younger, elders, and friends in the University and community who have made

my life in the Australian Capital Territory fruitful and pleasurable.

• My house mates Habibullah Habib, Md Asikuzzaman and Mohiuddin Ahmed

for their support like family members.

• Mutmainnah Hasib, my wife, for being so understanding about the life of a

graduate student. I will happily support her in whatever she decides to pursue for

the rest of our lives.

• My brother and sister, for giving me their unconditional support.

• The amazing lady my mother, the living encouragement for me. She has always

been with me with her prayers and well wishes.

• My late father, for teaching me the value of education. He would have been the

happiest person today, if he would have been alive. May Allah rest him in peace

and place him in heaven!

iv



Abstract

Localization is the process of determining the current location of a target(s) within

given coordinates using a location system. The localization process has two main

phases: firstly, the measurement phase, that establishes a relationship in terms of

the distance and/or angle between the targets(s) to be localized and the system

infrastructure; and secondly, the positioning phase, that exploits the measured in-

formation to calculate the absolute or relative location coordinates of the target(s).

So far the most widely used positioning system is the Global Positioning System

(GPS). However, in a GPS system, the receiver requires line-of-sight (LOS) recep-

tion from different satellites, which is usually difficult to obtain indoors. Therefore,

as there is a need for alternate location systems in these GPS-obstructed environ-

ments, indoor positioning has drawn considerable attention from both academia

and industry. Indoor environments, which are characterized by obstacles such as

walls, floors, ceilings, and furniture, provide countless opportunities for a wide

range of applications requiring different levels of accuracy. High-accuracy applica-

tions, such as gait analysis, usually use optical motion capture systems (MCSs),

which are cost-prohibitive for many users, and also require complex arrangements

of expensive equipment. In addition, they are responsive to changes in lighting

and shadow. Therefore, with the aim of overcoming these limitations, ultrasonic

positioning systems (UPSs) have drawn considerable attention. Usually, a narrow-

band UPS uses either a single tone or narrowband chirp signal in the measurement
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phase in which accurate estimations of distance, through time-of-flight (TOF) tech-

niques, are fundamental. Generally, cross-correlation, which produces a peak at

the time delay between a transmitted and received signal, is considered the opti-

mal TOF estimation technique. Since their accuracy depends on the width of the

correlation peak, which is inversely proportional to the signal’s bandwidth, these

systems can only be said to be highly accurate if the reflected or multipath signal

at the receiver is separated in time by more than the width of the correlation peak;

otherwise, errors are introduced into the system. To improve the accuracy of such

systems, the bandwidth of the signal must be increased, which increases the cost

of the system. In the first part of this thesis, a new phase-correlation-based TOF

estimation technique, that uses a narrowband chirp signal working in a closely

spaced multipath environment, is proposed. In this system, the correlation peak

becomes narrower by virtually, rather than physically, increasing the signal’s band-

width, which reduces system cost. The performance of the proposed method is

evaluated experimentally.

As the correlation technique finds matches between transmitted and received

signals, both signals need to be stored at the receiver, which increases hardware

cost and computational complexity. In the second part of this thesis, firstly,

to solve the limitations of the correlation technique, a narrowband orthogonal

frequency division multiplexing (OFDM)-based TOF technique is introduced in

which the TOF is estimated based on a pre-defined threshold. The proposed tech-

nique has advantages in terms of computational complexity and hardware cost

when compared to the correlation technique, as in this approach TOF estimation

decisions are made using threshold detection and only the received signal needs

to be stored. An additional feature of this technique is that it has good noise

cancelation properties. In the positioning phase, existing UPSs generally use the

lateration algorithm to obtain a target’s location information. For the accurate
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positioning of reference points in an indoor environment, it is logistically simpler

if they are installed in a fixed plane. This means that the distances between the

reference points will usually be smaller than the distances between the reference

points and the target(s). In this configuration, when lateration is used for posi-

tioning target(s), the surfaces of the spheres centered at the reference points will

be almost parallel. This results in larger errors in the positions of the intersect-

ing points of the spheres for directions tangential to the surfaces of the spheres

than for those normal to these surfaces. This phenomenon is known as dilution of

precision (DOP). To overcome this DOP problem, a steepest descent optimization

algorithm is proposed. The proposed algorithm places the reference points at po-

sitions which best correspond to their measured distances from the target utilizing

a three-dimensional (3D) rigid-body transformation. An additional feature of this

algorithm is that it allows errors to be ignored in the distance measurements of the

receivers corresponding to one complete cycle of the transmitted signal. Experi-

mental results demonstrate the improvement obtained by the proposed methods

over the traditional lateration based positioning systems that use cross-correlation

techniques with a transmitted chirp signal.

Finally, when UPSs use single tone or narrowband chirp signals, they cannot

simultaneously localize multiple targets due to signal interference. This is generally

overcome by either using the time division multiplexing (TDM) technique, which

reduces the positioning update rate, or introducing a broadband transducer, which

increases system cost. In the last part of this thesis, the proposed OFDM-based

steepest descent optimization algorithm is first extended to handle multiple target

positioning utilizing the orthogonal property of the OFDM signal. Since TDM

techniques and broadband transducers are not required, this system can maintain

the single target system update rate without increasing system cost. For the

positioning of a moving target(s), most of the existing localization systems use the
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matched filtering technique, where a bank of correlators is used to estimate the

Doppler shift associated with the target’s movement. This requirement increases

computational complexity and system cost. The proposed OFDM-based steepest

decent optimization algorithm is further extended for tracking a moving target.

The Doppler shift is estimate by introducing a pilot carrier to the transmitted

OFDM signal. As it does not require matched filters to estimate the Doppler

shift, the proposed system does not require extra computational complexity or

system cost. The accuracy of the proposed system is compared with an optical

motion capture system, Vicon, and it is shown to have the same order of precision

while incurring less cost and complexity.
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Chapter 1

Introduction

This chapter presents an introduction to localization, surveys the uses of localiza-

tion applications and discusses the types of signals used in this thesis. It concludes

by providing the contributions of this thesis, including a list of publications that

present the main results of the thesis and the organization of the remaining chap-

ters.

The question “Where am I?” has existed from the time when mankind began to

seek somewhere to dwell. Throughout human history, finding one’s own location

has been a central problem, whether to rediscover recently explored food resources

or determine the way back home. To achieve this, people have developed different

tactics; for example, scrutinizing the environment and discovering conspicuous

features, such as river shores, mountains or particular trees, they used to determine

their positions when exploring an area [10]. Also, they have taken the Earth as a

frame of reference to ascertain their location by calculating the angles of different

celestial bodies relative to the horizon, which act as a set of natural reference

points moving in predictable paths, using tools such as the quadrant and sextant

[11].

1
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Throughout the evolution of mankind, great scientific and technological de-

velopments have been achieved. In the twentieth century, advances in electronics

and telecommunications brought a range of new inventions that enabled tech-

nologies such as Long-range Navigation (LORAN), Radio Detection and Ranging

(RADAR) and Sound Navigation and Ranging (SONAR) which are used to pro-

vide navigational guidance to aircrafts, ships and submarines [12]. In the latter half

of the twentieth century, following new demands for location sensing, the Global

Positioning System (GPS) [13], which is used not only for navigational purposes

but also in missile guidance, vehicle and person tracking, clock synchronization in

cellular systems, geographical information systems, surveying, mapping, etc., was

designed and provisioned.

In the GPS system, its receiver requires line-of-sight (LOS) receptions from

different satellites which are inherently impossible to obtain indoors, underwater

or in urban locations. In addition, the presence of building materials and metallic

objects in an indoor environment places fundamental limitations on the propa-

gation of GPS radio signals [14] which considerably undermines their localization

performances. Therefore, in these GPS-obstructed environments, there is a need

for alternate location systems. As a result, indoor positioning has drawn consid-

erable attention from both academia and industry.

To determine the position of a target(s) in two- or three-dimensional (2D or

3D respectively) space, an indoor positioning system requires a predefined set

of reference points and a signal which could be instigated by any of them, to

establish a relationship in terms of distance and/or angle between the target and

the reference points. This part of the location system is known as the measurement

phase and, using it, the system is able to calculate the target’s position using a

localization algorithm through what is known as the positioning phase. Generally,
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Figure 1.1: Location cycle of a positioning system.

in the measurement phase, it is more common to use distance information with the

time-of-flight (TOF)1 than angle information [15, 16] and, in the positioning phase,

tri(or multi)lateration2 is widely used [17]. A small amount of error in either of

these two phases gives an erroneous target(s) location. Generally, an error in the

measurement phase is caused by an environmental factor such as reflection and, in

the positioning phase, by two types of error, one introduced in the measurement

phase and another introduced by itself either during installation of the reference

points or due to the relative configuration of reference points and target(s), both

of which bias the positioning results. The location cycle of a positioning system

is shown in Figure 1.1.

1The TOF is the travel time taken by a physical signal to propagate between a transmitter
and receiver; its details are discussed in Section 2.3.1.1, Chapter 2.

2An algorithm for determining the position of an object in 3D space from at least three
reference points is called trilateration and, from more than three, multilateration; a detailed
description is given in Section 2.3.2.1, Chapter 2.
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1.1 Applications of Indoor Positioning Systems

There is a wide range of promising indoor applications and evolving technologies,

which require different levels of accuracy, that can benefit from location knowledge.

Indoor positioning applications requiring low accuracy can use wireless sensor

networks (WSNs). Such applications include those which: provide safety and

topical information to the public about cinemas, concerts or events in the vicinity;

navigate people to the right places in stores in malls, offices and large museums;

find products of interest for people in a store or a robot in industry; determine the

assets and staff members required to optimize processes in complex systems; and

monitor environmental phenomena, such as heat, pressure, humidity, air pollution

and deformations of objects and structures.

High-accuracy applications include those which: in the entertainment industry,

especially films and video games, require accurate positioning to create life-like

models that move like real human beings; in the robotics and computer science

industry, use 3D positioning to produce human-like actions in robots; in sports

science, require 3D positioning to analyse the movements of athletes in order to

help them improve their techniques; in rehabilitation processes, require accurate

positioning in order to establish normal movement models for the patients whose

central nervous systems are damaged.

Usually, all the abovementioned high-accuracy applications use optical systems

in which optical markers are mounted on the subject at specified limb positions and

their movements captured through special cameras. From the captured images,

the markers coordinates are identified and, finally, their 3D trajectories created.

Although these systems are able to provide sub-millimeter accuracy, their cost is
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prohibitive for many users and they also require complex arrangements of expen-

sive equipment. Moreover, they are generally not invariant to changes in lighting

and shadow [18, 19].

Having high-accuracy applications in mind, especially gait analysis [20], this

thesis attempts to develop highly accurate indoor positioning systems. Generally,

there are two types of waves used for indoor positioning, electromagnetic (EM) and

ultrasonic (US). Given the aim of developing a highly accurate indoor positioning

systems, it was decided to use an US rather than EM wave because of its following

advantages.

1.2 Advantages of US over EM Wave

Firstly, as the frequencies of an US signal are lower (normally in the order of

Hz/kHz) than those of an EM signal (usually in the order of MHz/GHz) and

the speed of an US signal is radically slower (almost 106 times) than that of an

EM signal, hence, the cost, complexity and signal processing time of the ranging

hardware in an US-based positioning system is much less than for an EM based

system. If the speed of sound in air is approximately 343 m/s at 20◦C, a resolution

of 1 mm in distance corresponds to a resolution in time of 2.94 µs. As, for an EM

wave traveling at the speed of light, the required resolution is 3.33 ps, a very

complex system would be required to measure the time delays associated with

its TOF. However, besides its lower cost, complexity and signal processing time,

there is another advantage of an US wave over EM wave in terms of the power

needed. Relative to EM-based approaches, an US transducer can be operated at

lower power because most of the energy required to operate it can be drawn from
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the signal itself while the cost of a narrowband3 US transducer, which operates at

a narrowband of frequencies centered around 40 kHz, is approximately $10.00.

Secondly, the use of US waves allows for more control over the signal, i.e., an

US transducer can be easily designed according to any specifications.

Finally, for medical applications, an US signal provides a safer solution than

an EM signal as there is a potential (albeit, minute) for RF waves to disrupt other

medical equipment situated nearby.

1.3 Motivation and Contributions

In the past, a number of ultrasonic positioning systems (UPSs) have been devel-

oped for workplaces, homes, public spaces and medical settings for applications

including body tracking [21–39], laparoscopic surgery [40], indoor navigation [41–

50], robot navigation [44, 51–53], multiple device location [54], and short-range

applications such as paper thickness measurements [55]. Generally, in an UPS,

cross-correlation is considered the optimal solution for distance measurement us-

ing TOF information [56]. Cross-correlation calculates the number of samples

required to shift a transmitted signal so that it is aligned with the received signal

and produces the maximum value of cross-correlation at that time delay. How-

ever, for a single tone signal, cross-correlation performs poorly in terms of TOF

estimations because, in a particular signal length, there are several cycles which

produce very similar peaks adjacent to the main peak when it is cross-correlated

with the received signal and, in a noisy environment, a false peak may be detected

[57, 58]. Cross-correlation provides improved accuracy when the waveform is a

3If the ratio of the bandwidth to the center frequency of a signal is less than or equal to 0.2,
the signal is considered narrowband.
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frequency-modulated (FM) signal, such as a linear chirp [16, 58, 59], with its ac-

curacy dependent on the width of the peak which is inversely proportional to the

signal’s bandwidth. Therefore, this technique can be said to be highly accurate if

the reflected or multipath signals at the receivers are separated in time by more

than the width of the correlation peak; otherwise, errors are introduced into the

system. Therefore, to improve the accuracy of the cross-correlation technique, it

is necessary to use a broadband4 signal [16, 59] which increases the system cost.

The first contribution of this dissertation is a new phase-correlation-based TOF

estimation technique using a narrowband chirp signal which works in a closely

spaced multipath environment. Its unique features are: its capability to nar-

row the correlation peak by increasing the signal’s bandwidth virtually, rather

than physically in a moderate signal-to-noise ratio (SNR) (≈ 6 dB) environment

which reduces the system cost; it helps to accurately determine the TOF in a

closely spaced multipath environment; and additionally it can separate the in-

dividual multipath components. The proposed approach is tested in an indoor

environment and compared with the cross-correlation technique. The experimen-

tal results shows that the proposed approach achieved higher accuracy (almost

sub-millimeter) than the cross-correlation technique.

The correlation technique is also known as a matched filtering technique as

it finds matches between transmitted and received signals by storing both which

increases the computational complexity and hardware cost. Most importantly, for

the accurate positioning of the reference points in indoors, it is simpler logistically

if they are installed in a fixed plane. This means that, if the distance between

reference points is less than the distance between them and localizing target(s)

(which is likely to happen) and, with this configuration if lateration is used for

4If the ratio of the bandwidth to the center frequency of a signal is greater than 0.2, the signal
is considered broadband.
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positioning, this will produce larger errors in position estimations which will be

explained later.

In the second part of this thesis, two algorithms are proposed for the measure-

ment and positioning phases. In the former, a narrowband orthogonal frequency

division multiplexing (OFDM)-based TOF technique is introduced which has the

following unique advantages when compared with the chirp-based correlation tech-

nique: less computational complexity as TOF estimation decisions are made on

a threshold basis; efficient use of memory as only the received signal needs to be

stored; and good noise cancelation properties as the frequency components other

than those present in an OFDM signal are forcefully set to zero during equal-

ization5. In the positioning phase, a steepest descent optimization algorithm is

proposed, which has the following advantages over the traditional lateration algo-

rithm: it is capable of overcoming the error due to the reference points’ configura-

tion; and it can compensate for errors in distance measurements of the receivers

which correspond to one complete cycle of the transmitted signal. The proposed

approach is evaluated in an indoor environment and its performance is compared

with the traditional cross-correlation-based multilateration algorithm which uses

a narrowband chirp or single tone signal. The experimental results show that the

proposed approach achieved higher accuracy (sub-millimeter) than the traditional

approach.

When a single tone or narrowband chirp signal is used by an UPS for static

and dynamic transducer positioning, it suffers from two major problems. Firstly,

it cannot simultaneously localize multiple transducers due to signal interference.

Although this can be solved either by the time division multiplexing (TDM) tech-

nique or by introducing a broadband transducer, it reduces the positioning update

5The process of removing the transducer effect and reducing noise from the received signal is
called equalization, as detailed in Section 4.3, Chapter 4.
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rate and increases the system cost respectively. Secondly, for moving transducer

positioning, to estimate and compensate the Doppler shift6, it uses a matched

filtering technique whereby a bank of transmitted signals is created and stored

by shifting the frequency of the transmitted signal to different values and then

cross-correlating it with the received signal which requires a large amount of com-

putation.

Therefore, with gait analysis in mind as well as the abovementioned problems,

the previously introduced OFDM-based steepest descent optimization algorithm

is initially extended to handle multiple transducer positioning utilizing the orthog-

onal nature of the OFDM signal. Then, it is further extended for tracking using

a pendulum model, with Doppler shift compensation performed by introducing a

pilot carrier, the strength of which is greater than those of the other sub-carriers in

the OFDM signal. The unique features of this proposed system are: it can simul-

taneously localize multiple transducers without using either a TDM technique or

a broadband transducer; and it can compensate the Doppler shift without using a

matched filter. Hence there are no negative impacts on system update rate or sys-

tem cost and complexity. The experimental results shows that the proposed system

is able to calculate the 3D locations of multiple transducers with sub-millimeter

accuracy and the 3D trajectory of a moving transducer with millimeter precision,

which is significantly better than that of the alternative traditional method. The

experimental results of various pendulum trajectories obtained using the proposed

method are compared with that obtained using a commercially available optical

MCS, Vicon, and it is shown that proposed system has the same order of precision

but incurs less cost and complexity than the Vicon MCS.

6The Doppler shift is the apparent frequency difference between the frequency at which signals
leave the transmitter and that at which they arrive at a receiver.
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The above contributions resulted in the following papers which have already
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The remaining chapters in this thesis are organized as follows. Chapter 2 pro-

vides an overview of the two phases of a positioning system and includes a review

of the literature in relation to both outdoor and indoor positioning systems. A

new TOF measurement technique using phase-correlation is presented in Chap-

ter 3. Chapter 4 introduces two new techniques, one for TOF estimation using an

OFDM signal and another for positioning using a steepest descent optimization

algorithm. In Chapter 5, the new algorithm proposed in Chapter 4 is initially

extended from single to simultaneous multiple transducer positioning and then is

further extended for tracking a moving target using a complex pendulum model.

Chapter 6 provides a summary of this thesis and outlines some directions for future

research.



Chapter 2

Background and Related Work

This chapter begins with an introduction to localization. The underlying body

of knowledge in these areas serves as the foundation of the proposed localization

techniques. The chapter concludes with a literature review on localization for both

outdoor and indoor.

2.1 Localization

The process of determining the current location of a target(s) within given coor-

dinates using a location system is called localization which has two phases: firstly,

the measurement phase that establishes a relationship in terms of the distance

and/or angle between the targets(s) to be localized and the system infrastructure;

and secondly, the positioning phase that exploits the measured information to cal-

culate the absolute or relative location coordinates of the object(s). Of course,

calibration steps are added to the measurement and positioning phases to com-

pensate the error occurring due to environmental and manufacturing effects and

installation process of the system infrastructure.

12
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In the positioning phase, the algorithm that generates the location coordinates,

can be categorized by the following three mechanisms [16].

• Reference-based localization: This requires a well-known set of fixed or

mobile reference points which are also referred to as anchors or landmarks. Using

the distance information between the target and reference points, the location

of the target is measured using a localization algorithm (e.g., trilateration). In

the case of moving reference points, (e.g., the global positioning system (GPS))

[13], the points must follow a trajectory which is already known so that their

coordinates can be determined at any given instant [60–62].

• Reference-free localization: Without any previous knowledge of reference

points the locations of targets are determined here using only the knowledge of

the targets separation distances [61–63]. The underlying algorithm searches in

a defined coordinate space to determine the optimal coordinates for targets that

satisfy the calculated distance constraints. These are called virtual coordinates as

none of the objects is tagged within a global location coordinate system. Generally,

some form of non-linear optimization approaches are used by these localization al-

gorithms to solve an equation system formed by the distance constraints and these

algorithms may be trapped in a local minima, which results in erroneous location

estimation. Additionally, this method becomes complex due to the absence of

reference points.

• Localization from dead reckoning (DR): This is a process which calculates

the location of a target by means of the target’s motion dynamics, such as velocity,

acceleration and orientation [64–66]. For example, if a target begins moving from

a point (P ) along a direction (θ) at a constant velocity (v), its location coordinates

at time t are given by (vt cos θ and vt sin θ). In DR, a target’s current location
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is calculated based on its previously estimated locations and suffers from the cu-

mulative error or ‘drift’ arising from time or traveled distances. Because of this

limitation, the majority of location systems employ landmarks or a combination

of landmarks and DR [67, 68].

Generally, the performance of a location system depend on its architecture

which is discussed in the following section.

2.2 Location System Architectures

The scalability, privacy and tracking performance of a location system depend on

its architecture which can be either active mobile or passive mobile [69, 70], as

shown in Figure 2.1 and Figure 2.2 respectively. In the former, fixed receivers

at well-known positions periodically receive wireless signals (e.g., ultrasonic (US)

or electromagnetic signals at radio frequencies (RF)) from a mobile device (MD)

and each computes its distance from the MD using these received signals. On

the contrary, in a passive mobile architecture, beacons fixed at well-known posi-

tions periodically transmit their location information on a wireless channel, the

MDs listening to each beacon estimate their distances from the beacons. Both

architectures have their pros and cons. The tracking performance of the active

architecture is better than that of the passive mobile architecture (of course, if

the number of MDs is less than the number of reference points) since a receiver

in the latter can listen to only one beacon at a time and may move between

two successive beacon transmissions. As a result, it fails to obtain simultaneous

distance measurements whereas, in an active mobile case, multiple receivers si-

multaneously obtain estimates of their distances from a moving device. However,

a passive mobile architecture offers better scalability as the concentration of its
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Infrastructure receivers 

Active mobile device

Figure 2.1: Active mobile architecture.

Infrastructure transmitters 

Passive mobile device

Figure 2.2: Passive mobile architecture.

devices increases because the wireless channel (RF or US) is not dependent on the

number of MDs. This architecture has an increased level of privacy as each MD

estimates its own location.

As discussed earlier a localization system has two phases, measurement and
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positioning. In the following section, the measurement techniques which establish

relationships in terms of the distances and/or angles between targets and reference

points, and the localization algorithms that utilize this information to calculate

the location coordinates of the targets are discussed.

2.3 Overview of the Localization Process

To establish the relationship between objects (targets and reference points) in the

measurement phase, a physical signal must be sent by the object which can be

sent by either the target(s) or reference points. The taxonomy shown in Figure 2.3

describes the various methods and signals that may be used in the location process.

2.3.1 Overview of Measurement Phase

For location estimations, the distance or angle or both between a target and a set

of given reference points is used. Generally, distance-based is more popular than

angle-based localization and involves obtaining an estimate of any of the following

three parameters: time, phase difference (PD) and signal strength (SS) which are

described below.

2.3.1.1 Time

Time-based methods estimate the distance between a pair of objects (target and

the reference points which are configured as transmitters and receivers) by mea-

suring the travel time (known as the time-of-flight (TOF)) of a physical signal
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Figure 2.3: Taxonomy of location systems.

propagating between them. The TOF is directly related to the velocity of the

transmitted signal [41, 71–75]. If the velocity of the signal is v and TOF is tF ,

then the distance between transmitter and receiver is given by d = vtF . Obviously,

this is valid for the pitch-catch method whereby the transmitter and receiver are in-

dependent. However, in the pulse-echo method, also known as the return-trip-time

(RTT) method, where a single transducer transmits and receives, the above dis-

tance measurement equation is modified to be d = vtF
2

as the signal travels the

distance between the transmitter and receiver twice. Time-based methods can be

classified in two ways: based on either clock synchronization or signal sensing and

detection.

Clock synchronization

Based on clock differences, the TOF can be estimated in any of the following ways.
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Figure 2.4: Hyperbolic TDOA technique.

• Time-of-arrival (TOA): If the transmitter(s) and receiver(s) share a common

clock and the starting time of the transmitted signal is known, the time stamp of

the incoming signal at the receiver is called the TOA [76–79].

• Time-difference-of-arrival (TDOA): To avoid the requirement for precise

clock synchronization between the transmitter and receiver, the TDOA technique

was introduced for range solutions and can be implemented in the following two

ways.

(a) Hyperbolic TDOA: In this approach, the location of a transmitter can be

determined by calculating the differences in time at which a signal arrives at mul-

tiple measuring units. In order to determine the TDOA between two reference

points, the transmitter must lie on a hyperboloid with a constant range difference

between the two reference points [80, 81]. Usually, two TDOA measurements,

which require at least three reference points, can determine the transmitter’s lo-

cation by finding the intersection of the two hyperbolas, as shown in Figure 2.4.
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Figure 2.5: Velocity-difference TDOA technique.

(b) Velocity-difference TDOA: In this method, the distance between the trans-

mitter and receiver is determined by simultaneously transmitting two different sig-

nals (e.g., RF and US) with significantly different velocities that traverse the same

path from the transmitter to receiver which results in a time lag at the receiving

end [3, 15, 38, 41, 43, 69–71, 82–84]. In Figure 2.5, considering two signals (s1

(such as RF) and s2 (such as US)), with speeds of v1 and v2 respectively, sent

simultaneously by a transmitter (T ), if v1 > v2, signal s2 lags behind signal s1

as they propagate and, if tF denotes this time lag at a receiver (R) located at a

distance (d) from the transmitter then this distance is given by:

d =
tF

1
v2

− 1
v1

• Elapsed time between two TOA (ETOA): The underlying idea of ETOA

[72, 85] is shown in Figure 2.6. In two-way sensing, the first device (A) transmits

an US signal which is recorded by the recorders of both devices (A and B) and
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Device A Device B

Figure 2.6: ETOA technique.

then, after a time span, the same task is performed by B sending an echo. Both

devices check their recorded data and find the sample points of time at which the

two previously transmitted signals arrived and compute the elapsed time between

them.

Signal sensing and detection

In this category, generally two approaches are available which measure the TOF

based on signal energy. These two methods are described below.

• Threshold detection: This method, which is one of the simplest ways of

measuring the TOF, calculates the time when the received signal exceeds a given

threshold level for the first time [86]. Although it requires only simple circuitry and

calculations, as a TOF measurement technique, it has two major sources of error:

i) in a low signal-to-noise ratio (SNR) environment, the noise level may exceed

the preset threshold level which increases the likelihood of false positives being

detected; and ii) the likelihood of false positives is also increased as the receiving

transducer acquires energy before the output signals can be detected with proper

noise immunity. Figure 2.7 illustrates the estimation of TOF using the threshold

detection method which returns an incorrect delay at t0 whereas the true delay is
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Figure 2.7: Threshold detection.

at tF . In order to improve the accuracy of this method, different techniques have

been proposed, including creating an analytical signal via the Hilbert transform

[86], curve fitting [87–89] and sliding window [90].

• Cross-correlation/Matched filter: This is the standard digital signal pro-

cessing technique for measuring the TOF which evaluates the similarity of two

signals as a function of time delay [86, 91]. The desired TOF is estimated by find-

ing the time instance at which the reference signal (i.e., a locally stored copy of the

original transmitted signal) produces the largest cross-correlation with the received

signal, which is indicated by the peak height in the output of the matched filter

and (equivalent) time-shift in the correlator bank (Figure 2.8). The mathematical

model of the cross-correlation in the discrete time domain is given below. Initially,

the transmitted and received signals are sampled and simultaneously digitized to

measure the TOF using their cross-correlation (c[n]) which is given by:

c[n] =

n−1
∑

k=0

sR[k]sT [n− k] (2.1)

where sT [n] is the sampled transmitted signal, sR[n] the sampled received signal

and n the number of samples. Usually, when the transmitted and received signals
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Figure 2.8: Cross-correlation technique.

are perfectly aligned in time, the cross-correlation output is a maximum. If the

transmitted signal needs to be shifted by nF sample times to generate the maxi-

mum value of c[n], the TOF between the transmitted and received signals can be

represented by nF

Fs
, where Fs is the sampling rate.

Although it requires higher computational complexity and needs to store both

transmitted and received signals, this method is considered to be the optimal

solution for TOF estimation [56, 59, 92, 93]. The cross-correlation technique is

typically used with two types of signals: a single tone and a chirp. For a single

tone signal the cross-correlation method shows poor performance in the TOF esti-

mation because, in a particular signal length for a single tone signal, there will be

several cycles which produce very similar peaks adjacent to the main peak when

it is cross-correlated with the received signal. As a results, false peaks may be

detected in a noisy environment [59, 94]. Cross-correlation provides improved ac-

curacy when the waveform is not a single tone signal but a frequency-modulated

(FM) signal, such as a linear chirp [49, 54, 59, 82, 95, 96]. The accuracy of the
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cross-correlation technique depends on the width of the peak (the narrower the

peak the higher the accuracy) which is inversely proportional to the signal’s band-

width. Therefore, the technique can be said to be highly accurate if the reflected

or multipath signals at the receiver are separated in time by more than the width

of the correlation peak; otherwise errors can be introduced into the system [57].

Hence, to improve the accuracy of the cross-correlation technique, a broadband

signal is required which increases the system cost. Moreover, when a chirp signal

is used along with cross-correlation for static and dynamic target positioning, it

suffers from two major problems which are: a) simultaneous multiple target posi-

tioning is not possible due to signal interference. This can be solved either by the

time division multiplexing (TDM) technique, i.e., share the whole available band-

width among the multiple transmitters at different time slots which reduces the

positioning update rate or by frequency division multiplexing (FDM) technique,

i.e., transmitting different bands of chirp at the same time which requires higher

bandwidth resulting in higher system cost and; b) for moving target positioning, to

estimate and compensate the Doppler shift, a matched filtering technique is used

where a bank of transmitted signals is created and stored by shifting the frequency

of the transmitted signal to different values and then each signal is cross-correlated

with the received signal [16, 47, 51, 58, 97–101]. This approach requires a large

amount of computational effort.

2.3.1.2 Phase difference (PD)

It is also possible to determine the distance between objects (target(s) and refer-

ence points) of both transmitted and received signals from the phase difference as

discussed below.
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In a narrowband ranging technique, the distance between a transmitter and

receiver can be determined using the phase difference between the transmitted and

received signals. If a transmitter transmits a sine wave with a zero phase offset,

the receiver will receive the wave after a time interval which causes a difference

in phase at the receiving end. The phase difference, θ, and the TOF, tF , are

related by tF = θ
ωc
, where ωc is the carrier frequency in radians. The problem with

this approach is that, due to the repetition of the waves, ambiguity exists when

the measured range is larger than the wavelength (λ) of the transmitted signal

[57]. However, it can measure a maximum phase difference of 2π radians without

ambiguity; in other words, a distance of up to a wavelength (λ). For example, an

US positioning system (UPS) operating at 40 kHz at 25◦ C (i.e., its velocity is

346 m/s) can only measure distances of up to 8.65 mm without ambiguity, which

is quite small for most applications. If it was possible to operate a system at a low

frequency, e.g., 1 kHz, the unambiguous measurable distance would be 346 mm

but a narrowband single frequency phase method would not be able to directly

provide this range as it operates at approximately 40 kHz unless coupled with

other methods [102].

2.3.1.3 Received signal strength (RSS)

This technique estimates the distance between a transmitter and receiver using

the attenuation of the transmitted signal, the power level of which is known. If

this transmitted power and gain of the transmitter are Pt and Gt respectively, the

distance between the transmitter and receiver is (d), the aperture (surface) area

of the receiver is (Ar) and attenuation coefficient is (γ), the RSS is given by:

RSS =
PtGtAr

(4πd)γ
(2.2)
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This equation is commonly over-idealized by assuming that γ = 2 which can be

significantly higher in real situations and it also does not consider environmental

effects (e.g., reflection). Therefore, by combining this theoretical model with em-

pirical observations, a more realistic model called the log-normal model is widely

used [103–106] and given by:

RSS(d) = RSS(d0) + 10γ log10

(

d

d0

)

+ χσ (2.3)

where χσ is a zero-mean Gaussian random variable, d0 a reference distance and, in

contrast to the theoretical model, the attenuation coefficient (γ) is derived from

empirical data.

The radio frequency RSS (RF RSS) method is considered to be an appealing

method, mainly in wireless (sensor) networks, primarily because RSS information

can be achieved at almost no additional cost for each radio message sent and

received [107, 108]. However, although this method is comparatively simple and

inexpensive to implement in hardware, reliably implementing it in the real world is

difficult because of the dynamic variations in SS due to noise, multipath reflections

from the environment and the presence of non-stationary objects, such as people,

doors and furniture. Additionally, as the transmission power and measured SS

are also influenced by manufacturing differences in the hardware, knowledge of

the channel characteristics and extensive calibrations are essential at the time of

system deployment. It has also been shown that SS models need to adapt, even

in apparently static environments [109], which habitually makes the ranging task

non-trivial for even the simplest scenario.
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Figure 2.9: Estimation of AOA of transmitter T with respect to axis of receiver
R1.

2.3.1.4 Angle

In this approach, the location of the target is estimated by measuring the an-

gle between the direction of propagation of an incident wave and some reference

direction, which is known as the angle-of-arrival (AOA). Using the positioning

information of the reference points, the position of the target can be easily calcu-

lated utilizing geometrical methods [110–113]. When a signal propagates through

a medium, it spreads across the direction of travel in the form of a spherical wave

which becomes a plane wave at a point known as the far-field of that signal, the

general assumption for far-field operation is D > 2d/λ from the transmitter, where

D is the radial distance between the transmitter and receiver, d the distance be-

tween receivers R1 and R2 (shown in Figure 2.9), and λ the wavelength. The

waveform remains spherical at all points below the far-field condition which is

known as the near-field. The underlying idea of the AOA technique is described

as follows.
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In Figure 2.9, let the receiving node (R1) calculate an AOA (α) of the trans-

mitting node (T ) which is located in the far-field region with respect to its axis.

The transmitting node transmits a signal in the direction of the co-linear receivers

(R1 and R2) which intersects both receivers at different times, in other words, at

a difference in distance of dt and an angle of α with respect to the line joining R1

and R2. Now, dt can be expressed as:

dt = r sinα (2.4)

where the co-linear distance between R1 and R2 (r) can be calculated using prior

knowledge of the receivers’ coordinates.

Alternatively, if the plane wave impinges on R1 and R2 at a time delay (∆t)

and the speed of the wave is v, the difference in distance between the wave reaching

R1 and R2 is dt which is given by:

dt = v∆t (2.5)

Combining equations (2.4) and (2.5), the solution to α is given by:

α = cos−1

(

v∆t

r

)

(2.6)

There are several other approaches available in [71, 106, 114] which use either the

RSS indicator (RSSI) across an antenna array or the phase delay instead of time

delay.

However, the use of the AOA for localization is not an efficient solution when

considered from the perspective of a practical system because angle measurements

are simply much more difficult and expensive than distance measurements for
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receiving nodes with tremendous constraints in terms of cost, form factor and

energy.

Summary of the measurement phase: The distance between target(s) and

reference points could be measured either using the travel time information of the

physical signal propagating between a transmitter and receiver, known as the TOF

or using the attenuation information at the receiving end of the transmitted signal

known as the RSS. The TOF can be measured using both time and phase domain

methods. The time domain method approaches include clock synchronization and,

signal sensing and detection. The most widely used clock synchronization method

is the velocity-difference TDOA method that measures the TOF by transmitting

two synchronized signals with significantly different speeds (e.g., US and RF) that

traverse the same path between transmitter and receiver. The most widely used

signal sensing and detection methods are threshold detection and cross-correlation.

Threshold detection calculates the time when the received signal exceeds a given

threshold level, whereas cross-correlation calculates the number of samples re-

quired to shift the transmitted signal so that it is aligned with the received signal

and produces the maximum value of cross correlation. In time-based approaches,

when a single signal (e.g., US) is used, the cross-correlation method is considered

to be the optimal solution for TOF measurement. The phase domain method cal-

culates the phase difference between transmitted and received signal to estimate

the TOF which suffers from phase ambiguity problems. The angle measurement

technique involves determining the angle between the direction of propagation of

an incident wave and some reference direction known as the AOA.
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2.3.2 Overview of Localization Phase

Once the distance or angle information is available, the location of an object can

easily be determined using any of the following localization algorithms.

2.3.2.1 Lateration

This is the most widely used localization algorithm and it’s principle is illustrated

in Figure 2.10. The position of a target in three-dimensional (3D) space can

be determined by measuring its distance from at least three reference points (at

least two non-colinear) [61, 115–118], known as trilateration. The distance from

the target to each reference point is taken as the radius of a sphere centered at

the reference points. If two measurements are taken into account, two spheres

(R1 and R2) intersect at one circle (C). The third sphere (R3) intersects with this

circle at two points (P1 and P2), which are mirror images of each other on opposite

sides of the reference plane. The trilateration result can easily be found as one of

the intersecting points will lie on the desired positioning volume, i.e., in front of

the reference plane, so the remaining intersecting point is discarded. The position

of the target can only be located correctly if the coordinates of the reference

points and the distances from target to reference points are accurate. However,

in practical situations errors in the distance measurement are introduced due to

multipath and environmental uncertainty, which results in inaccurate estimation

of the target’s location. Whenever possible, to reduce the influence of distance

errors, more than three reference points are used for coordinate calculation which

is known as multilateration [118–121] as shown in Figure 2.11. The mathematical

model of the lateration algorithm is given below.
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Figure 2.10: A visualization of trilateration for location estimation.
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Figure 2.11: A visualization of multilateration to estimate the location of a
target in real environment.

If we denote the unknown location of the target as (x, y, z), the i-th sensor as

(xi, yi, zi) and range estimate as di, then the following set of equations will hold

true ∀i, assuming no range error

d2i = (xi − x)2 + (yi − y)2 + (zi − z)2 (2.7)
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For each reference node included in the lateration, a corresponding equation is

used. This set of quadratic equations can be solved by subtracting the last equation

from the others one by one which gives a set of linear equations. Subsequently,

singular value decomposition (SVD) [122, 123] or an iterative algorithm (e.g. least

squares estimation (LSE)) [124] can be used for solving the set. When assuming

n suitable reference nodes, the equation set can be presented as:

PX = Q (2.8)

where,

P =













(x1 − xn) (y1 − yn) (z1 − zn)

... ... ...

(xn−1 − xn) (yn−1 − yn) (zn−1 − zn)













(2.9)

Q =
1

2



















(x2
1 − x2

n) + (y21 − y2n) + (z21 − z2n)− (d21 − d2n)

...

(x2
n−1 − x2

n) + (y2n−1 − y2n) + (z2n−1 − z2n)−

(d2n−1 − d2n)



















(2.10)

and the vector of unknown coordinates is given by:

X =













x

y

z













(2.11)

The estimation of the unknown location is:

X̂ = (PTP)−1PTQ (2.12)
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Theoretically, only four receivers are required to determine the position of

the target and multilateration is advantageous when a large number of reference

points are introduced into the system as it deals with linear equations instead of

quadratic equations as in equation (2.7). However, both trilateration and mul-

tilateration techniques produce a large amount of error in position calculations

when the reference points are placed on a single plane, which is logistically sim-

pler for indoor applications and their distance from the target is larger than the

distance between them which is likely to happen. This configuration means that,

when trilateration or multilateration is used, the surface of the spheres centered

at the reference points will be almost parallel. This will produce larger errors in

the position of the intersecting point of the spheres for directions tangential to

the surface of the spheres than for directions normal to the surface of the spheres.

This phenomenon is known as dilution of precision (DOP).

2.3.2.2 Angulation

Rather than using distance information, the angulation technique estimates the

location of an object by using AOA information with respect to two and three

reference points for two-dimensional (2D) and 3D location estimations respectively

[106, 125–127]. The mathematical formulation for the angulation algorithm is

shown below.

In Figure 2.12, if the location of the target (T ) is to be determined with

respect to receivers R1 and R2 located on the same plane using angles α1 and α2,

the receivers (R1(x1, y1) and R2(x2, y2)) estimate the distances (d1 and d2) from

T using TOF information and the angles (α1 and α2) using the AOA technique.

Now, the location of T (x, y) can be given by:
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Figure 2.12: Estimation of the location of transmitter T using the angulation
technique based on AOA information for R1 and R2.

x = d1 cosα1 and y = d1 sin α1 (2.13)

x = x2 + d1 cosα2 and y = y2 + d1 sinα2 (2.14)

Similarly, when more reference points are introduced into the system, the equation

for any other n-th reference point is:

x = xn + d1 cosαn and y = yn + d1 sinαn (2.15)

The matrix representation related to the linear equation PX = Q is:
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P =




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
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
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1 0
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Q =
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






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
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The estimation of the unknown location is X̂ = (PTP)−1PTQ.

The advantage of this method is that it does not have the issue of co-linearity

between reference nodes in localization as two reference nodes are sufficient to

uniquely determine the location. However, as the AOA is dependent on the dis-

tances between the target and reference nodes, in a practical situation, an error in

distance measurement is introduced due to multipath and environmental uncer-

tainties which results in an inaccurate estimation of the AOA. The same amount of

distance error leads to a larger number of localization errors in angulation than in

lateration [128–130]. Angulation technique determine the 3D position of a target

by introducing one or more reference points on the 3rd rather than x and y planes

which increases complexity in terms of mathematical formulation and practical

implementation [17].

2.3.2.3 Scene analysis

In a complex indoor environment where line-of-sight (LOS) is not always available,

most positioning systems find the locations of mobile targets using a scene analysis

algorithm. A scene analysis algorithm usually uses a passive mobile architecture

and works in a two-stage process [106, 131–137].

In the first stage, known as the off-line stage, a mobile station extracts finger-

prints, i.e., features from one or more metrics of the signal measured at predefined

points in the environment. Generally, these metrics include the TOF or AOA or

RSS of the incoming signal which is proportional to the distance between the mo-

bile receiver and emitting station. At each location, along with the corresponding

spatial coordinates, a database or map of fingerprints is generated which stores

the values of the signal’s feature.
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Figure 2.13: Scene analysis algorithm for location estimation.

The second stage, known as the on-line stage, involves the active localization

process whereby the mobile receiver extracts a fingerprint of the signal at an un-

known location and, localization is achieved by finding the closest match between

the features of the received signal and those stored in the database. The steps in

the scene analysis algorithm are shown in Figure 2.13.

Although the scene analysis algorithm works well in a complex indoor envi-

ronment where LOS is not available, the vital challenge is due to the fact that the

radio map is non-stationary, hence, variations occur in the measured signals dur-

ing the on- and off-line phases at the same location. Due to the dynamic aspects

of the environment, such as the presence or absence of people, elevators, moving

doors and other environmental changes, there is a mismatch between on-line and

off-line phase data which leads to errors in positioning [106, 134, 138].

Algorithms developed to find the closest match or matches from the map in-

clude probabilistic methods, k-nearest-neighbor (k-NN), neural networks, support
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vector machine (SVM) and smallest M-vertex polygon (SMP) [102, 139, 140] al-

gorithms which are described below.

Probabilistic methods

Assuming that that there are n location candidates (X1, X2, X3, ..., Xn) and the

most appropriate one is chosen based on the posteriori probability, throughout

the duration of the off-line stage, the fingerprints (e.g., RSS) from nearby base

stations are measured in these n locations, sampled and stored. If we also assume

that the observed fingerprint vector during the on-line stage is Y , the decision rule

can be obtained based on the posteriori probability as:

select Xi if P (Xi | Y ) > P (Xj | Y ) for i, j = 1, 2, 3, ..., n, j 6= i.

From Bayes’ theorem,

P (Xi | Y ) =
P (Y | Xi)P (Xi)

P (Y )
, (2.16)

the posteriori probability (P (Xi | Y )) is the combination of likelihood (P (Y | Xi)),

prior probability (P (Xi)) and observed evidence (P (Y )). As P (Y ) remains the

same during one location process and assuming that P (Xi) = P (Xj) for i, j =

1, 2, 3, ..., n, the following decision rule can be obtained based on the likelihood

that P (Y |Xi) is the probability of receiving fingerprint Y given that the mobile

node is located in location Xi, that is,

select Xi if P (Y | Xi) > P (Y | Xj) for i, j = 1, 2, 3, ..., n, j 6= i.

Assuming the likelihood that each location candidate is a Gaussian distribution for

which the mean and standard deviation can be calculated from the sample data,

if the base stations in the environment are independent, the overall likelihood of

obtaining one location candidate can be calculated by directly multiplying the
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likelihoods of all the base stations by:

P (Y | Xi) = P (Y1 | Xi)P (Y2 | Xi)...P (Yn | Xi) (2.17)

In addition to the histogram approach, a kernel technique can be used to calculate

likelihood. As a mobile unit cannot be bounded on the discrete location candi-

dates, interpolation is performed to locate a mobile unit in-between the discrete

location candidates more accurately. The estimated location (x̂, ŷ) is given by the

following equation which is a weighted average of the coordinates of all sampling

locations.

(x̂, ŷ) =
n
∑

i=1

(P (Xi | Y )(xXi
, yXi

)) (2.18)

where (xXi
and yXi

) are the location coordinates of the i-th candidate. Proba-

bilistic modelling techniques for location applications involve not only the actual

positioning problem but also pragmatically important concerns such as calibra-

tion, active learning, error estimation and tracking with history. Therefore, in

[141], a Bayesian network-based and/or tracking-assisted positioning is proposed.

k-nearest-neighbor (kNN)

This technique [106, 142, 143] calculates the distances between the observed fin-

gerprint in the on-line stage and all the fingerprints previously stored during the

off-line stage. The generalized weighted distance (d(x, x́)) between a measured

fingerprint vector during the on-line phase (x) and the off-line phase (x́) is given

by:

d(x, x́) =
1

d

(

d
∑

k=1

1

wk

|xk − x́k|
p )1/p (2.19)

The following are two algorithms based on the measured signal distance for locating

a target.

(a) The location corresponding to the fingerprint with the smallest distance
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to the calculated fingerprint is chosen considering the Manhattan distance (p = 1)

and Euclidean distance (p = 2), with w = 1 for all entries and measurements [106].

(b) A set of k data samples with the smallest signal distances is chosen from

the database and, by averaging their location coordinates, the target location is

estimated.

Although the weight (wk) can be used to bias the distance by a factor that

indicates the reliability of the database entry or fingerprint measurement (x́), the

improvement is not very significant [106].

Neural network

In a neural network [135, 136], a fingerprint and corresponding location coordinates

are adopted as the inputs and targets for training purposes throughout the off-line

stage. Proper weights are achieved after the training of the neural network. The

multilayer perceptron (MLP) shown in Figure 2.14, which has one or more hidden

layers, is one of the most widely used neural networks that adopt supervised

learning algorithms. It consists of a set of source nodes comprising the input layer,

one or more hidden layers and an output layer of neurons. The input connection

propagates only in the forward direction, i.e., from the input to hidden layers,

hidden to output layers, etc. The output of the i-th neuron at the m-th layer can

be described as:

ai(m) =

Nm−1
∑

j=1

wij(m)yj(m− 1) + bi(m) (2.20)

yi(m) = f(ai(m)) (2.21)

where ai(m) and yi(m) are the activation and output values respectively of neuron

i in the m-th hidden layer. The activation is the weighted sum of the outputs from

the neurons in the (m − 1)-th layer plus the bias layer while wij(l) refers to the

weight connecting the output from the j-th neuron in the (m− 1)-th layer to the
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Figure 2.14: A multilayer perceptron.

input of the i-th neuron in the m-th layer.

The transfer function (f) for the hidden layers is the sigmoidal function which

is differentiable over all layers and given by:

f(x) =
1

1 + e−x
(2.22)

or the hyperbolic tangent function:

f(x) = tanh
(x

2

)

=
1− e−x

1 + e−x
(2.23)

The output from the system is the 2D or 3D estimated location which is contained

in a two- or three-element vector respectively. However, this method requires a

high number of calibration samples which is very undesirable [102, 140].

Support vector machine (SVM)

The SVM is a supervised learning model with an associated learning algorithm

which is used for data classification and regression. It is a means of statisti-

cal analysis and machine learning, and performs very well in many classification

and regression applications; for example, when classifying images, it attains much
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higher search accuracies than conventional query refinement schemes after just

three to four rounds of relevance feedback [102]. SVMs have been used in a wide

range of science, medicine and engineering applications, and produced excellent

empirical performances [144, 145]. The theory of SVM is found in [146, 147], and

in [148, 149], support vector classification (SVC) of multiple classes and support

vector regression (SVR) were used successfully for localization.

Smallest M-vertex polygon (SMP)

SMP uses the online fingerprint values to search for candidate locations in signal

space with respect to each signal transmitter separately. Based on the database

of stored samples, during the on-line stage, each transmitter promotes a cluster

of candidate locations which have the same fingerprint. Then, for each of M

transmitters, a M-vertex polygon is formed by choosing at least one candidate

from each transmitter for M number of transmitters. Averaging the coordinates

of the vertices of the smallest polygon (the one with the shortest perimeter) gives

the estimated position of a target. SMP has been used in [143] for localization.

2.3.2.4 Proximity

A proximity location algorithm provides the location of a target with respect to

a well-known position or area and usually relies on a dense grid of detectors,

each with a well-known position. When a mobile target is detected in a certain

detector’s coverage area, its position is considered to be in the proximity of this

area and, when it is detected by more than one detector, it is considered to be in

the proximity of a detector that has a height of the RSS [139].

Let D be a detector which has the proximity area shown by the square in

Figure 2.15. The locations of mobile devices MD1 and MD2 are to be estimated
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D

MD1

MD2

Figure 2.15: Proximity positioning technique.

based on whether they are in the proximity area or not. The Figure 2.15 clearly

shows that MD1 is in the proximity area of detector D whereas MD2 is outside

the area. This is how the proximity algorithm makes the decision, whether a

MD is in a room or not. Therefore, the proximity location sensing technique

is unable to provide absolute or relative position estimations as with the other

positioning techniques described earlier. This technique is useful only for some

specific location-based services and applications. For example, when a sensing area

of a location measuring element is a room. This method is relatively simple to

implement and systems using RF identification (RFID) and infrared (IR) radiation

are often based on it. One more example is the cell identification (Cell-ID) or cell

of origin (COO) method which is most commonly used nowadays to approximate

the position of a mobile handset by knowing which cell site the device is using at

a given time.

Summary of localization algorithms: To estimate the location of an object

in 2D or 3D space, angulation uses AOA information with respect to two or three

reference points whereas lateration uses distance information utilizing TOF from

at least three or four reference points. Lateration with three reference points is

called trilateration and with more than three points is called multilateration. The
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angulation technique is more complex and sensitive than the lateration technique

as it deals with angle information to calculate the position of an object. Rather

than providing precise location information, the proximity algorithm provides only

a rough location of an object (e.g., an object is located nearest to a specific room in

a floor or building). Scene analysis uses metrics (including AOA or RSS or TOF)

to build a fingerprint for the target environment and then estimates the location of

the target by matching on-line measurements with the closest stored fingerprint. A

range of pattern recognition techniques have been developed for fingerprint-based

positioning systems, such as probabilistic methods and the kNN, neural network,

SVM and SMP. Of all the localization algorithms, lateration is more attractive as

it provides a better trade-off between system complexity, accuracy, scalability and

cost.

2.4 Related Work

Localization technologies hold promise for many ambient intelligence applications

which require accurate, reliable and real-time positioning in both outdoor and

indoor environments. This section describes a number of existing localization

systems.

2.4.1 Outdoor Positioning Systems

Basically, most location systems were built for outdoor navigation, such as for

the military, commercial ships and aircraft. Also, knowledge of location was a

precious resource for early navigators who, using the Earth as a frame of reference,

determined their locations by calculating the angles of different celestial bodies
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relative to the horizon, which act as a set of natural reference points moving in

predictable paths, using tools such as the quadrant and sextant [11]. During the

twentieth century, outdoor location systems radically improved in terms of quality

and accuracy, and three major systems, SONAR, RADAR and GPS, are described

in the following sections.

2.4.1.1 Sound navigation and ranging (SONAR)

During World War I, two types of SONAR systems, active and passive, were

developed for underwater navigation by submarines which use different working

principles to achieve the same functions.

Active sonar consists of a sound transmitter and receiver which emit sound

pulses and wait for a reflection from an obstacle, such as a ship in the water, and

then the elapsed time, i.e., TOF, is calculated to determine their distances from

the obstacle. To measure the bearing, several hydrophones are used which measure

the relative arrival time to each. Using the distance and bearing information the

position of the target is determined [150, 151].

Passive sonar listens to any sound made by a target but does not transmit.

It uses a directional hydrophone to estimate the bearing of the received signal

and listens to the background noise generated in the ocean to provide estimates

of its depth using cross-correlation [152–155]. Although the use of passive sonar

was limited to military applications, it has recently been widely used for depth

estimations of the seabed, bottom profiling and detecting underwater objects and

fish.
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2.4.1.2 Aircraft radio detection and ranging (RADAR)

A RADAR system uses almost the same principle as a SONAR system. It consists

of a radio transmitter which emits RF pulses and a receiver with a rotating antenna

which receives an echo from a target, such as an aircraft, and then its distance

from the target is calculated using the speed of the RF signal and TOF. The

orientation of the target with respect to the Earth is obtained using the angle of

rotation information obtained from the RADAR’s antenna at the time of reflection

[144].

2.4.1.3 Global positioning system (GPS)

To fulfil the military and civilian needs for navigation and target tracking, real-time

location systems have drawn considerable attention from both academia and in-

dustry. As a result, a GPS has been developed which consists of a constellation

of 31 satellites (as of May 2013) that follow well-known orbits [156]. Each satel-

lite broadcasts an RF signal preset with a unique bit pattern synchronized to the

global Coordinated Universal Time (UTC). After receiving data streams from dif-

ferent satellites, the GPS receivers calculate the distances using their propagation

delays. With a set of at least three distances, the receiver computes its position in

2D or 3D and, in unobstructed outdoor environments, is able to obtain a position

precision of about 15-30 m using GPS signals. The errors due to obstructions of

signals in the ionosphere and atmosphere can be reduced to about 5 m using differ-

ential GPS (DGPS) but at a higher cost [157]. DGPS uses ground-based reference

stations which transmit the differences between the positions specified by the satel-

lite systems and their known fixed positions to other nearby GPS receivers. These

GPS receivers then use this error information to make a more accurate estimate
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of their positions. GPS applications are not confined to the navigational field as

they are also widely used in missile guidance, vehicle and person tracking, clock

synchronization in cellular systems, geographical information systems, surveying,

mapping, etc. So far this is the most widely used positioning system.

2.4.2 Indoor Positioning Systems

To provide the location information of targets, traditional outdoor location sys-

tems, such as RADAR and GPS, use expensive infrastructures as reference points,

such as RF ground stations, satellites, etc., and RF signals which provide an ac-

curacy of several meters. Although this accuracy is sufficient for outdoor location

applications, it is not for indoor ones (e.g., indoor navigation, robot navigation,

device finding and body tracking). Indoor positioning systems operate in harsher

environments which obstruct RF propagation, and also require higher accuracy.

Moreover, as indoor applications typically operate in a smaller coverage area, it is

often desirable to restrict this area to a single organization. Therefore, indoor po-

sitioning systems, with different technologies and using different types of signals,

have drawn a considerable amount of attention from both academia and industry.

Indoor localization systems can be classified according to several aspects, one

of which is the type of signal emitted which might be an electromagnetic (EM)

(RF, IR and visible light), US or audible sound, as described below. A taxon-

omy of indoor localization technologies based on the signals they use is shown in

Figure 2.16.
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Figure 2.16: Taxonomy of indoor localization technologies based on signals used.

2.4.2.1 US positioning systems (UPSs)

Inspired by the technique adopted by bats to navigate at night, many indoor

positioning systems which use US signals have been introduced. Due to the slower

propagation speed of an US signal, compared to RF signals, UPSs have opened

a new dimension in the area of indoor positioning as they can avoid the need

for sophisticated hardware and provide high accuracy, as described in Chapter 1,

Section 1.2. Several existing commercial and non-commercial UPSs are described

in Appendix A, Section A.1.

The major advantages of US-based positioning are cost effectiveness and high

accuracy. To measure the TOF, they generally use an additional RF signal where

clock synchronization is necessary. However, when this is not required, thresh-

old detection, cross-correlation or phase deference techniques are typically used.

Lateration is the most widely used positioning algorithm for US-based indoor po-

sitioning.
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2.4.2.2 Audible sound positioning systems

Due to its capability to transmit audible sound, almost every personal device,

such as a mobile phone, personal digital assistant (PDA), etc., is a possible tech-

nology for indoor positioning and, as these devices can be reused, system costs

are reduced. Although these systems are able to provide longer range information

than US signals due to their lower frequencies, they are easily affected by the noise

present in the environment. Some audible sound positioning systems are described

Appendix A, Section A.2.

Though audible sound is an available service in almost every personal devices

used in our daily lives, because of the properties of audible sound, it is affected by

the noise present in the environment. In addition, as transmitting audible sound is

a type of noise transmission in the environment which is uncomfortable for people

who hear it, this is not a comfortable positioning solution.

2.4.2.3 RF-based positioning systems

Due to the availability of existing RF infrastructure, such as wireless access points

(APs) and WLANs, RF-based positioning systems are very common, with tri-

lateration and scene analysis algorithms generally adopted for positioning. RF

technology can be further sub-categorized according to its underlying hardware

technology, as discussed below.

RF identification (RFID)

RFID is a wireless technology that transfers data through EM fields for the pur-

poses of automatically identifying and tracking tags electronically attached to

objects that store information [138]. Due to its flexible and inexpensive approach
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to identification of individual persons or devices, it is generally used in complex

indoor environments, such as workplaces, hospitals, etc. A RFID system generally

consists of one or more reading devices which can wirelessly obtain the IDs of tags

present in the operating environment. The reader broadcasts a RF signal and

the tags present in the environment return the signal, modulating it by adding a

unique identification code [138, 158]. Two types of RFID technologies are available

[138, 159, 160], active, which is powered by a battery, and passive which draws

energy from the incoming radio signals. Active RFID provides a higher range of

coverage than passive RFID but increases the system cost as its tags are larger

and less power efficient than those of a passive system. There are currently a

small number of RFID-based positioning systems, as described in Appendix A,

Section A.3.

The advantages of RFID-based positioning systems include that, due to the

light weights of their tags, people can easily carry them, and they can uniquely

identify equipment and persons tracked in the operating environment. However,

their maintenance is difficult because of numerous infrastructure components in-

stalled in the operating environment.

Wireless local area network (WLAN)

One of the most popular positioning systems is a WLAN-based approach. As

WLANs are now available in public areas, such as universities, hospitals, shopping

centers, train stations, etc., WLAN-based positioning systems are dominant in

the field of indoor positioning. Generally, they use the RSSI method for position-

ing which degrades accuracy as the RSS is adversely affected by changes in the

physical environment, such as the movement and orientation of a human body,

and rearrangement of furniture, walls, doors, etc. The influences of these types of
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changes and their impacts on positioning are discussed and analysed in [106, 161–

164]. In Appendix A, Section A.4, some WLAN-based positioning systems are

introduced.

Like any other indoor positioning system, WLAN-based methods have a goal

of cost reduction and, as they use the existing infrastructure of a WLAN, this is

achieved. However, the accuracy of this type of system is limited to a range of

several centimeters to several meters because of the influences of the environmental

sources previously mentioned. In addition, although the scene analysis algorithm

works well in complex indoor environments, it makes a WLAN-based positioning

system complex and costly if the number of users significantly increases.

Radio interferometric localization system (RILS)

In the field of radio interferometry, phase difference is a popular technique for range

measurement. Conventional radio interferometry has a wide range of applications

in physics, geodesy and astronomy. Radio interferometry requires an expensive

device called a radio interferometer. However, in the field of indoor localization, it

was first introduced by Maróti et al. [165] using low-cost and low-power platforms

in a wireless sensor network (WSN) architecture. The underlying idea of RILS is

as follows.

A pair of transmitting nodes (i and j) transmit signals simultaneously at

slightly different frequencies (fi and fj) and a pair of receiving nodes (k and l)

receives the beat signal from the resultant composite signal with a beat frequency

(|fi − fj|). Then, at receiving nodes k and l, the phase difference of the beat signal

is a function of the distance between the four nodes (i, j, k and l) and is given by:

Φi,j,k,l =
2π

(c/f)
(dil − djl + djk − dik)(mod 2π) (2.24)
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where c is the signal speed, f =
fi+fj

2
and dXY denotes the Euclidean distance

between X and Y . The linear combination of the distances between two trans-

mitters (i, j) and two receivers (k, l) is called the q − range quantity. Once the

required amount of q − ranges is achieved from the radio interferometric phase

measurements, the position of the target is determined by finding the optimum

of a set of constrained non-linear equations. To minimize the system cost, the

transmitting nodes (i and j) transmit at nearly the same frequency so that the

composite signal has a low-frequency envelope that can be determined by cheap

and simple hardware. The platform description and measured performance of four

interferometric-based positioning systems is given in Appendix A, Section A.5.

Although RILS methods have high location accuracy with respect to their

coverage ranges, all the above systems require precise time synchronization among

their nodes and a configuration mechanism for adjusting their carrier frequencies

which also lead to the need for system tuning and calibration.

Bluetooth

AlthoughWi-Fi-based location systems show fairly accurate results, a Wi-Fi device

is not as cheap and widely installed in MDs. In addition, despite laptops and newer

smart phones having integrated Wi-Fi components, not all have Wi-Fi features

but do have Bluetooth installed. Additionally, if a device has both, Bluetooth is

more beneficial than Wi-Fi for positioning in terms of energy consumption, and

its chipsets cost less. Therefore, researchers have been motivated to introduce

Bluetooth-based positioning systems, a few of which are described in Appendix A,

Section A.6.

These systems not only re-use devices already containing Bluetooth technol-

ogy but are also an effective solution for indoor positioning due to their low-cost
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chipsets and low-power technology. However, a Bluetooth-based positioning sys-

tem suffers with a lower accuracy (2-3 m) and lower update rate (20-30 sec) than

other systems.

Ultra wideband (UWB)-based positioning systems

Due to the ultra-short pulses (typically less than 1 ns) of a UWB signal, UWB-

based positioning systems have become quite interesting to researchers and indus-

try. Unlike conventional RF-based positioning systems which suffer from multi-

path distortions reflected by walls in indoor environments, the shorter pulses of

UWB signals make it possible to detect reflected signals from an original signal

and achieve high accuracy. In addition, UWB signals propagate over multiple

bands of frequencies simultaneously, from 3.1 to 10.6 GHz. A few UWB-based

positioning systems are described in Appendix A, Section A.7.

Although a UWB-based positioning system is capable of providing high accu-

racy using a super-high-resolution signal, it requires high-speed clocks and highly

sophisticated dedicated hardware to take advantage of this ultra-short signal. Also,

metallic and liquid materials cause signal interference in UWB-based positioning

system.

2.4.2.4 IR-based positioning systems

IR-based positioning technology is a popular choice when high positioning accu-

racy (sub-millimeter) is required, particularly for human motion capture. As this

research is concerned with gait analysis, a subfield of human motion capture, a

brief description of gait analysis and the existing systems used for gait analysis

are given below.
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Biomechanics is a field of Classical or Newtonian mechanics, a branch of phys-

ical science that is concerned with the behaviour of bodies under the action of

forces. A popular subject of this field is human motion capture which has a long

history dating back to the 1800s. Film photography based motion analyses was

generally used in these early experiments. However, these approaches suffered

from the limitations of automated data reduction (i.e., reduction of multitudi-

nous amounts of data down to the meaningful parts). Afterwards, a frame by

frame manual digitization procedure, which was time consuming and laborious,

was introduced to obtain the motion data. In the late 20th century, it became

achievable to capture and process information regarding the 3D motion in real

time. Motion analysis covers a wide range of applications and gait analysis, a

subfield of biomechanics is one of them.

• Gait analysis: According to the definition of [20], “gait analysis is the sys-

tematic measurement, description, and assessment of those quantities thought to

characterize human locomotion”. It has been used for many different application

areas from the entertainment industry to robotics, sports science and medical sci-

ence. Generally, the gait data are captured throughout gait analysis via different

measuring techniques, and then processed and analysed to obtain the gait param-

eters (such as variations in joint angles, resultant forces and moments occurring in

the joints and the muscle activity) required for the assessment of a subject’s gait.

In almost all fields of human movement, gait analysis has been used for a wide

variety of applications, for both clinical and research purposes. In the clinical

decision making processes such as diagnoses of disorders, as well as future treat-

ment plans in physical medicine, rehabilitation gait analysis plays an important

role. Gait analysis also allows the quantification of the effects of rehabilitation

and orthopaedic surgery. Aside from clinical applications it is extensively used in
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the entertainment industry, robotic science and sports science. In the entertain-

ment industry, it is used particularly for making films and games in which realistic

models that move like real humans are created. In the robotics and computer sci-

ence industries, human like actions are incorporated in robots using human pose

estimations. In sports science, athletes can advance their techniques by capturing

and analysing their current movements.

• Gait analysis system: Since gait analysis has a wide range of application

involving both clinical and research purposes, various methods have been devel-

oped to perform gait analysis. These include electrogoniometers, accelerometers,

electromagnetic systems and optical motion capture system (MCS) among which

the optical MSC is most widely used. Nowadays, a variety of optical MCSs are

available in the market. They use active or passive architectures, depending on the

type of markers used by the system. Both systems require at least three markers

to define a segment of an object.

In active marker systems, generally light-emitting diodes (LEDs) are employed

which are triggered and pulsed successively by a computer which helps the system

to identify the markers used by the system automatically, hence marker tracking is

not a problem. In these systems, a large number of markers can be used by placing

the closely to each other so no marker merging occurs; hence more information

can be obtained about the subject. However, these systems are not flexible, and

measurements are cumbersome as wire connection from LEDs to the datastation

(where data would be stored) has to be delivered on the subject’s body. Addi-

tionally, batteries are required here for LEDs and for long duration experiments

heat generated by the LEDs might be an issue. MCSs which use active markers

are called optoelectronic systems.

On the contrary, passive marker systems use lightweight reflective markers
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which require an illumination source (typically IR) which is usually mounted

around each camera lens. As these systems use lightweight reflective markers

they do not need cables and batteries on the user. At each marker, the illumina-

tion source, the IR light, sent out from the camera is reflected back into the lens.

At each camera lens, an IR filter along with a threshold value is used to discrim-

inate the marker automatically from the background noise. As all markers are

visible at any given time, potential merging of markers creates limitations on how

close together markers may be placed. Each marker trajectory must be recognized

with a label and tracked during the test. This requires the use of sophisticated

algorithms to recognize the center marker positions for precise tracking. Four (two

active and two passive) commercial optical MCSs are described in Appendix A,

Section A.8.

2.4.2.5 Vision-based positioning systems

The easiest way of tracking and identifying a person or device without using mark-

ers in a complex environment is a vision-based positioning system which estimates

a location from the images captured by one or multiple cameras. In this approach,

using one or multiple cameras of the functioning environment, a pre-measured

database of images is created and the stored information is used in the real-time

phase to locate and identify the target. In addition, it is able to provide a valuable

location context for services, e.g., a person drinking water sitting in a particular

place. In Appendix A, Section A.9, a popular vision-based system is discussed.

Although a cheap camera can cover a large area and person or device to be

tracked, and does not require any tags/markers, these positioning systems have

some drawbacks. Firstly, since they work on previously stored information of the
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functioning environment, a small change in the environment, such as the intro-

duction of another table, leads to the database being updated. Secondly, they

are greatly affected by sources of interference, for example, the turning off and

on of a light in the operating environment. Finally, tracking multiple persons is

challenging and highly computationally complex.

2.5 Conclusions

This chapter described the underlying principles of localization systems, and re-

viewed the extensive efforts undertaken by researchers to design various outdoor

and indoor positioning technologies, from large global systems such as GPS to

small specific indoor systems like Cricket. The systems reviewed tackle the lo-

calization problem in an indoor environment using both active and passive mo-

bile architectures. Although these efforts undoubtedly form a strong foundation

for various localization techniques, there is still no one system which can fulfil

all requirements as there are some limitations in each category of existing tech-

niques. Despite EM-based positioning, more specifically, IR-based positioning

systems showing high precision (sub-millimeter) in terms of localization, they re-

quire complex setups and involve significant initial costs. The best alternative for

obtaining high accuracy with a relatively low cost and complexity are US-based

positioning systems as they use slower speed and readily available devices. Gen-

erally, in US-based positioning systems, cross-correlation is considered to be the

optimal solution for TOF estimation. The accuracy of cross-correlation improves

when the signal bandwidth is increased which also increases the system cost.

Hence, to solve this problem, in Chapter 3, a phase-correlation approach is

proposed which is capable of delivering a narrower peak without increasing the



Chapter 2. Background and Related Work 57

bandwidth physically. Although the phase-correlation approach provides higher

accuracy than cross-correlation, it must find matches between the stored trans-

mitted and received signals. Thus, increasing the computational complexity and

hardware cost. Moreover, most UPSs use the lateration algorithm for position-

ing target(s). However, they suffer from DOP errors when reference points are

installed on a fixed plane

To disentangle these problems, in Chapter 4, two algorithms are proposed for

the measurement and positioning phases. In the former, a narrowband orthogonal

frequency division multiplexing (OFDM)-based TOF technique is introduced. In

the positioning phase, a steepest descent optimization algorithm is proposed which

does not suffer from DOP errors like the traditional lateration algorithm.

Finally, when exiting UPSs use a single tone or narrowband chirp signal

for static and dynamic target positioning they suffer from two major problems.

Firstly, they cannot localize multiple targets simultaneously due to signal inter-

ference. Although efforts must be made by using either aTDM technique which

reduces the system update rate or by introducing a broadband transducer which

increases system cost. Secondly, they use a matched filtering technique to esti-

mate the Doppler shift associated with the target’s movement whereby a bank of

transmitted signals is created and stored by shifting the frequency of the transmit-

ted signal to different values. Thus, computational complexity and system cost

is increased. To solve these problems, in Chapter 5, the OFDM-based steepest

decent optimization algorithm introduced in Chapter 4 is initially extended for

simultaneous multiple transducer positioning and then for tracking. The accuracy

of these systems are compared with an optical motion capture system, Vicon.



Chapter 3

Highly Accurate Ultrasonic

Positioning using

Phase-correlation

Highly accurate three-dimensional (3D) indoor ultrasonic positioning systems (UPSs)

are used in many applications, including industrial, robotic, scientific, military and

medical, in which accurate estimations of distance through time-of-flight (TOF)

techniques are fundamental. Generally, cross-correlation is considered to be the

optimal TOF estimation technique which produces a peak at the time delay be-

tween a transmitted and received signal. However, as its accuracy depends on

the width of the peak, which is inversely proportional to the signal’s bandwidth,

it can only be said to be highly accurate if the reflected or multipath signal at

the receiver is separated in time by more than the width of the correlation peak;

otherwise, errors are introduced into the system. To improve its accuracy, the

bandwidth of the transmitted signal must be increased which increases the system

cost. In this chapter, a phase-correlation technique for solving the abovementioned

58
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problem of the chirp-based cross-correlation technique, which is able to provide a

much narrower peak than cross-correlation without increasing the signal’s physical

bandwidth, is proposed. The experimental results show that the accuracy obtained

using this technique, along with the multilateration algorithm, is acceptable for

medical applications in which high accuracy (≈ 0.5 mm) is required and which

is generally achieved using optical motion capture systems (MCSs). The system

cost and complexity of this proposed UPS is expected to be much less than that

of an equivalent optical system.

3.1 Introduction

The location of a radiating source can be determined using information regarding

its distances from at least three reference points, the locations of which are known

[94]. This technique has been extensively used in research and production fields

in many and varied applications, such as robot navigation [44, 51–53], the precise

location of instruments during laparoscopic surgery [40], and human movement

tracking [21–39]. The general rationale for the system presented in this chapter

is the opportunity offered by ultrasound to conceive rather simple measurement

methods or build comparatively cheap meters characterized by suitable accuracy,

reduced measurement time and, above all, a high level of inherent safety [56].

The process of obtaining distance information is begun by sending an ultra-

sonic (US) burst from a transmitter to a receiver. Ideally, one would send a

continuous wave signal, for instance, a sine wave, from the transmitter. Then,

using the phase-shift information between the transmitted and received signals,

the distance information could be obtained. This technique can measure distances
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up to a wavelength (λ) because a phase variation of a signal from 0◦ to 360◦ cor-

responds to a distance variation from 0 to λ. However, if the measured distance

is longer than a wavelength, this technique is limited to short-range applications

as the integer number of wavelengths within the distance is unknown.

Therefore, for distances longer than a wavelength, it is common to measure

the TOF which employs the following concept. A transmitter sends an US pulse

which travels through the air to a receiver and this traveling time (tF ) is used to

obtain the distance (d) between the transmitter and receiver using the common,

straightforward law [166]:

d = vtF (3.1)

where v is the speed of sound.

The simplest way of determining the TOF involves transmitting and detecting

the arrival of an US signal by triggering the event when the received signal exceeds

a predefined threshold level for the first time which, of course, must be above

the noise level. Although it is computationally simple and can be implemented

with low-cost single frequency US transducers, for low signal-to-noise ratio (SNR)

signals, it is not the most suitable method because, on average, it estimates a false

positive TOF compared with the actual one [56].

A more standard and proper TOF estimation technique is cross-correlation in

which transmitted and received signals are cross-correlated to produce the max-

imum value at the time delay and performs better than the threshold technique

for low SNR signals. It is considered as the optimal TOF estimation technique

as it uses all the information contained in the signals [56] and has noise reduc-

tion properties because, theoretically, the result is zero when random noise is

cross-correlated which means that the additive noise is reduced. The accuracy
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of cross-correlation depends mainly on the width of the correlation peak which is

inversely proportional to the bandwidth, that is, the narrower the peak, the higher

the TOF estimation accuracy. So a larger the bandwidth translates to a higher

the accuracy although this results in an increased system cost. Above all, this

technique can be said to be highly accurate if the reflected or multipath signal

at the receiver is separated in time by more than the width of the correlation

peak [57, 58] which might not always happen in an indoor environment due to the

presence of numerous obstacles which can introduce errors into the system.

Therefore, a technique for improving system accuracy in an indoor multipath

environment called phase-correlation, which is able to produce a narrower peak

without increasing the system bandwidth physically while fulfilling the above cri-

teria, is introduced.

The remainder of this chapter is organized as follows: Section 3.2 presents

the system design; in Section 3.3, a general system model of an UPS is described;

the cross-correlation method in the frequency domain discussed in Section 3.4 is

then modified to improve system accuracy in Section 3.5; a comparison of the

performances of the cross-correlation and proposed methods from simulations is

presented in Section 3.6; Section 3.7 describes the experimental procedure for

determining the accuracy of the proposed system; the experimental results are

discussed in Section 3.8; and Section 3.9 presents the conclusions drawn from this

study.

3.2 System Design

The aim of this dissertation was to develop such UPSs which would be able to

provide the sub-millimeter accuracy required for sensitive medical applications
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such as gait analysis. When designing such types of UPSs, several characteristics

needed to be considered which are described below.

3.2.1 System-level Architecture

As low cost 40 kHz US transmitters and receivers are readily available commer-

cially, it was decided that the systems developed in this dissertation would operate

at or around a frequency of 40 kHz. The transmitters and receivers used in the

proposed UPSs were the Piezotite MA40S4S and MA40S4R [167] which can effec-

tively utilize 10% of the frequencies centered around 40 kHz.

In line with the goals of applying the proposed system for sensitive medical

application, accuracy was a high priority. For such a positioning and tracking

system which requires a very high degree of accuracy (sub-millimeter), the selection

of its data acquisition (DAQ) module is an important issue. In order to determine

an appropriate interface for the positioning system, potential detection errors are

studied under a specific scenario which involves investigating how many errors

will be introduced if the time detection is delayed by one sample which helps to

ascertain the sampling rate to be used to maintain an accuracy of less than 0.5 mm.

Using the common audio interface UA-25EX [168], the sampling rate of which

is 96 kHz, i.e., a sampling time of ts =
1

96 kHz
= 10 µs, if the detection is out by

one sample period, when the speed of sound is 344 m/s, the prospective error in

the predicted distance (de) will be:

de = v × ts = 10 µs× 344 m/s ≈ 3.6 mm (3.2)
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Although this error is too large for the system’s desired accuracy, it can be ei-

ther physically or virtually reduced by increasing the sampling rate. As, if the

sampling rate is increased virtually, e.g., through interpolation, the complexity

and uncertainty in the system’s software is increased, the choice was to increase

it physically. As the desired accuracy is less than 0.5 mm, according to equa-

tion (3.2), the sampling rate has to be ts = 0.5 mm
344 m/s

= 1.45 µs which corresponds

to a minimum sampling frequency of fsmin
= 1

1.45 µs
≈ 0.7 MHz.

Therefore, in order to obtain accurate data simultaneously at each receiver,

the minimum sampling frequency must be 0.7 MHz. After conducting market

research, the USB-1604HS-2AO DAQ module [169] was selected as it has simulta-

neous 1.33 MHz sampling at each of its four input channels and 1 MHz sampling

at its output channel which means that the error (de) incurred by one sample’s

false detection is reduced to 0.344 mm, a huge improvement compared with typical

audio interfaces and exceeds the desired accuracy of 0.5 mm. After selecting the

I/O of the system, the focus is then on software development of the positioning

algorithms.

3.2.2 Software Development

Three main steps are involved in the software development of an UPS. Firstly,

a signal must be sent by the transmitter which will also be used to trigger the

receivers to determine the TOF. Secondly, once a signal is transmitted by the

transmitter and received by the receivers, these signals need to be captured by the

DAQ module to determine their TOFs. Finally, using these TOFs, a 3D position

needs to be established. Figure 3.1 shows these components and their context.
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Figure 3.1: Block diagram of basic components of the proposed UPSs.

In the following section, a general system model of an UPS which considers

all real environmental factors is presented.

3.3 System Model

If, in an UPS, a number of transmitters transmit signals with a frequency of fa,

the signal received by a receiver in the system is [170]:

r(t) =
a
∑

q=1

M
∑

l=0

Aq,l e
j2π(fa−fdq,l )t δ(t− tFq,l

)htxa
hrx + ñ(t)hrx (3.3)

where a represents the number of transmitters, htx and hrx the impulse responses

of the transmitter and receiver respectively (generally, it is assumed that both have

a unity magnitude, i.e., neither changes the signal’s attributes), M the possible

number of paths traversed by a transmitted signal to reach a receiver, Aq,l the

amplitude of the l-th ray of the q-th transmitter, δ(t − tFq,l
) the propagation

delay between the q-th transmitter and receiver, fdq,l the Doppler shift of the q-th

transmitter of the l-th path, ñ(t) the additive white Gaussian noise (AWGN), ray
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l = 0 the direct path and l > 0 the multipath between a transmitter and receiver,

tFq,l
= dq,l/v, where dq,l is the distance traveled by ray l of the q-th transmitter and

v the speed of sound which depends on environmental factors such as temperature,

pressure and humidity. Although the effect of pressure and humidity is negligible

for the applications considered here, that of the temperature on sound velocity is

described below.

Unlike an electromagnetic (EM) signal, the speed of an US signal is directly

affected by the air temperature. As the distance between a transmitter and re-

ceiver is directly related to the speed of sound, in any UPS, the variability of the

speed of sound according to the air temperature needs to be considered, with the

relationship between the speed of sound and air temperature given by:

v = (331.3 + 0.6Tm) m/s (3.4)

where Tm is the ambient temperature in ◦C. This variability needs to be accounted

for via calibration before any TOF measurements are taken. Generally, for TOF

estimations, the cross-correlation method is used which is described below.

3.4 Frequency Domain Cross-correlation

The mathematical model of cross-correlation in the discrete time domain was pre-

sented in Chapter 2, Section 2.3.1.1. However, as it is often simpler in practice to

perform the calculation in the frequency domain. Let the time domain transmit-

ted and received signals be sT (t) and sR(t) respectively. Now using the Fourier

transform, sT (t) and sR(t) can be described by a complex function of frequency
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as follows:

ST (f) = ℑ(sT (t)) = AT (f)e
jθT (3.5)

SR(f) = ℑ(sR(t)) = AR(f)e
jθR (3.6)

where ℑ denotes the Fourier transform operation and, A and θ represents the

amplitude and phase of the complex frequency components of each signal respec-

tively. Now, the cross-correlation of the transmitted and received signals in the

frequency domain is:

C(f) = S∗
T (f)SR(f)

= |AT (f)AR(f)| e
−jθT ejθR

= |AT (f)AR(f)| e
j(θR−θT )

(3.7)

where ∗ denotes the complex conjugate. The inverse Fourier transform of C(f)

represents the cross-correlation output as:

c(t) = ℑ−1(C(f)) = ℑ−1(|AT (f)AR(f)| e
j(θR−θT )) (3.8)

where ℑ−1 is the inverse Fourier transform. This cross-correlation provides a signal

with a maximum value when the transmitted and received signals are perfectly

aligned in time.

The inverse Fourier transform of the exponential function (i.e., equation (3.8))

of a single frequency component is a sine function which gradually becomes a sinc

function if the number of frequency components is increased and, finally, a delta

function for an infinite number of frequency components. Therefore, it can be

said that, by increasing the number of frequency components, i.e., the signal’s

bandwidth, the output from the cross-correlation (c(t)) can be narrowed, with the

correlation width (∆T ) inversely proportional to the bandwidth (W ) of the signal,
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Figure 3.2: Effect of bandwidth on cross-correlation width.

i.e.,

∆T ∝
1

W
(3.9)

as shown in Figure 3.2.

Therefore, by increasing the bandwidth (W ), one can reduce the width of

the peak which means that system accuracy is improved because the probability

of separating the reflected path or multipath will be increased in time by more

than the width of the cross-correlated pulse. The problem here is that increasing

the system bandwidth will increase the system cost. Therefore, in the following

section, a phase-correlation technique which is able to provide a sharp peak without

physically increasing the bandwidth is proposed.

3.5 Phase-correlation Method

According to equation (3.8), the cross-correlation output will be a delta function,

i.e., approximately zero everywhere except at the position of time delay if each fre-

quency index of C(f) has a value, i.e., an infinite bandwidth. This could possibly

be achieved virtually, without physically increasing the bandwidth, by modifying
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Figure 3.3: Frequency spectrum of C(f) and Cp(f) for [35-45] kHz chirp.

equation (3.8) as:

Cp(f) =
|AT (f)AR(f)|ej(θR−θT )

|AT (f)AR(f)|

= ej(θR−θT )
(3.10)

This equation means that all the frequency spectrum of Cp(f) has a unity magni-

tude whereas C(f) has particular values at the transmitted frequency components

as shown in Figure 3.3. Therefore, the inverse Fourier transform of Cp(f) given in

the following equation is a delta function which produces a peak at the minimum

phase difference between the transmitted and received signals as it has a value at

all frequency components.

cp(t) = ℑ−1(Cp(f)) = ℑ−1(ej(θR−θT )) (3.11)

Hence, ideally, it can be said that, for any band of a signal, without physi-

cally increasing the bandwidth, the output from phase-correlation will be a delta

function as all the frequency components of Cp(f) will have unity magnitudes.

In summary, the proposed phase-correlation method is as follows.

1. Calculate the Fourier transform of the transmitted signal, i.e., ST (f) =

AT e
jθT .
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2. Calculate the Fourier transform of the received signal, i.e., SR(f) = ARe
jθR.

3. Calculate the angle difference between the received and transmitted signals,

i.e., ∆θ = (θR − θT ).

4. Calculate the exponential of ∆θ, i.e., Cp(f) = ej∆θ.

5. Calculate the inverse Fourier transform of Cp(f), i.e., cp(t) = ℑ−1(Cp(f)).

6. Find the position of the maximum value of cp(t) which corresponds to the

TOF in the sample domain.

As there are different types of signals competing in the field of UPSs, the

following section describes which signal will be useful for the phase-correlation

method.

3.5.1 Choice of Signal for Phase-correlation

In the field of UPSs, there are mainly two types of competing signals: single tone

sinusoidal and linear chirp.

A single tone sinusoidal signal is used by an UPS because most of the US

hardware available is tailored to 40 kHz US waves and is efficient for estimating

the TOF when used with an additional radio frequency (RF) signal using the

velocity-difference TDOA technique [3, 15, 38, 41, 43, 69–71, 82–84]. However, it

performs poorly in a TOF estimation when cross-correlation is used because, in

a particular signal length, there will be several cycles which produce very similar

peaks adjacent to the main peak when cross-correlated with the received signal.

Hence, a false peak may be detected in a noisy environment [94]. Therefore, using
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a single tone signal along with cross-correlation for TOF estimation is not a good

choice.

To improve the accuracy of the cross-correlation technique, a frequency mod-

ulated (FM) signal, i.e., a chirp signal, is introduced. It is a sinusoidal wave of

constant amplitude which sweeps the desired bandwidth (W ) within a certain time

period in a linear or nonlinear (e.g., quadratic or logarithmic) manner. Using a

linear chirp signal in conjunction with cross-correlation has been demonstrated

to provide superior performance in radar and sonar applications[95, 96]. Also, a

chirp signal performs well in the field of indoor positioning [16, 49, 54, 82, 171].

The performances of phase-correlation for both signals is tested and, as previ-

ously mentioned, its output for any band of signal is a delta function.

To verify this statement, initially, the performance of a sine wave is tested

in a noiseless environment, with the output from the phase-correlation shown in

Figure 3.4(a) having a sharp spike.

However as, in a real scenario, noise will be added with the received signal

which means that over all the frequency spectrum of Cp(f) a random phase will

be added, hence the phase of the majority of the frequency components will be

random and there will be no defined peak (shown in Figure 3.4(b)).

Therefore, to evaluate the performance of the phase-correlation technique, a

chirp signal is also tested in the presence of noise, with the phase-correlation

output shown in Figure 3.4(c) in which a sharp peak is visible. The reason for

this sharp peak in the presence of noise is that a significant amount of frequency

components contributes to phase-correlation whereas a single tone signal has only

one frequency component.
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Figure 3.4: Phase-correlation output from simulation: (a) noiseless 40 kHz sine
wave; (b) 40 kHz sine wave when the SNR is 15 dB; and (c) [35-45] kHz chirp

when the SNR is 15 dB.

So, it can be said that the performance of phase-correlation depends on two

important factors: the amount of frequency components contributing to it, i.e., the

signal’s bandwidth; and the relative amount of noise contributing to the received

signal, i.e., the SNR of the received signal. Therefore, two important relationships

can be established.

Firstly, if the bandwidth (W ) of a signal increases, the SNR of the phase-correlation

output (cp(t)) (which can be defined as the ratio of the square of the correlation

main peak amplitude to the variance of the correlation noise) increases as shown
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in Figure 3.5(a). The equation for the correlation SNR (SNRCorr) is given as:

SNRCorr = 20 log

∣

∣Corr(main peak)

∣

∣

2

Var(Corrnoise)
(3.12)

where Var and Corr represent variance and correlation respectively. Generally,

except the width of the correlation main peak, all other components are considered

as noise.

If the SNRCorr of phase-correlation increases, the probability of obtaining ac-

curate peak detection (P (TD)), i.e., the TOF, also increases and vice versa. Math-

ematically,

P (TD) ∝ W (3.13)

Secondly, for a fixed bandwidth, if the received signal’s SNR (SNRsR) increases,

the SNRCorr of the phase-correlation output (cp(t)) also increases (shown in Fig-

ure 3.5(b)), hence, the probability of obtaining accurate peak detection (P (TD)),

i.e., the TOF, increases and vice versa. Mathematically,

P (TD) ∝ SNRsR (3.14)

How these two factors affect system accuracy is demonstrated in Section 3.6.

To visualize how phase-correlation works better than cross-correlation in a close

multipath environment an example is demonstrated below.

3.5.2 Understanding Phase-correlation using an Example

The following example demonstrates how the proposed phase-correlation method

provides a more accurate TOF than cross-correlation for close multipath reception.
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Figure 3.5: SNRs of phase-correlation (cp(t)) when: (a) the signal’s bandwidth
is varied; and (b) the received signal’s SNR is varied.

In it, two cases are considered where a linear chirp [35-45] kHz/10 ms (i.e., the

length of the linear chirp is 10 ms and, its initial and final frequencies are 35 kHz

and 45 kHz respectively) was used for transmission which was also used during

the real experiment and the SNR was 15 dB.

In the first case, the receiver receives the transmitted chirp with sufficient

separation between the direct and reflected paths, which are, 1500 samples and

1950 samples which correspond to 51.6 cm and 67.08 cm respectively when the

speed of sound is 344 m/s at 21◦C, with the corresponding path loss considered

using reflection coefficients of 0.9. A reflection coefficient of 0.9 means that 10%

of the signal’s energy is lost upon reflection which indicates that the multipath

effect is more intense at a higher reflection coefficient, and vice-versa. The outputs

from the cross- and phase-correlations are shown in Figure 3.6 which indicates that

both methods can estimate the direct path, i.e., the TOF, and the reflected path

accurately when they are sufficiently separated in time.

In the second case, the receiver receives the transmitted chirp with a small

separation in time between the direct and reflected paths, which are, 1500 samples
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Figure 3.6: Outputs when direct and reflected paths are well separated in time
from: (a) cross-correlation; and (b) phase-correlation.

−3000 −2000 −1000 0 1000 2000 3000
0

0.2

0.4

0.6

0.8

1
X: 1550
Y: 1

Time delay (samples)

A
m

pl
itu

de

(a)

−3000 −2000 −1000 0 1000 2000 3000
−0.2

0

0.2

0.4

0.6

0.8

1

1.2
X: 1500
Y: 1

Time delay (samples)

A
m

pl
itu

de

X: 1600
Y: 0.9064

(b)

Figure 3.7: Outputs when direct and reflected paths close in time from: (a)
cross-correlation; and (b) phase-correlation.

and 1600 samples which correspond to 51.6 cm and 55.04 cm respectively when

the speed of sound and temperature are the same as in case-1. The outputs

from the cross- and phase-correlations are shown in Figure 3.7 which indicates

that the peak for the reflected path is not visible in the cross-correlation output

as in Figure 3.6 which means that the reflected path has a direct effect on the

correlation’s width and its peak is generated at a false position with an error of

50 samples, i.e., 1.72 cm; but, for phase-correlation, two distinct spikes are visible

at exactly the same positions of the direct and reflected paths. Therefore, it can
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be said that phase-correlation has the capability to detect the direct and reflected

paths accurately even when the main and multipath signals are closely separated

in time.

3.6 Simulation Results

A customized environment was simulated in Matlab to evaluate the performance of

the proposed phase-correlation method for distance measurement. The simulator

was designed to build a virtual two-dimensional (2D) rectangular room with (top,

left) and (bottom, right) coordinates as: (-5, d/2) and (d+5, −d/2) respectively,

where d is the distance between the transmitter and receiver and is varied from

40 to 60 cm, with the receiver and transmitter positioned at (0, 0) and (d, 0)

respectively. In the simulator, a fixed number of reflection points at different

positions of the transmitter in the enclosed geometry was generated, as per the

described system model. Measurements were taken at different positions inside

the room for distances between 40 cm and 60 cm with gaps of 5 cm and each

simulation was run for 7 iterations, with its final position taken as the median of

the calculated positions.

The simulation was performed in a multipath environment (5 paths) with

reflection coefficients of 0.9 to 0.5, and the corresponding signal’s attenuation

calculated using the formula A = A0 e
−γd, where A0 is the unattenuated amplitude

of the propagating wave at a location, A is the reduced amplitude after the wave

has traveled a distance (d) from that initial location and γ is the attenuation

coefficient of the traveling wave in the d direction.

To verify equation (3.13), the bandwidth of a chirp signal was varied from

10 kHz to 25 kHz with 5 kHz gaps, the initial frequency was 35 kHz and the received
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Figure 3.8: Accuracy effected by: (a) transmission bandwidth; and (b) received
signal’s SNR.

signal’s SNR fixed at 6 dB. To verify equation (3.14), the SNR of the received signal

was varied from 1 dB to 20 dB with 1 dB gaps for a fixed chirp [35-45] kHz/10 ms.

This chirp was used because the transmitter in the experiments can utilize a 10%

bandwidth of the center frequency (40 kHz).

The results obtained from this simulation using the proposed and cross-correlation

methods are compared in Figure 3.8(a) and Figure 3.8(b) respectively. Fig-

ure 3.8(a) shows that the standard deviation of error from the proposed method

decreases with increases in the bandwidth for a fixed SNR, which validates equa-

tion (3.13). It is also noted that, to reach the same accuracy as the proposed

method, cross-correlation requires a significantly larger bandwidth.

Again, Figure 3.8(b) shows that the standard deviation of error from the pro-

posed method increases with decreases in the signal’s SNR which validates equa-

tion (3.14). It is noted that, the performance of the proposed method abruptly

degrades when the received signal’s SNR is lower than 6 dB. This is because the

phases of the narrowband received signal are highly affected by the noise, and
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results in no defined peak which means that the proposed method is highly sensi-

tive to the SNR. But, for the cross-correlation, the standard deviation of error is

almost constant as cross-correlation of the random noise is theoretically zero.

Therefore, it can be said that phase-correlation has the ability to provide

precise results in moderate SNR (> 6 dB) and highly multipath environments,

and can be applied in medical applications which require high accuracy. Recently,

the phase-correlation method was verified for a broadband chirp signal in [59]

which also showed that at low SNR the performance of the phase-correlation is

more degraded than the cross-correlation but the performance is better at higher

SNR values. [59] also showed that at a low sampling rate the accuracy of the phase-

correlation method is higher than the cross-correlation method which reduces the

computational cost, though this analysis is not considered here.

3.7 Experimental Procedure

To evaluate the proposed method, a set of experiments were conducted according

to the procedures described below. In these experiments, a Piezotite MA40S4S and

MA40S4R, which operate in a narrow band of frequencies centered around 40 kHz,

were used as transmitters and receivers. To capture and digitize the transmitted

and received signals and to measure the room temperature, a Measurement Com-

puting USB-1604 DAQ module with a sampling rate of 1 Msample/s and a digital

thermometer were used respectively. The transmitted signal was a linear chirp

[35-45] kHz/10 ms.
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Ruler Vernier Scale

Receiver Transmitter

Figure 3.9: Configuration of transmitter and receiver during distance
measurement.

3.7.1 Distance Measurement

An experiment was performed to evaluate the proposed phase-correlation-based

TOF estimation technique in which the transmitter and receiver were attached

to opposite ends of a ruler equipped with a Vernier scale with a precision of

0.05 mm. An illustration of this setup is shown in Figure 3.9. The transmitter’s

positions were varied between 40 cm and 60 cm at intervals of 1 cm and the

corresponding distances calculated by converting the TOFs obtained from the

proposed method described in Section 3.5 into distances. To demonstrate the

improvement in accuracy obtained by the proposed approach, the distances were

also calculated using the cross-correlation technique described in Section 3.4 for

comparison.

3.7.2 Positioning

In this experiment, in an active mobile architecture (i.e., the reference points were

receivers and the target was the transmitter) a transmitter and an array of five

receivers were used in a configuration similar to that illustrated in Figure 3.10.

The transmitter was moved to 60 different locations inside a 20 × 20 × 20 mm
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Transmitter

Z

Y

X

Figure 3.10: Configuration of transmitter and receivers during positioning.

volume, and the true positions were measured using a Vernier scale with a precision

of 0.02 mm. For each location of the transmitter the phase-correlation method

described in Section 3.5 was used to determine the TOFs of the transmitted signal

to each of the five receivers. The position of the transmitter was calculated using

the multilateration algorithm described in Chapter 2, Section 2.3.2.1.

To demonstrate the improvement in accuracy provided by the phase-correlation

approach, the position of the transmitter was also calculated using the traditional

cross-correlation method described in Section 3.4 to measure the TOFs between

the transmitter and receivers along with multilateration algorithm.

3.8 Results and Analysis

The results obtained from the above experiments using the proposed and cross-

correlation methods are presented and compared in this section.
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Figure 3.11: Errors in distance measurement obtained from proposed and
cross-correlation methods.

3.8.1 Distance Measurement

The errors incurred using the proposed TOF estimation and conventional cross-

correlation approaches for distance measurements are shown in Figure 3.11. These

plots clearly show the improved precision achieved by the proposed approach,

with the standard deviations of errors from it and the cross-correlation method

0.3017 mm and 1.0931 mm respectively.

3.8.2 Positioning

The errors for each of the x, y and z directions in the transmitter’s calculated lo-

cations using the proposed and traditional cross-correlation approaches are shown

in Figure 3.12 and their standard deviations of the errors in each direction in Ta-

ble 3.1 which demonstrate that the precision obtained using the proposed method

is significantly higher than that from the cross-correlation method.

They also indicate that the proposed phase-correlation approach can provide

almost sub-millimeter accuracy required for many medical applications. It has
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Figure 3.12: Errors in locating transmitter obtained from proposed and
traditional methods.

Table 3.1: Standard deviations of errors in transmitter’s measured locations
(mm).

Methods
Direction

x y z
Proposed 0.7035 0.6636 0.1298

Cross-correlation 6.7916 8.3894 1.4327

been noticed that for both proposed and traditional approaches the accuracy is

higher in x and y directions than z direction. This is because receivers were

mounted on a single plane (at z = 0 in the proposed coordinate system) and the

distances between the receivers were less than the distances between transmitter

and receivers which means the surface of the spheres centered at the receivers gen-

erated by the multilateration algorithm is almost parallel. This produced larger

errors in the position of the intersecting point of the spheres for directions tangen-

tial to the surface of the spheres than for directions normal to the surface of the

spheres. This phenomenon is known as dilution of precision (DOP).
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3.9 Conclusions

In this chapter, to determine the distance between a transmitter and receiver, a

new TOF technique using phase-correlation was proposed and then used with the

multilateration algorithm to precisely determine the 3D position of a transmitter.

The unique features of the proposed approach compared with the cross-correlation

technique are that: it has the capability to narrow the correlation peak by virtu-

ally rather than physically increasing the signal’s bandwidth which not only helps

to accurately determine the TOF in an environment in which close multipath re-

flections occur but can also separate the individual multipath components. It also

reduces the system cost as it is not necessary to physically increase the signal’s

bandwidth. The experimental results showed that the proposed system was able

to measure the positions of a transmitter inside a 3D volume with significantly

better (almost sub-millimeter) accuracy than the alternative cross-correlation ap-

proach. It is worth noting that, although the proposed method achieves almost

sub-millimeter accuracy which is a prerequisite for many medical applications,

it is highly dependent on the received signal’s SNR. In addition, as the phase-

correlation technique is a kind of correlation technique, it requires storing both

transmitted and received signals which increases the system cost. Most impor-

tantly, as all reference points (i.e., receivers) were placed in a single plane, i.e.

the z = 0 plane, during experiments for simplicity and to determine the receivers

coordinates accurately, this configuration suffered from DOP, i.e., created higher

errors in the tangential directions of the virtual spheres generated by the mul-

tilateration (i.e., in the x and y directions) than normal direction (i.e., in the z

direction). The next chapter (Chapter 4) will propose new ways of overcoming

these issues to provide improved performance.



Chapter 4

Highly Accurate Ultrasonic

Positioning using an

OFDM-based Robust

Optimization Approach

Ultrasonic positioning systems (UPSs) are used for various types of applications

across a wide variety of fields, including robot navigation, device location and pose

estimation. In this chapter, the focus is on investigating two major problems in

the signalling and positioning phases of existing UPSs and providing correspond-

ing solutions. Firstly, most of the existing UPSs use a single tone or a narrowband

chirp signal for positioning which suffer from computational complexity due to

the use of correlation technique for time-of-flight (TOF) estimation. In addition,

they cannot simultaneously localize multiple transducers due to signal interference.

Also, as a moving target introduces Doppler shift into the system, to estimate and

compensate this, they use matched filtering techniques which increase the system’s

83
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cost and complexity. Secondly, it has been noticed that, placing all receivers in a

single plane, which is logistically simpler for indoor applications and their distance

from the target is larger than the distance between them which is likely to happen,

produced larger errors in the position of the intersecting point of the spheres for

directions tangential to the surface of the spheres than for directions normal to

the surface of the spheres when traditional lateration algorithm was used. In this

chapter, firstly, to solve the abovementioned problems of a narrowband signal and

correlation-technique, a narrowband orthogonal division multiplexing (OFDM)

signal, which can efficiently utilize the entire available frequency spectrum, and

a new TOF estimation technique are proposed. Secondly, using the TOF infor-

mation obtained from this approach, a robust optimization approach for not only

overcoming the limitation of the lateration algorithm but also ignoring errors in

the distance measurements of the receivers corresponding to one complete cycle

of the transmitted signal is proposed. The experimental results show that the

proposed system has the precision required for medical applications and its cost

and complexity are anticipated to be lower than those of alternative traditional

optical systems.

4.1 Introduction

Usually, UPSs use single tone or narrowband chirp signals when a correlation

technique is used as the TOF measurement approach. However, these signals suf-

fer from three major problems: 1) although correlation techniques provide better

ranging resolution when used with a chirp signal, the complexity of the signal

processing required is increased as both the transmitted and received signals need

to be stored to perform correlation; 2) it is not possible to simultaneously localize
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Figure 4.1: Visualization of configuration related errors for the lateration
algorithm when positioning targets.

multiple transducers using a narrowband signal because there are always inter-

ferences if transmissions occur at the same time (details are provided in the next

chapter). This is an important criterion for various medical applications such as

gait analysis; and 3) as moving target introduce Doppler shift into the system,

to estimate and compensate the Doppler shift, existing narrowband based UPSs

use matched filtering techniques. This approach requires a bank of correlators

which increases the system cost and complexity (details are provided in the next

chapter).

A lateration algorithm is generally used in an UPS to obtain the target’s lo-

cation. For accurate (sub-millimeter) positioning of indoor reference points, it is

simpler logistically if they are installed on a fixed plane. However, this configura-

tion means that when lateration is used, the surfaces of the spheres centered at the

reference points will be almost parallel when the separation between the reference

points and target is larger than the separation between reference points which is

likely to happen. This will produce larger errors in the positions of the intersecting

points of the spheres for directions tangential to the surfaces of the spheres than

for those normal to the surfaces, as shown in Figure 4.1 with the shaded area due

to the dilution of precision (DOP) effect. In addition, if the multipath issue is not

solved properly at the measurement phase, errors can occur in the TOF of one
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complete cycle of the transmitted signal. However, lateration does not have the

ability to eliminate such types of error from the position estimates.

In this chapter, initially, to solve the abovementioned problems of a narrow-

band signal and correlation-technique, a narrowband OFDM signal, which can

efficiently utilize the entire available frequency spectrum, and a new TOF estima-

tion technique are proposed. Then, using the TOF information obtained from this

approach, a steepest descent optimization algorithm is proposed. This optimiza-

tion algorithm overcomes the limitations of lateration approach and is also able

to ignore errors in the distance measurements of receivers corresponding to one

complete cycle of the transmitted signal.

The rest of this chapter is organized as follows: Section 4.2 presents an overview

of OFDM; in Section 4.3, a new OFDM-based TOF estimation technique is pro-

posed; Section 4.4 presents a new steepest descent optimization approach for po-

sitioning; a performance comparison between multilateration and the steepest de-

scent optimization algorithms are given in Section 4.5; Section 4.6.1 describes the

experimental procedure for determining the precision of the proposed system; the

experimental results are discussed in Section 4.7; and Section 4.8 presents the

conclusions drawn from this study.

4.2 Signal Selection

Single tone and chirp signals are the two most commonly used signals in the field of

UPSs. As mentioned previously, when a single tone signal is used for positioning,

it produces very similar peaks adjacent to the main peak when cross-correlated

with the received signal and this may result in a false peak being detected in

a noisy and multipath environment. Another problem of the single frequency
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transmission system is that, in a multipath environment, it may suffer from deep

fading. Generally, in indoor environments, numerous reflective objects are present

in the neighbourhood of the transmitter and receiver which provide multiple paths

that a transmitted signal can traverse. Therefore, a superposition of multiple

copies of the transmitted signal, each traversing a different path, is seen by the

receiver. A different attenuation, time delay and phase shift from the source to the

receiver will be experienced by each signal copy while traveling which results in

either constructive or destructive interference, amplifying or attenuating the signal

power seen at the receiver. When strong destructive interference occurs, which is

frequently referred to as a deep fade, a completely false TOF information may be

measured due to the severe drop in the channel signal-to-noise ratio (SNR).

When a chirp signal is used for positioning, though it does not suffer with

deep fading, it is not possible to simultaneously position multiple transducers due

to the signal interference. For example, if the useful frequency range of an UPS

is 35 kHz to 45 kHz and multiple transmitters transmit the same band of signals,

at the receiving end they will interfere with each other. This topic is dealt with

in more depth in the next chapter. In addition, although using a chirp signal

along with the correlation technique is advantageous, the complexity of the signal

processing required is increased as both the transmitted and received signals need

to be stored to perform correlation.

Hence, to eliminate the abovementioned problems in the signalling phase and

to secure a transmission system with a high capacity which can exploit the al-

located spectrum more efficiently, a resource management scheme is required.

Examples of resource management schemes include: time division multiplexing

(TDM), frequency division multiplexing (FDM), OFDM, code division multiplex-

ing (CDM), and space division multiplexing (SDM) based on the principles of
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sharing time, frequency, code and space respectively. Of these techniques, OFDM

has been shown to have a number of advantages and attracted considerable interest

[172]. The following section provides an overview of the OFDM technique.

4.2.1 Overview of OFDM

Basically, OFDM is a multicarrier system, in which the available frequency spec-

trum is divided into many narrowband channels, known as sub-carriers, which are

dedicated to a single source. The main benefit of this approach being that mul-

tiple transmitters can transmit signals in parallel while maintaining high spectral

efficiency.

Conceptually, OFDM is a type of FDM scheme which allows transmitters to

transmit information across a communication channel in parallel and offers a more

robust alternative to single carrier transmission systems in noisy communications

channel that suffer from fading. OFDM offers much more efficient use of the

available frequency spectrum than single tone and chirp signals.

The rapid increase in popularity for this scheme is due to the fact that it

allows the available channel bandwidth to be used very efficiently. Due to its

high spectral efficiency, OFDM has been used for data transfer and positioning in

wireless local area networks (WLANs) where data (bits) are modulated with RF

sub-carriers and transmitted in parallel [173–182]. Due to the success of multicar-

rier modulation in the form of OFDM in radio channels it has drawn considerable

attention for broadband ultrasonic (US) data transfer in both wired and wireless

media [183–186]. Though the OFDM scheme has been used for US data transfer

its performance still has not been investigated for UPSs.
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By spacing the channels much closer together, OFDM uses the spectrum effi-

ciently. This is achieved by making all the sub-carriers orthogonal to one another,

avoiding interference between the closely spaced sub-carriers. These sub-carriers

that do not interfere with each other are called orthogonal signals.

The spectrum of each sub-carrier may overlap with each other but remain or-

thogonal which means that the center frequency of each sub-carrier occurs at a null

in the spectrum of all the other sub-carriers. Hence, OFDM transmission allows

the carriers to be as close as theoretically possible. Since there is no signal inter-

ference between the sub-carriers this results in very high spectral efficiency. These

orthogonal frequencies may be transmitted across a single communications chan-

nel. If signal orthogonality is maintained properly, at the receiving end they may

be recovered without suffering from signal degradation resulting from interference

from adjacent sub-carriers. In schemes such as TDM, temporal orthogonality is

an inherent feature as only a single source out of a set of possible multiple sources

is transmitted per timeslot (details described in next chapter). In non-OFDM sys-

tems such as FDM, the orthogonality is maintained by ensuring that the separate

sources are spaced far enough apart in the frequency domain to ensure that no in-

terference occurs. However, even though the sub-carriers are as densely packed as

possible in OFDM, orthogonality is preserved by ensuring that all the sub-carrier

baseband frequencies are integer multiples of the reciprocal of the signal period

which is dependent on the sampling rate of the transmitter. This means that, all

the sub-carriers have an integer number of cycles per period. In other words, in

a particular time interval, each sub-carrier frequency is an integral multiple of a

base frequency, and the number of cycles between two adjacent sub-carriers differs

by exactly one.

Mathematically, two signals are said to be orthogonal if their dot product is
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Figure 4.2: Visulization of three orthogonal sub-carriers of an OFDM signal in:
(a) frequency domain; and (b) time domain.

zero which means that if they are multiplied and summed over an interval 0 to τ

as described by equation (4.1), then the result is zero. Consider a set of signals

sT (t). Orthogonality exists if:

∫ τ

0
sTp

(t)s∗Tq
(t)dt = k for p = q

= 0 for p 6= q
(4.1)

where sTp
(t)s and sTq

(t) are the p-th and q-th elements in the set, * denotes

the complex conjugate of the signal and [0, τ ] is the signal length. To make

the sub-carriers orthogonal the separation between sub-carriers must be 1
τ
. The

sub-carrier’s orthogonality can be observed in either the time domain or in the

frequency domain. From the frequency domain perspective, the center frequency

of each sub-carrier occurs at a null in the spectrum of all the other sub-carriers,

i.e., orthogonality in an OFDM system occurs when at the peak of each sub-

carrier spectrum, the contribution from all other sub-carries is zero as shown in

Figure 4.2(a). From the time domain perspective, each sub-carrier is a sinusoid

with an integer number of cycles within the signal period and the number of cycles

between two adjacent sub-carriers differs exactly by one as shown in Figure 4.2(b).
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From the above discussion three major advantages of using an OFDM signal

in the field of UPS are:

1. OFDM is more robust than single carrier transmission systems in a multi-

path fading channel environment due to its frequency diversity. That is,

the effects of multipath fading can be considered as constant (flat) over an

OFDM sub-channel if the sub-channel is sufficiently narrow-banded (i.e., if

the number of sub-channels are sufficiently large).

2. OFDM offers much more efficient use of the available spectrum than single

tone and chirp based positioning system due to the simultaneous use of

multiple frequencies for data transmission. This topic is dealt with in more

depth in the next chapter.

3. Channel estimation is easier with the use of pilot carrier(s). For example,

by making one of the sub-carriers have a higher magnitude than the others,

the frequency shift of the signal from a moving target due to Doppler effect

can be calculated. This topic also is dealt with in more depth in the next

chapter.

Each sub-carrier of an OFDM signal is represented by AT (t)e
j2πft where f and

AT (t) represent the frequency and amplitude of the sub-carrier respectively. Gen-

erally, an OFDM waveform is created in the frequency domain initially and then

converted to a real-valued time domain waveform using the inverse fast Fourier

transform (IFFT). In order to correctly create the time domain waveforms, the

conjugate of the real sub-carrier values (the imaginary frequency components)

must be inserted into the fast Fourier transform (FFT) array. Though one of

the main reasons of introducing an OFDM signal is for simultaneous multiple

transducers positioning, in this chapter, initially the performance of the OFDM
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signal for single transducer is tested in active mobile architecture (i.e., the refer-

ence points were receivers and the target was the transmitter) and a new TOF

estimation technique is proposed using the OFDM signal. The following section

describes the generation of a narrowband OFDM signal in the digital frequency

domain.

4.2.2 Fast Fourier Transform (FFT) Implementation of an

OFDM Signal

If the sampling frequency of a discrete signal is Fs and its length is N samples,

the frequency resolution is given by:

rs =
Fs

N
(4.2)

Letting the lower carrier frequency of the desired OFDM signal be fl and the

upper carrier frequency be fu, to maintain orthogonality, the sub-carrier gap must

be at minimum rs. Now the frequency domain OFDM signal is given by:

ST [n] =































A[n]ejθ[n] where n = ( fl
rs
+ 1) + l

A[n]e−jθ[n] where n = (N + 1− fl
rs
)− l

0 elsewhere

(4.3)

for l = 0, 1, . . . , fu−fl
rs

. In this equation A and θ indicate the amplitude and phase

of each carrier respectively, and n represents the sample points in the frequency
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domain. The IFFT of ST [n] represents the corresponding time domain signal:

sT [k] =
1

N

N
∑

n=1

ST [n]e
− 2πikn

N , 0 ≤ n ≤ N − 1 (4.4)

where k represents the sampled points in the time domain. A conceptual block

diagram of the designed narrowband OFDM signal is shown in Figure 4.3 where

each branch corresponds to a sub-carrier.

In summary, the design process of the narrowband OFDM signal for a single

transducer positioning is given below.

Algorithm 1: Pseudo code of the narrowband OFDM signal for a single trans-

ducer positioning
• Set fl, fu N, Fs, A, θ

• Set ST (n) = zeros(1, N)

• Calculate rs

• for l = 0 : fu−fl
rs

do

Calculate

ST (n)

end for

• Calculate sT (k)

To visualize the design process of a narrowband OFDM signal, consider the

following example. If an UPS has a sampling rate (Fs) of 1 Msample/s, the lower

and upper carrier frequencies (fl and fu) are 35 kHz and 45 kHz respectively and

they have constant amplitudes (A) and phases (θ), then for a signal length of (N)
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Figure 4.3: Conceptual block diagram of the OFDM signal.

1000 samples in the frequency domain, the frequency resolution (rs) according to

equation (4.2) will be:

rs =
Fs

N
=

1 Msample/s

1000 sample
= 1000 Hz
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Figure 4.4: Visulization of a narrowband OFDM signal of length 1000 samples
in: (a) frequency domain; and (b) time domain.

and its corresponding frequency and time domain signals according to equations

(4.3) and (4.4) are shown in Figure 4.4(a) and 4.4(b) respectively. The frequency

resolution rs means each frequency index represents rs Hz in the Fourier domain.

For example frequency index 36 means 36×1000 = 36000 Hz if the index started

with 0, but if the index started with 1 as in Figure 4.4(a), the index 36 means

(36-1)×1000 = 35000 Hz.

It should be noted that, if all the frequency components have equal amplitudes

and zero phases, the resultant OFDM signal will be a narrowband approximation

of an impulse which would have the highest amplitude at the start as shown

in Figure 4.4(b). Now, utilizing this property and by removing the transducer

effect from the received signal, in the following section a new OFDM-based TOF

technique is proposed.

4.3 OFDM-based TOF Estimation Technique

The active element of an US transducer is constructed from a piezoelectric ma-

terial which changes electrical energy into mechanical energy and creates sound
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when a voltage is applied to it. The amount of vibration and sound generated

from the transducer depends not only on this voltage but also on the resonant

properties of the transducer. Every material has a natural propensity to vibrate

at a particular frequency which is called its resonant frequency, with that of piezo-

electric transducers causing a non-linear phase frequency response which limits the

overall performance of a positioning system. Therefore, an equalization technique

is required to achieve an overall linear phase response of the transducer.

The frequency response of transducers can be modelled by placing the trans-

mitter and a receiver face to face so that the length of the wireless channel between

the transmitted and received signals is effectively zero. Now the inverse frequency

response of the transducers (Htx) which is called an equalizer or frequency response

compensator is given by:

Htx =
( ST

SRp

)

(4.5)

where ST and SRp
represent the transmitted and received signals in the frequency

domain respectively.

Now using this equalizer, a new OFDM-based TOF technique which eliminates

the transducers effect and significantly reduces noise from the received signal (sR)

is proposed.

To estimate the TOF, initially, the start of the transmission of the OFDM

signal is recorded and then the start of that pulse in the received signal is estimated

by applying a threshold-based approach. Let the estimated starting point of the

received OFDM signal be ni samples. A pulse (sRth
) is then cropped to the same

length of the transmitted signal from the few samples (noff ) before the roughly

estimated position so that the start of the OFDM signal is always present in the
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cropped signal, as shown in equation (4.6).

sRth
= sR(n), ns ≤ n ≤ ns +N (4.6)

where ns = ni−noff and N is the duration of an original OFDM pulse in samples.

To eliminate the transducer effects and reduce the noise, equalization is per-

formed using the pre-calculated Htx:

sReq
= ℑ−1

(

SRth
Htx

)

(4.7)

where sReq
is the equalized received signal in the time domain and SRth

is the

cropped received signal in the frequency domain. This equalized received signal

will be almost the same as the transmitted signal as the transducer effect is re-

moved and there is very little noise because the equalized received signal has only

those noise components that were added to the transmitted frequencies.

As the equalized received pulse has a similar shape to the transmitted OFDM

pulse, which has its highest amplitude at its start, the final TOF is calculated

by finding the position of the first maximum peak (nf) of the equalized received

signal, with the start of the OFDM signal represented as:

nr = ns + nf (4.8)

Now, if the start of the transmitted signal is recorded as nt, the TOF (nF ) between

the transmitted and received signals is:

nF = nr − nt (4.9)
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In summary, the proposed OFDM-based TOF estimation technique is de-

scribed as follows:

1. Calculate the transducer response Htx by placing the transmitter and re-

ceiver face to face so that the wireless channel length between transmitter

and receiver is effectively zero.

2. Record the starting sample (nt) of the transmitted signal.

3. Roughly estimate the start (ni) of the received signal (sR) by applying a

threshold detection approach.

4. Crop the received signal (sRth
) by a few samples (ns) before the roughly

estimated position.

5. Find the equalized received signal (sReq
) using equation (4.7).

6. Find the position (nf ) of the first peak of sRth
.

7. Calculate the start of sR as nr = ns + nf .

8. Estimate the TOF as nF = nr − nt.

Now, using this TOF information, in the following section, a new steepest

descent optimization positioning algorithm is proposed to solve the previously

mentioned problem of the lateration algorithm.
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4.4 Transducer Localization using Steepest De-

scent Optimization

For this step in the process, five reference points are considered and the ideal

positions of their centers (in cm) are given in the following matrix.

P =



























−30 −30 0

0 0 0

30 −30 0

−30 30 0

30 30 0



























The reference points are mounted in a single plane (at z = 0 in the proposed

coordinate system) and their positions relative to the transducers which are to be

localized are illustrated in Figure 4.5. In practice, these ideal positions are slightly

modified after calibration to account for any inaccuracies in the mounting process.

The purpose of the proposed optimization approach is to determine the relative

positions of the reference points and target transducer which best correspond to

the distances measured by the TOF of the US signal. To fulfil this objective, it is

initially assumed that the transducer which is to be localized is placed at the same

position as reference point R2, i.e., (0,0,0). Then, to estimate the positions of the

reference points with respect to the transducer, a steepest descent optimization

approach is used to determine the translation in the z direction and rotations

around the x and y axes of the reference plane. This places the five reference

points at positions which best correspond to their measured distances from the

transducer. Figure 4.5 illustrates the positions of the reference points (in yellow)
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Figure 4.5: Deviation of receiver plane.

after the reference plane’s rotation around its x axis. This optimization problem

corresponds to finding the matrix (M) which minimizes the error, M ∋ min (E)

where,

E =

5
∑

r=1

(‖ Mp(0)
r ‖ − dr)

2 (4.10)

where p
(0)
r = [x

(0)
r y

(0)
r z

(0)
r 1]T is the initial position of reference point r in homo-

geneous coordinates, dr is the distance from the transducer (which to be localized)

to reference point r estimated from the TOF and M a specific three-dimensional

(3D) rigid-body transformation consisting of rotations around the x and y axes

(Rx and Ry respectively) followed by a translation in the z direction (Tz).

These parameters define the transformation matrix M as:

M = TR (4.11)
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where T is the translation matrix given by:

T =



















1 0 0 0

0 1 0 0

0 0 1 Tz

0 0 0 1



















and the rotation matrix around the x and y axes (R) is given by:

R =



















cos(Ry) 0 − sin(Ry) 0

− sin(Rx) sin(Ry) cos(Rx) − sin(Rx) cos(Ry) 0

cos(Rx) sin(Ry) sin(Rx) cos(Rx) cos(Ry) 0

0 0 0 1



















Then, the steepest descent optimization approach is required to find the optimum

values of Tz, Rx and Ry.

For iteration n of the optimization, the new positions of the reference points

are given by:

p(n)
r = [x(n)

r y(n)r z(n)r 1]T = M(n)p(0)
r (4.12)

where the values of the transformation parameters are given by:

m(n+1) = m(n) − α∇E (4.13)

where α is a constant step size,

m = [Tz Rx Ry]
T (4.14)
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and

∇E =
[ ∂E

∂Tz

∂E

∂Rx

∂E

∂Ry

]T
(4.15)

The elements of ∇E are defined as:

∂E

∂Tz
= 2

5
∑

r=1

(‖p
(n)
r ‖ − dr)

‖p
(n)
r ‖

(T (n)
z + cos(R(n)

x ) sin(R(n)
y )x(0)

r

+ sin(R(n)
x )y(0)r + cos(R(n)

x ) cos(R(n)
y )z(0)r ) (4.16)

∂E

∂Rx
= 2

5
∑

r=1

(‖p
(n)
r ‖ − dr)

‖p
(n)
r ‖

(− sin(R(n)
x ) sin(R(n)

y )T (n)
z x(0)

r

+ cos(R(n)
x )T (n)

z y(0)r − cos(R(n)
y ) sin(R(n)

x )T (n)
z z(0)r ) (4.17)

∂E

∂Ry
= 2

5
∑

r=1

(‖p
(n)
r ‖ − dr)

‖p
(n)
r ‖

(cos(R(n)
x ) cos(R(n)

y )T (n)
z x(0)

r

− cos(R(n)
x ) sin(R(n)

y )T (n)
z z(0)r ) (4.18)

If er = 2(‖p
(n)
r ‖−dr) and it is assumed that Rx and Ry are small, these expressions

can be simplified to give:

∂E

∂Tz
≈

5
∑

r=1

1

‖p
(n)
r ‖

erz
(n)
r (4.19)

∂E

∂Rx
≈

5
∑

r=1

T
(n)
z

‖p
(n)
r ‖

ery
(0)
r (4.20)

∂E

∂Ry
≈

5
∑

r=1

T
(n)
z

‖p
(n)
r ‖

erx
(0)
r (4.21)

Then, to minimize the effect of the outliers in the er terms that are proportional

to one complete cycle of the transmitted signal, the summation is replaced by a
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median operation and the step-size (α) adjusted accordingly.

Once the optimization converges to a solution (usually within 10 iterations),

the position of the transducer is calculated with respect to the initial position of

the reference plane using the inverse of the optimum value of M:

pt = M−1

[

0 0 0 1

]T

(4.22)

Using this approach, the transducer’s positions can be calculated.

In summary, the proposed steepest descent positioning algorithm is imple-

mented as follows and requires iterations of steps 1 to 3 until the optimization

converges to a solution.

• Step 1: initialize 1) the reference point’s coordinates (p
(0)
r ), 2) the distance

(dr) from the transducer (which to be localized) to reference point r esti-

mated using the proposed TOF technique and 3) the translation in the z

direction (Tz), and rotations around the x and y axes (Rx and Ry respec-

tively).

• Step 2: calculate the 3D rigid-body transformation matrix (M) using equa-

tion (4.11) and the error (E) using equation (4.10).

• Step 3: if E from step 2 has not converged to a solution, update the trans-

formation parameters (Tz, Rx, Ry) using equation (4.13) and then go back

to step 2; else calculate the transducer’s position using equation (4.22).

The flowchart of the proposed positioning algorithm is shown in Figure 4.6.
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0
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Figure 4.6: Flowchart of proposed steepest descent algorithm for 3D positioning.

4.5 Performance Comparison between the Mul-

tilateration and Steepest Decent Optimiza-

tion Algorithms

To provide a comparison between the traditional multilateration algorithm and the

proposed steepest descent optimization algorithm, a Matlab simulation was per-

formed. In this simulation, using an active mobile architecture, a transmitter and



Chapter 4. Highly Accurate Ultrasonic Positioning using an OFDM-based Robust
Optimization Approach 105

−2 −1 0 1 2
−0.4

−0.3

−0.2

−0.1

0

0.1

0.2

0.3

0.4

Error in x direction (mm)

E
rr

or
 in

 z
 d

ire
ct

io
n 

(m
m

)

 

 

Proposed method
Traditional method

−2 −1 0 1 2
−0.4

−0.3

−0.2

−0.1

0

0.1

0.2

0.3

0.4

Error in y direction (mm)

E
rr

or
 in

 z
 d

ire
ct

io
n 

(m
m

)

 

 

Proposed method
Traditional method

Figure 4.7: Errors in locating the transmitter for the proposed and traditional
methods.

an array of five receivers were used in a configuration similar to that illustrated

in Figure 4.5, i.e., the receivers were placed on a single plane and the distance

between the transmitter and receiver was larger than the distance between ref-

erence points. In this simulation, errors in the distance between transmitter and

receivers were introduced which is common in practical situations due to multipath

and environmental uncertainty. The position of the transmitter was calculated for

60 trials using both traditional multilateration and the proposed steepest decent

optimization algorithms. The localization results obtained from the proposed ap-

proach and the traditional multilateration method are shown in Figure 4.7. From

these results it can be seen that, due to the problem of DOP, for the multilatera-

tion approach, the errors in the x and y directions, i.e., the tangential direction of

the spheres generated by the multilateration algorithm, are higher than the errors

in the z direction, i.e., the normal direction of the spheres. On the other hand,

the proposed steepest decent optimization method does not suffer with such types

of errors during positioning of the target as it determines the translation in the z

direction and rotations around the x and y axes of the receiver plane which places

the receivers at positions which best correspond to their measured distances from
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the target.

4.6 Experimental Procedure

To evaluate the proposed method, a set of experiments was conducted using the

same devices as in Chapter 3 (Piezotite MA40S4S and MA40S4R as transmit-

ter and receiver, a Measurement Computing USB-1606 data acquisition (DAQ)

module as a capturing device and a digital thermometer for measuring the room

temperature) according to the procedures described below.

4.6.1 Distance Measurement

To evaluate the proposed OFDM-based TOF estimation technique described in

Section 4.3 an experiment was performed using the same procedure described

in Chapter 3, Section 3.7 where a [35-45] kHz/10 ms OFDM signal was trans-

mitted. To demonstrate the improvement in accuracy provided by the proposed

approach, the distances were also calculated using a traditional chirp signal ([35-

45] kHz/10 ms) along with cross-correlation.

4.6.2 Positioning

To evaluate the proposed steepest descent optimization algorithm described in

Section 4.4 to estimate the 3D positions of a transmitter along with the pro-

posed OFDM-based TOF estimation technique, an experiment was conducted

using an active mobile architecture (i.e., reference points were receivers and tar-

get was transmitter) according to the same procedure described in Chapter 3,
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Section 3.7.2 where a [35-45] kHz/10 ms OFDM signal was used for transmis-

sion. To demonstrate the improvement in accuracy provided by the proposed

approach, the positions of the transmitter were also calculated by the traditional

cross-correlation-based multilateration algorithm using a [35-45] kHz/10 ms chirp

signal.

4.7 Results and Analysis

The results obtained from the above experiments are discussed below.

4.7.1 Distance Measurement

To visualize the proposed TOF technique described in Section 4.3, a test case (from

the first experiment) when the true delay between the transmitter and receiver was

60 cm (which corresponded to 1744 samples when the speed of sound was 344 m/s

at 21◦ and sampling rate of 1 Msample/s) was analysed. In this case, Figure 4.8(a)

shows the transmitted OFDM signal with a length of 10000 samples (i.e., 10 ms),

which consisted of 101 frequency components from a frequency range of 35 kHz

to 45 kHz, with the start of the transmitted pulse recorded at nt = 2008 samples.

The shape of the received OFDM signal shown in Figure 4.8(b) was not the same

as that of the transmitted signal because of the transducer and noise effects. The

threshold selected was one-fifth of the maximum strength of the received pulse

and calculated as 0.35. Comparing the received signal with the threshold, the

possible start of the OFDM signal was found at 3857 samples, as indicated by ni

in Figure 4.8(b). Due to uncertainty, a point in the received signal was selected at

500 samples (noff ) before ni, as indicated by ns in Figure 4.8(b), and then cropped
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Figure 4.8: Steps in the OFDM-based TOF estimation method: (a) transmitted
signal; (b) received signal; (c) cropped received signal; and (d) equalized received

signal.

to the same length as the transmitted signal (Figure 4.8(c)). This cropped signal

was then equalized using equation (4.7). Finally, the position of the first maximum

peak of the equalized received signal was searched and found to be 397 samples,
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as indicated in Figure 4.8(d) by nf . From the above analysis, it can be said that:

nt = 2008 samples

ni = 3857 samples

noff = 500 samples

ns = ni − noff = 3857− 500 = 3357 samples

nf = 397 samples

nr = nf + ns = 397 + 3357 = 3754 samples

Therefore, the estimated TOF was calculated as:

nF = nr − nt = 3754− 2008 = 1746 samples

The estimated TOF agreed with the distance traveled by the transmitted OFDM

signal to the receiver, that is, 1746×1e-6×344×100 = 60.0624 cm, while the ac-

tual distance was 60 cm which indicated an error of 0.6240 mm. The proposed

TOF estimation technique was also evaluated numerically for underwater depth

estimation in [187].

The above procedure was applied to calculate the distance to the transmit-

ter from the receiver, which was varied from 40 to 60 cm at 1 cm intervals.

The errors when using the proposed TOF estimation technique and conventional

cross-correlation approach for a chirp signal are shown in Figure 4.9.

These plots clearly show the improved precision achieved by the proposed

OFDM-based TOF estimation approach. The standard deviation of error of the

proposed and chirp-based cross-correlation systems were 0.2319 mm and 1.1074 mm

respectively.
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Figure 4.9: Errors in distance measurement obtained from proposed and
cross-correlation methods.

In summary, the OFDM-based TOF estimation technique has the following

advantages over the traditional chirp-based cross-correlation approach.

1. As it is a threshold-based approach, no correlation is required and, therefore,

complexity is reduced.

2. There is no need to store both the transmitted and received signals in mem-

ory as the estimation process is based on only a received signal.

3. It has a good noise cancelation property as the frequency components other

than those present in an OFDM signal are forcefully set to zero during equal-

ization.

Along with these advantages, the OFDM signal has the following two major

benefits.

1. It can simultaneously transmit more than one OFDM signal using a fixed

bandwidth without signal interference which allows the simultaneous posi-

tioning of multiple transducers (as detailed in Chapter 5).
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Table 4.1: Convergence of transformation parameters (cm).

Iteration
n

Error
E

Translation in
z direction (Tz)

Rotation in
x direction (Rx) y direction (Ry)

1 41.6533 40.6759 -1.1276 -0.1155
2 20.6689 61.2048 -1.8476 -0.1890
3 3.5507 64.8426 -2.1829 -0.2227
4 0.3423 65.2201 -2.3574 -0.2400
5 0.0784 65.2201 -2.4632 -0.2641
6 0.0442 65.2201 -2.5161 -0.2769
7 0.0272 65.2207 -2.5497 -0.2836
8 0.0171 65.2240 -2.5692 -0.2839
9 0.0114 65.2262 -2.5771 -0.2826
10 0.0096 65.2269 -2.5807 -0.2820

2. One of the frequencies of an OFDM signal can be taken as a pilot carrier

and its strength can be considerably increased to estimate the Doppler shift

(as detailed in Chapter 5).

4.7.2 Positioning

To realize the convergence of the proposed steepest descent optimization algo-

rithm, the results for the transformation parameters (Tz, Rx, and Ry) obtained

at each iteration for positioning the transmitter (from the second experiment) are

shown in Table 4.1. Using these results, the final transformation matrix (M) and

corresponding location of the transmitter were obtained (in cm) as:

M =



















0.9991 0.0001 −0.0431 0

0 1.0000 0.0028 0

0.0431 −0.0028 0.9991 65.2131

0 0 0 1.0000


















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Figure 4.10: Errors in locating the transmitter obtained from the proposed and
traditional methods.

pt =

[

−2.8120 0.1834 −65.1522

]

Using this process, the transmitter’s location was calculated for other positions.

The errors for each of the x, y and z directions in the transmitter’s calculated

locations using the proposed and traditional approaches are shown in Figure 4.10.

These plots clearly show the improved precision achieved by the proposed method.

The standard deviations of the errors in each direction for the proposed and

traditional methods are given in Table 4.2 which demonstrate that the accuracy

obtained using the proposed method is significantly higher than that of the tradi-

tional approach. These results also demonstrate that the proposed steepest decent

algorithm does not suffer with configuration related error like the multilateration

algorithm (described earlier) as it determine the position of the transmitter us-

ing the translation in the z direction and rotations around the x and y axes of

the receiver plane. In addition, they also show that the proposed approach using

an OFDM signal provides the sub-millimeter accuracy required for many medical

applications.
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Table 4.2: Standard deviations of errors in transmitter’s measured locations
(mm).

Methods
Direction

x y z
Proposed 0.3035 0.2824 0.2602
Traditional 7.2078 8.5492 1.3093

In summary, the abovementioned steepest descent optimization algorithm has

the following advantages for positioning over existing trilateration and multilater-

ation algorithms.

1. Unlike the lateration algorithm, it does not suffer from DOP.

2. In the case of a narrowband ultrasonic (US) signal, errors can occur in the

TOF of one complete cycle of the transmitted signal due to the effects of

multi-path echoes and noise if they are not compensated properly in mea-

surement phase. The lateration algorithm cannot eliminate these errors from

position estimates whereas the proposed algorithm can.

4.8 Conclusions

In this chapter, initially, to determine the distance between a transmitter and re-

ceiver, a new TOF technique using an OFDM signal was proposed. Then, using

this distance information, a steepest descent optimization algorithm for precisely

determining the 3D position of a transmitter was introduced. The unique fea-

tures of this proposed OFDM-based TOF technique compared with the existing

chirp-based correlation technique are: it is computationally efficient; has efficient

memory use and good de-noising properties; and provides higher accuracy. Fur-

thermore, OFDM signals allow the simultaneous positioning of multiple transmit-

ters without signal interference and, using OFDM, the Doppler shift can be easily
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calculated by introducing a pilot carrier (both of which are described in the next

chapter). Again, the unique features of the proposed steepest descent optimiza-

tion algorithm over the traditional lateration algorithms are: it does not suffer

from DOP errors; and is able to ignore the errors in the distance measurements

of the receivers corresponding to one complete cycle of the transmitted signal.

The experimental results showed that the proposed system is able to measure the

positions of a transmitter inside a 3D volume with significantly better accuracy

than the alternative trilateration approach.

In the next chapter, to solve two major problems of the single tone or narrow-

band chirp signals (i.e., simultaneous multiple transducer positioning and a highly

computationally complex Doppler shift estimation and compensation process), the

introduced OFDM-based steepest descent optimization algorithm is initially ex-

tended to handle multiple transducer positioning. Then, it is further extended for

tracking a moving transmitter in a complex pendulum model with compensation

of the Doppler shift associated with its movement.



Chapter 5

Toward a Highly Accurate UPS

for Gait Analysis

Techniques that could be used to examine human motion accurately are useful in

various applications; one of them is gait analysis. Gait analysis systems are widely

used in different applications in almost all major fields of human movement for

both clinical and research purposes. Traditionally, they use optical motion capture

systems (MCSs) whereby movements are obtained from cameras which track mul-

tiple optical markers placed at specific limb positions on a subject. Although they

have been able to provide sub-millimeter accuracy, their costs are prohibitive for

many users and they require a very complex setup. In addition, they are respon-

sive to changes in lighting and shadow. In the previous chapter, an orthogonal

frequency division multiplexing (OFDM)-based steepest descent optimization al-

gorithm was developed. In this chapter, with gait analysis in mind, this algorithm

is extended from single transducer positioning to simultaneous multiple transduc-

ers positioning. Then, a Doppler shift estimation and compensation technique

for tracking a moving transducer in a complex pendulum model, which has the

115



Chapter 5. Toward a Highly Accurate UPS for Gait Analysis 116

velocity required for gait analysis, is proposed. The proposed methods for si-

multaneous multiple transducers positioning and tracking a single transducer are

evaluated experimentally. The tracking results of various pendulum trajectories of

the transducer are compared with a commercially available optical MCS, Vicon,

and it is shown that the proposed system has the same order of precision but

incurs less cost and complexity than the Vicon MCS.

5.1 Introduction

In almost all substantial fields of human movement, gait analysis has been used in

a wide variety of applications for both clinical and research purposes. In the clini-

cal decision-making processes, such as diagnoses of disorders, and future treatment

plans in physical medicine and rehabilitation, it plays an important role. Tradi-

tionally, gait analysis systems use an optical MCS which use one or more cameras

to capture the displacement of reflective markers placed at specific limb positions

[38, 188]. Although these systems have been able to provide sub-millimeter ac-

curacy, their cost makes them out of reach for many users and they require a

very complex setup. In addition, they are responsive to changes in lighting and

shadow [18, 19]. Therefore, with the aim of overcoming these limitations, UPSs

have drawn considerable attention [21–39].

In the past, several ultrasonic positioning and tracking systems have been

developed which use either an active (i.e., the reference points are receivers and

the target is the transmitter) or passive mobile architecture (i.e., the reference

points are transmitter and the target is the receiver). However, due to signal
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interference, all UPSs have difficulty simultaneously locating multiple transducers1

in three-dimensional (3D) space when they use narrowband transducers. Although

they attempt to overcome this using time division multiplexing (TDM) techniques,

this leads to a slower update rate as only one transmitter is allowed to send at a

time which limits the number of location updates possible in a given time interval

[21, 189] (this phenomenon with its limitations is described in depth in Section 5.2).

Therefore, this is not an efficient solution for gait analysis applications for which

simultaneous multiple transducers positioning is a prerequisite. Some methods

for overcoming the multiple transducer access problem have been proposed using

broadband transducers [16, 19, 28, 30, 46, 190–192] that are more expensive than

narrowband transducers.

In general, all these systems obtain more precise location information when a

transducer is stationary as when it is in motion, there is a frequency shift of the

transmitted ultrasonic (US) signal known as the Doppler effect which results in

an inaccurate estimation of the time-of-flight (TOF) and, thus, the transducer’s

position. Therefore, for high-precision tracking, estimating and compensating for

this effect is a prerequisite. Generally, most existing systems, e.g., [16, 47, 51, 58,

97–101] use a bank of correlators to estimate and compensate the Doppler shift,

which results in higher system cost and complexity (this phenomenon with its

limitations is described in depth in Section 5.4.1).

In the previous chapter, a steepest descent optimization approach for pre-

cise 3D positioning using an OFDM signal was proposed. This algorithm offered

advantages over the traditional lateration algorithm by compensating errors in

distance measurements of the receivers corresponding to one complete cycle of the

1For an active mobile architecture the tracking or locating transducer(s) is the transmitter(s)
and for a passive mobile architecture it is the receiver(s).
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transmitted signal and overcoming the configuration related problem of the latera-

tion algorithm. In addition, the introduced OFDM-based TOF approach provided

higher accuracy than the traditional chirp-based cross-correlation approach with

less complexity. Along with these advantages, it was mentioned that the OFDM

signals have the capability to locate multiple transducers simultaneously and, eas-

ily estimate and compensate the Doppler shift.

In this chapter, with gait analysis in mind, the work discussed in the previ-

ous chapter is extended to simultaneous multiple transducer positioning and then,

a Doppler shift estimation and compensation technique for tracking a moving

transducer in a complex pendulum model is proposed. The proposed methods for

simultaneous multiple transducers positioning and tracking are evaluated experi-

mentally and the tracking results of various pendulum trajectories of a transducer

are compared with a commercially available optical MCS, Vicon, and it is shown

that the proposed system has the same order of precision but incurs less cost and

complexity than the Vicon MCS.

The rest of this chapter is organized as follows: Section 5.2 describes the lim-

itations of existing narrowband-based UPSs for multiple transducer positioning

followed by an efficient solution for it; the performance of the proposed system

evaluated through a Matlab simulation is presented in Section 5.3; Section 5.4, de-

scribes the limitations of existing narrowband US signals for Doppler shift estima-

tion and then presents a new Doppler shift detection and compensation technique;

Section 5.5 describes the experimental procedure for determining the accuracy of

the proposed systems for multiple transducer positioning, which is followed by a

description of an experiment involving tracking a transmitter in a complex pen-

dulum model with the proposed and Vicon systems; the experimental results are

discussed in Section 5.6; and Section 5.7 presents the conclusions drawn from this
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study.

5.2 Multiple Transducer Positioning

Gait analysis deals with the simultaneous positioning of multiple markers in an

optical-based system. When an UPS is used for gait analysis, it must have the

capability to deal with multiple transducers which can be achieved by a resource

management system. However, when existing UPSs use narrowband signals for

multiple transducer positioning in either active or passive mobile architecture,

they suffer from the following problem.

5.2.1 Limitations of Narrowband US Signal in Multiple

Transducer Positioning

All narrowband-based UPSs, transmit either a single tone or narrowband chirp

signal for multiple transducer positioning either in active or in passive mobile ar-

chitecture and, when multiple transmitters transmit the same signal, these signals

interfere with each other at the receiving end. In a general sense, there is a simple

solution to this multiple access problem of narrowband-based UPSs, as described

below.

The solution is to share the whole available bandwidth among the multiple

transmitters at different time slots, that is, transmit the same pulse from collocated

transmitters at different times, i.e., one after another with a proper interval to

avoid signal interference at the receiving end. This approach is known as the

TDM technique. The major problem of this approach is its slower update rate,

that is, as only one transmitter is allowed to send at a time, the number of location
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updates possible in a given time interval is limited. Within this longer update time,

the transducers (transmitter for the active mobile case and receiver for the passive

mobile case) may move significantly from their previous positions.

Therefore, as a solution to eliminate the abovementioned problem of both ar-

chitectures, in the following section, an option using the OFDM signal is proposed.

5.2.2 Proposed Solution for Multiple Transducer Position-

ing

In Section 4.2.1, Chapter 4, an OFDM signal for single transducer positioning in an

active mobile architecture was introduced. This approach took advantages of the

OFDM equalization technique for noise reduction, transducer effect elimination

and also reduced the computational complexity of the correlation-based position-

ing system. The main advantage of the OFDM signal is that all sub-carriers are

orthogonal and dedicated to a single source unlike in frequency division multiplex-

ing (FDM). By using this orthogonal property, simultaneous multiple transducer

positioning is possible in an OFDM-based system while maintaining orthogonality.

The following section presents pictorial and mathematical representations of the

OFDM technique for simultaneous multiple transducer positioning.

5.2.2.1 OFDM signal for multiple transducer positioning

The OFDM based multiple transducer positioning system works in a three stage

process. In the first stage, all the available orthogonal frequency components are

placed serially as shown in Figure 5.1 where there are nine orthogonal frequency

components (f1, f2, · · · , f9). Although only nine sub-carriers are illustrated, the
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number of sub-carriers may be higher depending on the bandwidth. For example,

the total number of sub-carriers in the OFDM based single transducer positioning

system proposed in the previous chapter was 101.

The second stage involves converting all the frequency components into a num-

ber of shorter parallel sub-sets. In active and passive mobile architectures, the

number of sub-sets is equal to the number of transducers to be localized and the

number of transducers to be used as reference points respectively. For example,

continuing on from the example shown in Figure 5.1, suppose it is required to

localize three transducers in an active mobile architecture or three transducers are

to be used as reference points in a passive mobile architecture. This means that

the number of sub-sets will be three in both cases where each of which contains

three frequency components (shown in the Figure 5.1).

In the final stage, using all the frequency components contained in each sub-sets,

an OFDM signal is generated for each transmitter (indicated by the dash circle in

Figure 5.1). Though all the OFDM signals are transmitted in parallel from the in-

dividual transmitter, the receivers received these signals without any interference

as they use different subcarriers, i.e., non-overlapping frequency components.

The number of sub-sets is equal to the number of transducers to be localized

in an active mobile architecture and number of transducers to be used as reference

points in a passive mobile architecture. Therefore, a passive mobile architecture

offers better scalability because, when using only three reference points (mini-

mum), it would be able to calculate any desired number of transducers within the

operating environment as the wireless channel is not dependent on the number of

devices to be localized.

This phenomenon can also be described mathematically as described below.
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Figure 5.1: Frequency allocation in an OFDM system for positioning in active
and passive mobile architectures.

5.2.2.2 Mathematical model of OFDM signals for multiple transducer

positioning

In Section 4.2.2, Chapter 4, the mathematical model of an OFDM signal for single

transducer positioning was presented. In this section, this model is modified for

multiple transducer positioning, for both active and passive mobile architectures,

by introducing a frequency separation between two successive sub-carriers while

maintaining orthogonality. This design process explains how orthogonal frequency

components are distributed to the transmitters utilizing the available bandwidth.

Recalling equation (4.3), if the sampling frequency of a signal is Fs and its length

is N samples, the frequency resolution is rs = Fs

N
. Letting the lower carrier of

the desired OFDM signal be fl and the upper carrier fu, i.e., a bandwidth of

W = fu− fl. As the frequency resolution is rs, the available orthogonal frequency

components are:

f = {fl, fl + rs, fl + 2rs, · · · , fu} (5.1)
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Now, if a represents the number of transmitters, the frequency domain OFDM

signal distributed to the transmitters is given by:

Xa,i,c[na,i,c] =































A[na,i,c]e
jθ[na,i,c] where na,i,c =

fl
rs
+ ∆f(i−1)

ars
+ ∆f(c−1)

rs

A[na,i,c]e
−jθ[na,i,c] where na,i,c = N + 1−

(

fl
rs
+ ∆f(i−1)

ars
+ ∆f(c−1)

rs

)

0 elsewhere

(5.2)

where c is the number of frequency components present in each OFDM signal.

The value of ∆f is given by:

∆f = ars (5.3)

For each a, i is given as:

i = 1, 2, · · · , a (5.4)

and the value of c is given as:

c = 1, 2, · · · ,
W

∆f
(5.5)

For the active mobile case, equation (5.3) states that, for a fixed frequency reso-

lution, the more transmitters to be localized, the greater the frequency separation

(∆f) between adjacent sub-carriers needed. However, according to equation (5.5),

there are fewer frequency components which means that when the OFDM sig-

nal becomes a single tone signal, the introduced OFDM based TOF estimation

in Chapter 4, Section 4.3 will not work because the proposed method requires

at least two frequency components to produce the largest peak at the beginning

of the OFDM signal. Although, using a single frequency component, one could

use cross-correlation for TOF estimation, but this will not only increase the com-

putational complexity but also the overall error of the system. For example, if

an active mobile architecture based system uses [35-45] kHz/10 ms OFDM signal
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for transmission, it can localize a maximum of 50 transducers using the proposed

OFDM-based TOF estimation technique (with higher accuracy and lower com-

plexity) and 101 transducers using the traditional cross-correlation based TOF

estimation technique (with lower accuracy and higher computational complexity).

On the contrary, a passive mobile architecture would be able to localize any desired

number of transducers as the wireless channel is not dependent on the number of

transducers to be localized in this approach.

In summary, the signal design process for multiple transducers positioning can

be explained through the pseudo-code:

Algorithm 2: Pseudo code of the narrowband OFDM signals for multiple trans-

ducers positioning

• Set,fl, fu, N

• Calculate rs

• Calculate ∆f

• for a = 1 : ∆f
rs

do

for i = 1 : a do

for c = 1 : W
∆f

do

Calculate na,i,c

end for

end for

end for
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To demonstrate the performance of the proposed method for simultaneous

multiple transducer positioning, a Matlab simulation was performed which is de-

scribed below.

5.3 Simulation Results

A customized environment was simulated in Matlab to evaluate the performance

of the proposed UPS. In this simulator, in a virtual 3D rectangular room, five

reference points were considered and 50 transducers were introduced with the aim

of localizing these using both passive and active mobile architectures. The true

positions of the target transducers were known. The location of the five reference

points were as follows:

P =



























−30 −30 0

0 0 0

30 −30 0

−30 30 0

30 30 0



























The simulation was performed in a noisy multipath environment (5 paths at

random positions) with reflection coefficients of 0.9 to 0.5, and the corresponding

attenuation of the signal was calculated using the formula described in Chapter 3,

Section 3.6. In both active and passive cases, [35-35] kHz/10 ms OFDM signals

were used where frequency components were allocated to the reference points in

the passive mobile architecture and to the transducers to be localized in the ac-

tive mobile architecture according to the procedure described in Section 5.2.2.2.

The position of the target transducers were calculated in both mobile architec-

tures using the steepest decent optimization algorithm described in Chapter 4,
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Figure 5.2: Absolute location errors of the proposed method in both active and
passive mobile architectures.

Section 4.4 using the TOF information calculated using the procedure described

in Section 4.3, Chapter 4. The absolute location errors (calculated using the Eu-

clidean distance between true and estimated positions) of the target transducers

in both architectures is shown in Figure 5.2 which shows that the accuracy for

both architectures is almost the same. But it is important to note that, in an

active mobile architecture it was not possible to localize more than 50 transducers

as frequency components were limited whereas in a passive mobile architecture it

was possible to localize any desired number of transducers within the operating

environment as the wireless channel did not depend on the target transducers.

This section describes how a narrowband-based UPS can utilize the whole

effective bandwidth for multiple transducer positioning. The method is also valid

for broadband UPSs. This proposed method is then extended to tracking in the

following section to provide the required functionality for a gait analysis system.
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Figure 5.3: Tracking of a transmitter in a complex pendulum model.

5.4 Ultrasonic Tracking

To represent the operation of a tracking system, consider Figure 5.3 in which, in an

active mobile architecture, a single transmitter (T ) is moving with velocity vT in

an area deployed with Ri receivers, where i = 1, 2, · · · , 5, and we are interested in

tracking it. Let T transmit an OFDM signal with the frequency fT (which contains

multiple orthogonal frequency components, i.e., multiple sub-carriers) measured

by receiver Ri. As T moves within the coverage area of Ri, it is observed that

fT is Doppler-shifted by ∆fdsi due to the movement associated with T . The

Doppler shift is the apparent frequency difference between the frequency at which

the signal leaves the transmitter (T ) and that at which it arrives at a receivers

(Ri) with its amount dependent on the relative motion between them. Now, the
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apparent frequency due to the Doppler shift at Ri is given by:

fri = fT +∆fdsi (5.6)

Due to this frequency shift, there will be an error at each calculated position of T .

After estimating the Doppler shift on the received signal and then compensating,

the final position of T can be easily calculated using the proposed steepest decent

optimization algorithm described in Chapter 4, Section 4.4. Once the correct

position of T is known, the velocity of T (vT ) can be calculated by knowing the

system update rate (i.e., how many positions of T are calculated per second) given

by:

vT =
dT
tu

(5.7)

where dT represents the distance between two consecutive positions of T and tu

the update rate.

Therefore, to calculate the accurate position of T and its velocity (vT ), it is

necessary to estimate the Doppler shift at Ri and then compensate. The following

section describes how the existing narrowband-based UPSs suffer when estimating

the Doppler shift and then a solution for estimating and compensating the Doppler

shift using a narrowband OFDM signal is proposed.

5.4.1 Limitations of a Narrowband Signal for Doppler Shift

Estimation

Of course, all positioning systems work better with static rather than dynamic

positioning of an object. In a dynamic case, due to the Doppler shift, the per-

formance of a system is dramatically degraded. The more the Doppler shift the



Chapter 5. Toward a Highly Accurate UPS for Gait Analysis 129

Correlator 1

Correlator 2

Correlator 3

Correlator N

Transmitted

Signal
Select Maximum

Figure 5.4: Matched filter-based Doppler shift estimation technique.

lower the system performance. For dynamic object positioning, most of the exist-

ing systems e.g., [16, 47, 51, 58, 97–101] use a matched filtering technique where

a bank of correlators are created by shifting the frequency of the transmitted sig-

nal to different values and then each signal is cross-correlated with the received

signal. The branch at which the maximum correlation peak is obtained represents

the Doppler shift. This approach is illustrated in Figure 5.4. The disadvantage

of this type of method is that it requires a large number of correlators which not

only increases computational complexity but the system cost. Therefore, in the

following section, a method for estimating the Doppler shift using a narrowband

OFDM signal which does not require any matched filter and also does not need

to transmit a separate signal as does the broadband positioning system [51] is

proposed. As an OFDM signal is sensitive to frequency shifting [172, 193–195],

it is necessary to know how it is affected before performing the proposed Doppler

shift estimation and compensation technique.
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5.4.2 Effect of Doppler Shift on an OFDM Signal

In the previous chapter it was mentioned that OFDM transmission allows the sub-

carriers to be as close as theoretically possible as the spectrum of each sub-carrier

spectrum overlaps with, but remains orthogonal to, the others. This means that,

all the other sub-carriers spectra are zero at the maximum of each sub-carrier

spectrum and all the sub-carriers have an integer number of cycles per period

when considered from a frequency domain and time domain perspective (shown in

Chapter 4, Figure 4.2(a) and Figure 4.2(b)) respectively. However, with a small

change in sub-carrier frequency due to the Doppler shift, the orthogonality of an

OFDM signal is lost. This results in a non-zero spectral value of the sub-carriers

at the maximum of each sub-carrier spectrum and the corresponding sinusoid of

each sub-carrier no longer have an integer number of cycles within a particular

time interval when considered from the frequency domain and time domain per-

spective (shown in Figure 5.5(b) and Figure 5.5(b)) respectively. Due to this

non-orthogonal characteristic of the OFDM signal, inter sub-carrier interference

(ICI) occurs. Therefore, the performance of the system is reduced which is demon-

strated in Section 5.4.4 with numerical results. To improve the performance of the

system and retain the orthogonality of the received OFDM signal, it is necessary

to estimate the Doppler shift and then compensate. In the following section, a

Doppler shift estimation and compensation technique is proposed.

5.4.3 Doppler Shift Estimation and Compensation Tech-

nique

In this section, a new Doppler shift estimation and compensation technique is

proposed. In it, unlike in the matched filter-based Doppler shift estimation method
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Figure 5.5: Visulization of three non-orthogonal sub-carriers of an OFDM signal
in: (a) frequency domain; and (b) time domain.

described in Section 5.4.1, the Doppler shift is estimated by introducing a pilot

carrier, with a significantly increased amplitude compared with those of the other

sub-carriers, in the OFDM signal described in Section 5.2.2.2. Then, the Doppler

shift is compensated in the received signal to retrieve the orthogonality of the

OFDM signal which facilitates channel equalization and noise cancelation. The

procedure for estimating and compensating the Doppler shift is described below.

Initially, in the designed OFDM signal described in Section 5.2.2.2, one of

the operating frequencies is taken as the pilot carrier (fp) in equation (5.2) (i.e.,

fpǫ[fl, fu] ) that has a higher amplitude than the other sub-carriers and is transmit-

ted from transmitter T (in Figure 5.3). When T is moved from its initial position,

a Doppler shift is introduced in the received signal, resulting in the position of the

pilot carrier being shifted from that location during transmission.

To estimate the Doppler shift introduced in the received signal due to the

movement of T , the received signal is padded with zeros so that the frequency

resolution becomes 1 Hz, whereby each frequency index in the frequency domain

signal represents the corresponding frequency; for example, frequency index 40000
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represents 40000 Hz.

Now, if the frequency of the pilot carrier of the transmitted signal is fp Hz

and, in the received signal, it is changed to fds Hz due to the Doppler shift, the

Doppler shift is given by:

∆fds = fds − fp (5.8)

Using this information, a new replica of the received signal is generated in the

frequency domain as:

frnew = fr −

(

fr
fds

)

∆fds (5.9)

where fr is the frequency of the original received signal. This signal is converted

to a time domain signal for individual received signal and the procedure described

in Section 4.3, Chapter 4 is applied to estimate the TOF. Now, using the TOF

information of each received signal, the position of T is calculated using the pro-

cedure described in Section 4.4, Chapter 4 at each update rate and velocity using

equation (5.7).

To visualize the proposed Doppler shift estimation and compensation tech-

nique an example is demonstrated below.

5.4.4 Understanding of the OFDM-based Doppler shift Es-

timation and Compensation Technique using an Ex-

ample

To maintain consistency with the experimental data, initially, a [35-45] kHz/10 ms

OFDM signal with a pilot carrier and a separation of 200 Hz was transmitted at

a sampling rate of 1 Msample/s. The frequency of the pilot carrier was chosen

as 40 kHz. This sub-carrier is given a power of three times those of the other
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sub-carriers as shown in Figure 5.6(a). The transmitted OFDM signal was then

received by a receiver with a 100 Hz Doppler shift. The aim is to estimate this

Doppler shift and then compensate.

The length of the received signal was increased to 1000000 samples (the same as

the sampling frequency) by being padded with zeros and the frequency resolution

becomes 1 Hz, as shown in Figure 5.6(b) in which it is seen that the pilot carrier’s

frequency in the received signal shifted to 40.1 kHz (fds) (which was 40 kHz (fp)

during transmission). Therefore, the Doppler shift was calculated by taking the

pilot’s carrier frequency difference between the transmitted and received signals

as:

∆fds = fds − fp = 40100− 40000 = 100 Hz

Now, to compensate for this Doppler shift, a new replica of the received signal was

generated according to equation (5.9). The frequency spectrum of the Doppler

shift compensated received signal is shown in Figure 5.6(c) which shows that the

frequencies line up with those of the transmitted signal.

To demonstrate the improvement in the signal after compensating the Doppler

shift, a Doppler shift versus Doppler shifted received signal’s correlation signal-

to-noise-ratio (SNR) plot is shown in Figure 5.7. This Figure indicates that the

correlation SNR decreased when the Doppler shift increased and, when the Doppler

shift was compensated, the correlation SNR was constant at the same level as when

the Doppler shift was 0 Hz.



Chapter 5. Toward a Highly Accurate UPS for Gait Analysis 134

180 190 200 210 220
0

0.2

0.4

0.6

0.8

1
X: 201
Y: 1

Frequency index

A
m

pl
itu

de

(a)

3.5 4 4.5

x 10
4

0

0.2

0.4

0.6

0.8

1
X: 4.01e+004
Y: 1

Frequency index

A
m

pl
itu

de

(b)

3.5 4 4.5

x 10
4

0

0.2

0.4

0.6

0.8

1
X: 4e+004
Y: 1

Frequency index

A
m

pl
itu

de

(c)

Figure 5.6: Visualization of proposed Doppler shift estimation and
compensation technique: (a) frequency spectrum of transmitted signal which
indicates the amplitude of a particular sub-carrier (pilot carrier) three times

higher than other sub-carriers; (b) frequency spectrum of the received signal after
Doppler shift; and (c) frequency spectrum of the received signal after

compensating for the Doppler shift.

5.5 Experimental Procedure

To evaluate the proposed method for gait analysis, a set of experiments was con-

ducted using the same devices as those used for the experiments in Chapter 3 and

a Vicon optical MCS, according to the procedures described below.
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Figure 5.7: Effect of Doppler shift on signal’s SNR.

5.5.1 Positioning of Multiple Transducers

To evaluate the proposed OFDM-based multiple transducer positioning system

described in Section 5.2.2, two separate experiments were conducted for both active

and passive mobile architectures where the number of transducers to be localized

and number of reference points was five. The configuration of the experimental

setup was as shown in Figure 4.5, Chapter 4 except the number of transducers

to be localized were five instead one. The target transducers were separated by a

fixed offset and moved at 20 different locations inside a 20×20×20 mm volume,

and the true positions were measured using a Vernier scale with a precision of

0.02 mm. In both cases, [35-45] kHz/ 10 ms OFDM signals were used where

frequency components were allocated to the reference points in a passive mobile

architecture and to the transducers which to be localized in an active mobile

architecture according to the procedure described in Section 5.2.2.

To demonstrate the improvement in accuracy provided by the proposed ap-

proach, the positions of the target transducers were also calculated by the tra-

ditional cross-correlation-based multilateration algorithm for both architectures

using [35-45] kHz/10 ms chirp signal through TDM technique, i.e., chirp signals
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were transmitted at different times from the transmitters to avoid the signal in-

terference which reduces the positioning update rate.

5.5.2 Test Protocol for Tracking

Once, the experiments for positioning multiple transducers were completed, a set

of experiments was performed to track a moving transducer in an active mobile

architecture to prove that the proposed system could be used for gait analysis.

Though the tracking could also be performed using a passive mobile architecture,

the active mobile architecture was chosen to provide a fair comparison with the

traditional approach. In a passive architecture the traditional approach needs to

use the TDM technique even for tracking a single transducer whereas for an active

architecture it does not. For tracking, a physical pendulum was used to test the

accuracy of the proposed US system when compared with the Vicon system. A

pendulum was chosen due to the predictable behaviour of the pendulum swing and

its similarity to the motion of body parts especially during gait analysis. As the

Vicon system offers sub-millimeter accuracy, the results obtained from the Vicon

system were considered to be a suitable ground truth. In the following section a

brief description of the Vicon system is given.

5.5.2.1 Brief overview of the Vicon system

The Vicon system consists of a number of cameras, with a near-infrared (NIR)

strobe light, which is reflected from the markers placed on the tracking object,

attached to each. To track the individual positions of the markers, image process-

ing is performed at each camera. The Vicon system uses a form of triangulation

algorithm to determine the exact locations of the markers attached to the object.
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The Vicon system used for this experiment consists of 10 Bonita cameras, each

of which has a resolution of one megapixel (1024×1024 pixels) with a 82.7◦×66.85◦

field of view. An Ethernet hub supplies power and exchanges data using a single

gigabit Ethernet cable to each camera and a laptop or PC is connected to the

hub to communicate with the cameras through TCP/IP. To extract the camera

data within the capture volume, a software package called “Tracker” is installed

on the computer. The extracted data provides information regarding the position

of the tracked object and then user code is written to log, display or transmit it

as desired.

Calibration

The calibration process in the Vicon system provides the capture volume to the

system, enabling “Tracker” to determine the positions, orientations and lens prop-

erties of all the cameras in the system, and produce 3D data. Throughout this

process, a calibration parameters file containing the calibration settings and im-

age threshold data specified for each camera is created by “Tracker” which is used

when data from these cameras is processed. A calibration object of known geom-

etry with five active markers, called a wand, is supplied by the Vicon system and

allows calibration when moved through the capture volume in random trajectories

until an adequate number of frames (1000 frames by default) has been observed

by each camera. This process is completely automated and requires only a few

minutes, apart from the time required to move the wand.

After completing the camera calibration process, it is necessary to determine

the origin of the capture volume and its orientation (x, y and z axes) using

“Tracker” so that the tracking object is displayed in the right way in “Tracker’s”

work space. In the experimental case, the origin was set by placing the wand

flat on the ground in roughly the center of the indoor test facility and aligning it
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parallel to the camera-mounting truss structure.

Software Development Kit

The information contained in the Vicon DataStream is generally accessed by the

Vicon DataStream Software Development Kit (SDK) and the function calls within

the SDK allow users to connect to and request data from the Vicon DataStream.

The SDK is delivered as shared libraries (dynamic-link libraries (DLLs)) on Win-

dows. These libraries and supporting files are required to be copied alongside the

client executable for running.

The object must be defined in “Tracker” in order to access the state data

and its motion data must be captured as a rigid, asymmetrical arrangement of at

least 3 markers which are selected using the mouse in “Tracker’s” graphical user

interface. The object is specified with a name which user code can reference in

an SDK function call when the object’s position is requested. The position data

generally provides floating-point numbers with 64-bit precision.

Camera Mounting

An important consideration in the Vicon system is the mechanical stability of the

cameras as a small shift in position can have a big impact on system accuracy. In

the experiment, a robust tri-truss structure was used to support the cameras which

is capable of carrying much greater loads than required (up to several hundred

kg point load), but assures low deflections. This structure consisted of a span

of aluminium triangular truss elements to which the cameras were fitted using

aluminium clamps. Figure 5.8 shows a Bonita 10 camera clamped to the truss

structure.
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Figure 2.2: Bonita 10 camera clamped to truss structure
Figure 5.8: Bonita 10 camera clamped to the truss structure.

Vicon Cameras

Receiver Plane

Pendulum

Transmitter

Vicon Marker

Figure 5.9: Experimental setup for both the Vicon and US systems.

5.5.2.2 Experimental procedure and data collection

The experimental setup for the Vicon and proposed systems is shown in Figure 5.9.

A pendulum assembly was placed in the center of the Vicon’s field of view so that
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the markers on it could be viewed by a sufficient number of cameras. Although

at least 3 markers are required for the Vicon system to define an object, in this

experiment 4 markers (each of 12 mm diameter) placed on the pendulum assembly

in an “L” shape were used, one of which was the desired tracking point (the bottom

marker in Figure 5.9) which was attached to the wooden pendulum approximately

33 cm from the base which was attached securely to a table. Then, the pendulum’s

bottom point was manually pulled away from the vertical to approximately 90◦

and gently released so that the pendulum swung in a vertical plane. Data was

captured by the Vicon system from just before the pendulum started moving at a

frame rate of 100 Hz using the procedure previously described.

In the US setup shown in Figure 5.9, a transmitter was placed at a known off-

set from the bottom Vicon marker and 5 receivers (although 9 receivers are visible

in Figure 5.9, only the central and corner receivers were used) were placed on a

plane approximately 100 cm from the pendulum assembly and a [35-45] kHz/10 ms

OFDM signal with a sub-carrier separation of 200 Hz was used for transmission.

During the Vicon system’s data capture, the transmitter continuously transmit-

ted the OFDM signals with a separation of 10 ms between two successive signal

bursts. All the devices (i.e., transmitter, receiver, DAQ and thermometer) used

in this experiment were the same as those used for the experiments in Chapter 3,

Section 3.7.

5.5.2.3 Data processing

Although the data was simultaneously captured for both the US and Vicon sys-

tems, it was not possible to place the tracking marker at exactly the same position

as the transmitter during experimentation as it would have blocked transmission

of the US signal. Hence, it was placed at a known offset from the transmitter
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which was then compensated for during later processing. As the Vicon system

provided coordinates with respect to its origin (calculated using the wand) and

the US system with respect to the location of the central receiver (R2), a method

for transforming the former to the latter was required. To accurately achieve

this transformation, an additional marker was placed at a known offset from the

position of R2 and its coordinates were also calculated using the Vicon system

(Figure 5.9). Of course, during the positioning of the additional marker it was

confirmed that the receivers (used by the US system) were completely parallel

to the Vicon’s coordinate plane. The known offset was compensated for during

later processing. Now, if the tracked marker’s coordinates after compensation are

((xv1, yv1, zv1), ..., (xvn, yvn, zvn)) and the coordinates, after compensation, of the

marker placed beside R2 are (xv, yv, zv), the transformed Vicon coordinates will

be ((xv1 − xv, yv1 − yv, zv1 − zv)..., (xvn − xv, yvn − yv, zvn − zv)). The markers’

height is also compensated for during this transformation. As the Vicon system

and the US system might start sampling at different times, and they sample at

every 10 ms and 20 ms respectively, a method for synchronizing the two sets of

data was required. To achieve this, multiple data were captured for both systems

simultaneously and checked manually for the sample when the pendulum began

moving. The set of data where both systems captured data closest to the time

when the pendulum movement began was chosen for analysis.

In the case of US positioning, the OFDM-based TOF estimation technique

described in Section 4.3, Chapter 4 was used to estimate the distances from the

moving transmitter to the receivers after compensating the Doppler shift using the

procedure described in Section 5.4.3. The steepest descent optimization algorithm

described in Section 4.4, Chapter 4 was used to estimate the 3D positions of the

transmitter.
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As already stated in Section 5.2.2, the simultaneous positioning of multiple

stationary transmitters with sub-millimeter accuracy is possible (results shown in

Section 5.6.1) using the orthogonal nature of an OFDM signal, hence, the proposed

system will be able to simultaneously track multiple transmitters once they are

connected to the system. However, in this implementation, the tracking is confined

to a single transmitter.

To demonstrate the improvement in accuracy provided by the proposed ap-

proach, tracking of the transmitter was also conducted using the traditional chirp-

based cross-correlation method using the multilateration algorithm.

5.6 Results and Analysis

The results obtained from the above experiments using the proposed methods, the

Vicon system and the traditional method are discussed and compared.

5.6.1 Multiple Transducer Positioning

After completing the experiments in both active and passive mobile architectures

for multiple transducer positioning, the position of each transducer was calculated

for the both proposed and traditional methods. The combined errors of the x, y

and z directions in the calculated locations of all transducers using the proposed

and traditional approaches in both architectures are shown in Figure 5.10 and Fig-

ure 5.11 respectively and the standard deviations of these errors in each direction

are shown in Table 5.1.
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Table 5.1: Standard deviations of errors in the measured locations of the transducers in both active and passive mobile
architectures (mm).

Number of
Transducer

Architecture
Active Passive

Proposed Traditional Proposed Traditional
x y z x y z x y z x y z

1 0.3117 0.3240 0.3145 9.8011 9.7268 1.5510 0.3245 0.3195 0.3176 9.8011 9.7268 1.5510
2 0.3420 0.3085 0.3042 9.7159 9.6940 1.5894 0.3183 0.3164 0.3206 9.7159 9.6940 1.5894
3 0.3260 0.3045 0.3293 9.6434 9.9123 1.5851 0.3142 0.3156 0.3276 9.6434 9.9123 1.5851
4 0.3350 0.3325 0.3321 9.3386 9.9555 1.5323 0.3203 0.3141 0.3245 9.3386 9.9555 1.5323
5 0.3261 0.3329 0.3084 9.8633 9.9687 1.5429 0.3165 0.3273 0.3240 9.8633 9.9687 1.5429
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Figure 5.10: Errors in location of the transducers from the proposed and
traditional methods in an active mobile architecture.
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Figure 5.11: Errors in location of the transducers from the proposed and
traditional methods in a passive mobile architecture.

These results show that the precision obtained using the proposed method was

significantly higher and provided the sub-millimeter accuracy required for many

medical applications. It should be noted that the calculated location errors for the

traditional TDM-based technique for both active and passive mobile architectures

are almost the same. This is because the targets were static and thus there was no

impact on the system performance by the motion of the targets. However, for the

positioning of moving targets, the system performance for both architectures will

be different [69] (as discussed in Chapter 2, Section 2.2). The proposed method did
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not suffer from the lower positioning update rate like the TDM-based traditional

method. It is also important to note that, the scalability of the passive mobile

architecture was not bounded by the frequency components like the active mobile

architecture.

In summary, the OFDM-based technique for multiple transducer positioning

has the following advantages along with those provided by the OFDM-based TOF

estimation technique over the traditional chirp-based cross-correlation technique

and the steepest descent optimization approach over the traditional lateration

algorithm.

1. Multiple transducers can be simultaneously localized without the update

rate being affected as it is in the traditional TDM technique.

2. Without introducing broadband transducers, the proposed method provides

an efficient solution to the problem of simultaneously locating multiple trans-

ducer using the orthogonal property of an OFDM signal.

5.6.2 Tracking

Two different experiments were conducted to evaluate the proposed method for

tracking in the active mobile architecture. In the first, the pendulum assembly was

placed approximately parallel to the receiver plane and, in the second, at an angle

of ≈ 45 ◦ to the receiver plane. Although the data were captured for a number of

pendulum cycles, the results presented here are for only a single cycle, with the

trajectories obtained using the proposed method and the Vicon system shown in

Figure 5.12.



Chapter 5. Toward a Highly Accurate UPS for Gait Analysis 146

−300
−200

−100
0

100
200

0

100

200

−1021

 

x position (mm)y position (mm)

 

z 
po

si
tio

n 
(m

m
)

Proposed system
Vicon system

−200

0

200

0
100

200

−900

−800

−700

 

x position (mm)
y position (mm)

 

z 
po

si
tio

n 
(m

m
)

Proposed system
Vicon system

Figure 5.12: Pendulum tracks estimated by proposed method when transmitter
placed: (a) almost parallel to the receiver plane; and (b) at angle of ≈ 45 ◦ to the

receiver plane.
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Figure 5.13: Errors in locations of the transmitter using the proposed and
traditional methods when the transmitter was placed approximately parallel to

the receiver plane.

The errors in the calculated locations of the transmitter in each x, y and z

direction for both experiments when using the proposed and traditional methods

are shown in Figure 5.13 and Figure 5.14 respectively. These plots clearly show

the improved precision achieved by the proposed steepest descent optimization

algorithm after compensating for the Doppler effect.

To demonstrate the performance of the proposed Doppler effect compensation,

Figure 5.15 shows the absolute location errors (calculated using the Euclidean

distance between true and estimated positions) with respect to the velocity of the
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Figure 5.14: Errors in locations of the transmitter using the proposed and
traditional methods when the transmitter was placed at an angle of ≈ 45 ◦ to the

receiver plane.
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Figure 5.15: Absolute location errors with respect to transmitter velocity
calculated by the proposed and traditional approaches when the transmitter was
placed: (a) approximately parallel to the receiver plane; and (b) at an angle of ≈

45 ◦ to the receiver plane.

transmitter from the two experiments using both the proposed and traditional

methods. These plots show significantly larger location errors for the traditional

method than for the proposed method.

The standard deviation of errors in each direction and the mean absolute error

obtained from the proposed and traditional methods are given in Tables 5.2 and 5.3

respectively. These results show that the proposed method obtained significantly
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Table 5.2: Standard deviation of errors in measured locations of the transmitter
(mm).

Experiment Methods
Direction

x y z

1
Proposed 1.2774 1.2728 0.5292
Traditional 6.2269 8.1983 3.3796

2
Proposed 1.0665 1.0562 1.1380
Traditional 5.5861 7.7550 3.2696

Table 5.3: Mean absolute errors in measured locations of the transmitter (mm).

Experiment
Mean Absolute Error

Proposed Method Traditional Method
1 3.7636 13.4518
2 3.5426 11.2870

higher accuracy than the traditional approach.

In summary, the above proposed tracking method has the following advantages

over existing systems.

1. Without using a matched filter, it can estimate the Doppler shift which

reduces computational complexity and system cost.

2. It is anticipated that, for gait analysis, this system can be used instead of

the traditional and expensive optical MCS which would not only reduce a

system’s cost but also its complexity.

5.7 Conclusions

In this chapter, it was proposed to use OFDM signals to achieve simultaneous

multiple transducer positioning which offers the unique features of: efficiently uti-

lizing the bandwidth; without affecting on the update rate; and reduced system



Chapter 5. Toward a Highly Accurate UPS for Gait Analysis 149

costs as a broadband transducer is not required for simultaneous multiple trans-

ducer positioning. Also, as distinct from the traditional Doppler shift estimation

and compensation technique, the proposed tracking algorithm does not require a

matched filter to estimate the Doppler shift.

The experimental results showed that, the proposed system is able to measure

the 3D locations of multiple transducers with sub-millimeter accuracy and the 3D

trajectory of a moving transmitter with millimeter accuracy which is significantly

better than that of the alternative traditional approach.

The accuracy of the proposed system is compared with that of the Vicon

system, and it was shown that the proposed system has the same order of precision

but incurs less cost and complexity than the Vicon MCS.

Moreover, the proposed system can also be used in larger scale indoor position-

ing applications where location information needs to be stored centrally (e.g., in

office environment and research labs) using an active mobile architecture and for

those applications where user privacy is an issue (e.g., in museums, supermarkets,

or government buildings) using a passive mobile architecture.



Chapter 6

Conclusions and Future Work

Location sensing provides endless opportunities for a wide range of indoor appli-

cations. Motivated by the promise of ultrasound in delivering high positioning

accuracy with lower cost, this dissertation presented different ultrasonic (US) lo-

cation sensing techniques. This chapter summarizes the contributions made in

this dissertation and also outlines some possible future research directions.

6.1 Contributions

In Chapter 3, a new technique to calculate time-of-flight (TOF) using phase-

correlation was introduced. The proposed scheme demonstrates a method for nar-

rowing the correlation peak by increasing the signal’s bandwidth virtually rather

than physically. This feature of the proposed technique helps to accurately de-

termine the TOF in environments where close multipath echoes occur. The other

attributes of the proposed technique are: it can separate the individual multipath

components as the correlation peak is narrow; and reduces the system cost as it

150
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does not need to increase the signal’s bandwidth physically to improve the accu-

racy of the system. The proposed method was evaluated in an indoor environment

and experimental results showed that the proposed method provides superior per-

formance, in terms of accuracy and system cost, when compared with the state of

art, i.e., cross-correlation.

In Chapter 4, two new techniques, one for the measurement phase and another

for the positioning phase were proposed. In the measurement phase, an orthog-

onal frequency division multiplexing (OFDM)-based TOF technique was intro-

duced that not only provides higher accuracy compared to the existing chirp-based

cross-correlation technique but also has the following desirable attributes: compu-

tational efficiency; does not need to store both transmitted and received signals

and; good de-noising properties. Then, in the positioning phase, a steepest de-

scent optimization algorithm was proposed which has the following advantages

over the traditional lateration algorithm : i) overcoming the error introduced by

the lateration algorithm when reference points are positioned on a single plane

and the separation between them is less than the separation between reference

points and target and; ii) compensation for errors in distance measurements of the

receivers corresponding to one complete cycle of the transmitted signal if they are

not compensated for properly in the measurement phase. The proposed approach

was tested in an indoor environment and its performance was compared with the

traditional cross-correlation-based multilateration method which uses a narrow-

band chirp signal. The experimental results showed that the proposed approach

achieved higher accuracy (sub-millimeter) than the traditional approach.

In Chapter 5, utilizing the orthogonal nature of the OFDM signal, the pro-

posed steepest decent optimization algorithm was extended from single transducer

positioning to simultaneous multiple transducer positioning. Then, the proposed
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OFDM-based steepest descent optimization algorithm was further extended for

tracking a moving transducer in a complex pendulum model where Doppler shift

associated with the movement of the transducer was estimated by introducing a

pilot carrier in the OFDM signal, and then compensated. Unlike the traditional

time division multiplexing (TDM)-based multiple transducer positioning approach

which reduces system update rate or the broadband-based approach that increases

system cost, the proposed approach neither used TDM technique nor a broadband

transducer, thus neither impacts on system update rate nor increases the cost of

the system. Also, as distinct from the traditional matched filter based Doppler

shift estimation technique, the proposed tracking system does not require any

matched filter to estimate the Doppler shift. The experimental results showed

that the proposed system was able to calculate the three-dimensional (3D) loca-

tions of multiple transducers with sub-millimeter accuracy and the 3D trajectory

of a moving transducer with millimeter accuracy which is significantly better than

that of the alternative traditional cross-correlation-based multilateration method

which uses single tone or chirp signal. The experimental results of various pen-

dulum trajectories obtained using the proposed method were compared with that

obtained using a Vicon system and it was shown that proposed system has the

same order of precision but incurs less cost and complexity than the Vicon MCS.

6.2 Future Research Directions

As a continuation of the current research, the following suggestions for the use of

the OFDM-based steepest decent optimization algorithm in different applications

are provided.
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6.2.1 Underwater Positioning

Generally, most of the underwater positioning systems use lateration algorithm

to estimate the location of target(s) [196]. However, in an underwater based

positioning system, when reference points are installed on a single plane (which is

logistically simple and provides accurate coordinate information of the reference

points) and the separation between them is less than the separation between them

and the target(s) (which is likely to happen) the surface of the spheres centered

at the reference points (generated by the lateration algorithm) is almost parallel

which produces larger errors in the position of the intersecting point of the spheres

for directions tangential to the surface of the spheres than for directions normal

to the surface of the spheres.

Future work in this research area would be to apply the steepest decent opti-

mization algorithm for underwater localization to eliminate this kind of problem

as it is already shown that the proposed steepest decent optimization algorithm

has that ability. Moreover, if an OFDM signal(s) is used for underwater local-

ization, the same benefits can be obtained as for indoor environments, i.e., TOF

estimation with lower cost and complexity than cross-correlation techniques, si-

multaneous multiple target positioning without using broadband transducers and

Doppler shift estimation for moving target positioning without using matched

filtering technique. Toward this aim, an experiment was conducted to see the

performance of the proposed OFDM based TOF estimation technique where TOF

was estimated by finding the highest peak of the received signal. Experimental

results (given in Appendix B) showed that the proposed system is able to detect

the peak at the start of the received signal after equalization was performed.
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6.2.2 Tracking Multiple Targets

In this current research, although the performance of the OFDM-based steep-

est optimization algorithm was evaluated for multiple transducer positioning, the

tracking performance was confined to a single transducer. Future work for this

approach could involve tracking multiple transducers which could be used for dif-

ferent applications such as, in the entertainment industry, to create life-like models,

in robotic science to produce human-like actions in robots, in an office environment

and industry, to track multiple targets.



Appendix A

Indoor Positioning Systems

A.1 Existing Ultrasonic Positioning Systems

(UPSs)

Active Bat: This was one of the first UPSs established by AT&T Research [70, 71]

(1999) (Figure A.1(a)) and, using an active mobile architecture, it consists of a

group of mobile or fixed wireless transmitters (called bats) and ceiling-mounted

receivers. Synchronization between the bats and receivers is achieved by sending

RF pulses to them and, in response to the request of a RF pulse, a bat transmits

an US pulse to the receivers which calculate their distances from the bat using

the (velocity-difference) TDOA technique. From these measurements, the base

station calculates the positions of the bats utilizing the multilateration algorithm.

This system achieved a precision of 7 cm in a strongly controlled and centralized

structural design.

Cricket: This is an US-based system which provides user-centric location sup-

port for ubiquitous applications and was developed at Massachusetts Institute of

155



Appendix A. Indoor Positioning Systems 156

(a) (b)

Figure A.1: UPSs: (a) Active Bat [1]; and (b) Cricket [2].

Technology in 2000 [41] (Figure A.1(b)). Using a passive mobile architecture, this

indoor system consists of a set of beacons in the ceiling and receivers attached to

the devices that require location. An RF signal is used to send the beacons’ loca-

tion information to the receivers and US pulses measure the distances between the

receivers and nearby beacons which are used to find the positions of the receivers

using the trilateration algorithm. This system has a reported precision of 10 cm

and provides advantages in terms of scalability and privacy as it uses a passive

mobile architecture but has the disadvantages that it lacks centralized manage-

ment or monitoring and has a low coverage range due to the unidirectionality of

its US transducers.

Low-cost indoor positioning system: Using a passive mobile architecture

Randell and Muller described a system [82] which allows wearable and mobile

computers to autonomously compute their position. This system uses 4 US trans-

ducers, located at the corners of a square on the ceiling wired to a controller and

a MD (receiver). The controller transmits a radio trigger followed by an US pulse

from each of the 4 transmitters consecutively. The mobile receiver unit, synchro-

nized by the radio trigger, calculates the TOF, from which it estimates its position

with 3D accuracies between 10 and 25 cm.
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Cricket Compass: This system [42] was among the first to be capable of taking

AOA measurements of sensor motes (crickets). Its operational architecture is the

same as that of Cricket [41], except that a compass device is attached to the target

(receiver) to deduce its orientation using the AOA information of the US pulses,

with orientation accuracy of 5◦.

Smith’s system: To track a MD, a combination of active and passive mobile

location architectures was proposed in [69] using a Kalman filter (KF) and ex-

tended KF (EKF), with a method developed to transition between the passive

and active modes of the MD. Until the KF’s confidence is in a bad state, the MD

(listener) does not transmit any information. It then becomes an active transmit-

ter and generates simultaneous RF and US pulses, with the RF message having

no information other than a randomly generated nonce which helps to hide the

MD’s identity. Whenever a beacon hears an RF message produced by a MD and

its corresponding US pulse, it waits for a short random period of time and then

broadcasts the nonce (set by the mobile) together with the distance estimate. After

receiving this information from nearby beacons, the MD can accurately calculate

its position, since the simultaneity condition holds for these distance samples, and

then use this position estimate to reset its KF. The median error with passive,

active and hybrid architectures at a speed of 1.43 m/s was reported as 22 cm,

4.7 cm and 14.9 cm respectively.

Ad-hoc localization system (AHLoS): This system, which was developed by

A. Savvides, C. Han and Mani B. Strivastava at the University of California’s Net-

worked and Embedded Systems Lab in 2001 (Figure A.2) [15], enables sensor nodes

to determine their locations using a set of distributed iterative algorithms which

drive an ad-hoc network of sensor nodes, a small percentage of which are aware

of their locations through either a manual configuration or using a GPS. Medusa
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Figure A.2: ALHoS: Medusa MK-2 sensor mote with omnidirectional US
transmit/receive unit [3].

motes are used by this system, which features an omnidirectional US transceiver

unit to overcome the narrow directionality problem of US transducers, and the

nodes with known locations are called beacon nodes and those with unknown lo-

cations are called unknown nodes. Using the (velocity-difference) TDOA between

the RF and US pulses, the inter-nodal separation distance is obtained. In AHLoS,

if an unknown node is within a one-hop distance from at least three beacon nodes,

it calculates its position through an iterative multilateration algorithm, otherwise

it considers the location information over multiple hops in a collaborative multilat-

eration scheme. When 50 Medusa nodes (10% are initially configured as beacons)

were installed on a square grid with a side of 15 m, the system’s positioning error

was within 20 cm and its ranging precision was 2 cm for node separations of less

than 3 m.

iBadge: This is a wearable system built for a Smart Kindergarten [3] which has

numerous functional units, including a localization unit, to obtain a precise spatial
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position. While its performance and working principle are the same as those of

AHLoS, it can estimate the target’s badge position in the presence of an obstacle

to its nearby badge by utilizing a collaborative multilateration process based on a

distributed KF [119].

Huitema’s system: This is an US motion analysis system which is capable of

measuring temporal and spatial gait parameters while subjects walk on the floor

[23]. It uses two US receivers, one attached to each shoe of the subject and a

transmitter placed stationary on the floor. The transmitter transmits 8 consec-

utive pulses at intervals of 25 ms. The propagation delays for both receivers are

measured using a bit counter that reaches its full range in 25 ms and begins count-

ing the moment a burst is transmitted. When the transmitted burst is received by

the US receivers, its output is stored and instantly converted to an analog output

signal. Then, an input signal processor eliminates most noise from the input sig-

nal using a low-pass filter and testing of the minimum pulse strength. From their

evaluation, at velocities of 0.85 m/s, 1.35 m/s and 1.91 m/s, the maximum toe-off

errors were found to be 60 ms, 25 ms and 25 ms, and the heel-strike errors were

55 ms, 35 ms and 25 ms respectively.

Distributed object locating system for physical space internetworking

(DOLPHIN): This system [43] is similar to the Cricket system [41, 42], except

that it needs only a few pre-configured reference nodes to locate all the other nodes

in the system using a hop-by-hop location mechanism. It consists of two types

of nodes: a reference node (fixed at a known position) and a normal node (the

position of which is to be determined), with a one-chip CPU feature pulse counter

to measure the TDOA of the US pulse. The reference node simultaneously trans-

mits RF and US signals to the normal node and, using the (velocity-difference)

TDOA between these signals, the distance between the reference and normal nodes
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are obtained. Finally, using the multilateration algorithm, the 3D position of the

normal node is calculated, with the reported position estimation accuracy of this

system being approximately 15 cm.

Whitehouse’s system: This US ranging system was developed to minimize the

prediction gap (the difference between a real-world localization error and that

predicted by simulation) (Figure A.3) [4, 197]. It uses 8 US transducers adapted

at different angles, 4 for transmission and 4 for reception. Although the circuitry

is analogous to that of the Medusa system, it has an additional switchable circuit

so that a single transducer can act as a transceiver while the nodes measuring the

TOF use the same principle as that of Cricket [41]. Rather than using narrowband

US transducers, the center frequency of which is at 40 kHz (used in both Cricket

and ALHos), the center frequency of the transducers used in this system was

reduced to 25 kHz which improves range resolution. This system reaches up to a

12 m range with less than a 5 cm standard deviation of error when the transducers

are face to face. To overcome the unidirectionality effect of the US transducer, it

uses a metal cone (Figure A.3) to spread and collect the acoustic energy uniformly

in the plane of the other sensor nodes. With this arrangement, this system achieves

around a 5 m range with a 90% precision of less than 6.5 cm.

WALRUS: The concepts proposed in [41, 71, 198] were combined to produce

this low-cost, private, indoor, room-level positioning system [199] which utilizes

US beacons to determine the locations of MDs. It uses ordinary audio hardware

(desktop speakers and PDA/laptop microphones) to transmit and receive US sig-

nals and 802.11 communications as the information-bearing channel.

The WALRUS system consists of two main components: a server-side beacon

module (transmitter) and mobile client software (receiver). The former runs as

a desktop PC with attached speakers (to produce sounds of around 21 kHz) and
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Figure A.3: Whitehouse’s US ranging platform [4] (surrounding white area
contains MICA2 dot and battery, and supports reflective cone above US

transducer protruding from top).

supplies US signals to a MD and periodically broadcasts 802.11 datagram packets

(which contain the room information) simultaneously with a short audio signal at

21 KHz. The mobile client software listens for the 802.11 datagram packets and

corresponding US pulses. Although it can hear multiple 802.11 packets as the RF

signals travel through walls, it can pick up the desired ones using the US pulses if

the speakers are in the same room. Its resolution is restricted to room level.

BUZZ: This is an indoor positioning system presented in [200] which positions

mobile computers using narrowband US signals, and involves the design and im-

plementation of two novel systems, the synchronous and asynchronous BUZZ,

each of which has a particular application. Positions are calculated through the

use of transmission patterns, with the timing information communicated from the

infrastructure to wearable receiving devices.

Synchronous BUZZ was an improvement proposed in [82] that eliminated the
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radio signal from the design which offers advantages in terms of clock synchro-

nization, size and weight of the receiver. A central control unit connected to the

beacons by wires is used to provide synchronization and, for positioning, an EKF

and four beacon measurements are required. However, it has the limitation of the

MD having to be placed in a particular location at start up. It calculates a 3D

position with 4 cm precision 50% of the time and 10 cm precision 95% of the time,

and its update rate is 33 Hz.

Asynchronous BUZZ is a wireless system like Cricket [41] but, as it does not

use RF signals, it has advantages over Cricket in terms of system cost, power

consumption and beacon sizes. Control of the transmission signal is decentralized

and it is designed for low-precision applications. Its positioning error was within

50 cm.

Sonitor: This is a real-time indoor tracking and location technology produced by

Sonitor Technologies Inc. [201]. As it does not require LOS transmission between

the detectors and the targets to be tracked it is able to track hidden objects. In

Sonitor, US tags which transmit the unique identification of each person or device

are attached to people or equipment for tracking by wireless detectors located

in various rooms or an open indoor area. The transmitted signals are detected

by the detectors which forward this information to a centrally positioned calcula-

tion and management system that stores the tags’ locations and associated times

through an existing wired or wireless local area network (LAN). To protect the

US signals against interference and effectively detect the received signals, a digital

signal-processing algorithm is patented in Sonitor. Also, an energy-efficient tech-

nique is proposed by the Sonitor UPS which extends battery life by up to 5 years

and 600,000 transmissions. However, this system cannot provide the absolute po-

sition of a target and several detectors are required to be fixed in each part of the
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Figure A.4: Spider Bat: top view of US board with attached digital compass [5].

tracking area, while its precision is limited to room level.

Spider Bat: This US-based ranging system (2011) (Figure A.4) was designed

to augment existing low-cost, low-power sensing devices with distance and angle

information in [5]. It consists of four independently controllable US transmitters

and receivers, a microcontroller to control the transmission operation and process

the received signal, and a digital compass which provides the absolute rotations of

the nodes. The innovation of this system is its capability to measure the absolute

angles between sensor nodes which was not available in earlier systems [41, 119].

The sender transmits a radio packet followed by an US pulse node to initi-

ate a single measurement while nearby nodes listen for incoming US waves. The

(velocity-difference) TDOA is used for range estimation. The standard devia-

tion of error of this system is 5.39 mm at the maximum distance of 14 cm and

its mean angular error is less than 5◦ for short distances. Its localization inac-

curacy is 15.5 cm (minimized to 5.7 cm by applying the least squares method)

for a worst-case scenario in an indoor environment and 61.2 cm for an outdoor

environment.
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Sato’s system: This is an US motion capture system described in [32] and,

using an active mobile architecture it consists of 5 US transmitters attached to

the user’s body and 4 US receivers acting as reference points. To avoid signal

interference at the receiving end, each transmitter transmits a signal at a different

time, i.e., it uses the TDM technique which reduces the system update rate. In

the measurement phase, it uses a phase-based technique called the extended phase

accordance method and, in the positioning phase, a multilateration algorithm. The

accuracy achieved by this system was 4-5 cm.

Interacting multiple model (IMM) system: This is a TDOA-based UPS

presented in [84]. The IMM estimator runs an EKF to track a mobile station

(MS) for a LOS case and a robust EKF (REKF) for a non-LOS (NLOS) one.

The results from the EKF and REKF estimators are combined by calculating the

probabilities of each estimator to obtain high positioning accuracy. A 2D isotropic

transmitter with a beam width of 360◦ and eight US transducers with 45◦ angles

of aperture are used to transmit an US signal.

A number of receivers at fixed positions and connected via a wireless LAN

(WLAN) for time synchronization are used to receive the US signal. The posi-

tioning update rate of this system is more than 3 Hz and its precision is in the cm

range (3.4 cm in theory).

Kim’s system: This system adopted a hybrid algorithm (HA) using an US signal

to find the posture of a mobile robot in a static environment [83]. The system

architecture of this system is shown in Figure A.5. A group of US transmitters is

used at a known position on the ceiling and an array of three receivers placed on

top of the robot. All the transmitters and robot are fitted with RF modules to

calculate the TOF data between them, with all the receiver modules on the robot

connected to an RF module via a controller area network (CAN). To calculate the
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Figure A.5: System architecture of Kim’s system [6].

distances between the receiver modules on the robot and US transmitter modules,

the robot consecutively activates each transmitter module by a command message

from one of its RF modules at a sampling instant. A transmitter module consists

of a microcontroller, US transmitter, RF transceiver and temperature sensor. Af-

ter receiving an activation message, it (the transmitter module) answers with a

radio message, which includes its identification (ID) number, position and temper-

ature information, and simultaneously transmits a modulated US signal. The RF

module measures the time difference between the arrivals of the RF and US signals

using the (velocity-difference) TDOA, and the HA uses direct and indirect meth-

ods for self-localization. The direct method uses the US distance measurement

directly without additional processes whereas the indirect method uses ranges,

ranges and bearing differences, and ranges and angles of departure extracted from

the US distance measurements between a transmitter and three receivers. Several

experiments were conducted with different numbers of transmitters and orienta-

tions and the results showed that the mean errors of positioning and orientation

of this system are 2.1 cm and 0.82◦ respectively.

More recently, the same authors presented a dynamic US hybrid localization
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algorithm in [6] that combines a dynamic distance estimation method for moving

robots and the US hybrid localization algorithm to estimate the pose of a robot

utilizing an EKF. Several experiments were conducted for several trajectories and,

each time, as expected, the positioning and orientation errors were higher than

those for the static one.

Qi’s system: This system measures 3D foot trajectories using a wearable wireless

US sensor network in an active mobile architecture [38]. It consists of a narrowband

US transmitter (mobile), 4 receivers (anchors) with known fixed positions and an

RF module. To calculate the distance between the transmitter and receivers, it

utilizes the (velocity-difference) TDOA technique. It applies pre-filtering in the

range measurements to reduce the errors in tracking and localization, and then

the pre-localization algorithm using the Newton-Gauss (NG) method filtered by

an EKF. The experimental results showed that the proposed system had suffi-

cient accuracy with a net root mean square error of 4.2 cm for 3D displacement,

especially for foot clearance.

Hazas’s system: This is the first broadband US location system proposed for

achieving fine-grained location estimates [190, 191]. It provides advantages over

narrowband systems in terms of signal interferences, data rates and noise sensitiv-

ity by using the direct sequence code division multiple access (DSCDMA) method.

To generate the transmitted signal, a 50 kHz carrier wave is modulated by 51-bit-

long Gold codes using binary phase shift keying (BPSK) and two types of position-

ing systems are proposed. The first is polled and centralized, which uses an active

mobile architecture and has an accuracy of approximately 2 cm while the second

is privacy-oriented, uses a passive mobile architecture and can be synchronous or

asynchronous. The synchronous system utilizes the conventional multilateration

algorithm along with cross-correlation to estimate the receiver’s position whereas
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the asynchronous system uses direct-sequence pseudo-range measurements, and

their system accuracies are 4.9 cm and 26.6 cm respectively.

Frequency hopped spread spectrum (FHSS): This positioning system was

developed in [192] and uses broadband US signal. This system uses a set of

fixed nodes at well-known locations called base stations (BSs) and MDs whose

positions and orientations are to be determined. The TOF and AOA are calculated

by the MD using a circular array of transducers utilizing US and RF signals,

with both direct sequence spread spectrum (DSSS) and FHSS signals used to

provide a comparison of accuracy and robustness. The authors conclude that,

using FHSS is more beneficial than DSSS, because only noise and multipath in the

same band of frequencies affects the accuracy due to its variable carrier frequency.

The experimental results show better accuracy for FHSS than DSS. FHSS provides

a 3D estimation accuracy of less than 1.5 cm for 95% of cases

Reference-free UPS: This system, which was developed in [46], utilizes broad-

band transducers and a FHSS technique. It does not require any reference signal

for time synchronization between a transmitter and receiver and incorporates a

new technique called the hybrid AOA-TOF which is an improvement over the

conventional AOA technique. For TOF measurement, it uses the cross-correlation

technique and its reported 3D precision is approximately 9.5 cm.

CDMA: This system is employed in an UPS in [19] for fine-grained location es-

timates. It uses four transmitters attached to the ceiling, with four distinct Gold

codes generated and assigned to each of them. For location estimation, two meth-

ods are proposed. The first obtains the mean of four location estimates using

the trilateration technique and, in the second, a single robust position estimate is

obtained using only three distances while the least reliable fourth distance mea-

surement is not considered. On the ground plane, the results show a 2 cm precision
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99% of the time and 95% of the time when the MD is higher than the ground plane

and near the ceiling respectively. However, all the experiments were conducted

in a noise-free environment whereas, in a real indoor environment, the accuracy

would be less and the hardware’s complexity greater.

Álvarez’s system: This system [202] presents the design of a Doppler-tolerant

receiver for a broadband US local positioning system architecture based on the

emission of Kasami codes and was implemented in an FPGA architecture. Five

receivers, each containing a bank of seven filters, each of which is matched to a

different frequency-shifted version of the Kasami codes to be detected, are used.

A Doppler resolution of 0.67 m/s was considered for the design of the matched

filter, with an interpolation factor added between two consecutive samples of each

received signal to obtain the desired resolution. Firstly, a set of test signals were

synthetically generated to simulate the different positions and velocities of the

receiver to analyse its performance. The simulated results showed that the sensor

is capable of detecting the signals coming from all beacons moving at velocities of

up to 3 m/s in a horizontal plane. Secondly, a set of real signals obtained by a

prototype was used.

Aloui’s system: This is a scene analysis-based localization system which adopts

the TOAs of signals from a transmitter to receiver as a fingerprint and com-

putes the target position through a local linear estimator [203]. As it uses the

scene analysis algorithm, in the off-line phase, a set of positions, called finger-

print positions (or sampling locations), in the target environment are selected and

a position-dependent signal parameter extracted at each position to define the

positions signature (also called a fingerprint). Then, using these fingerprints, a

database is built. During the on-line phase, the target signature is calculated and
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compared with the signatures in the previously built database to estimate its po-

sition. This system was evaluated in both active and passive mobile architectures

and the accuracies obtained were 2.7 cm for 93% of measurements and 8.5 cm with

87% precision respectively. However, as it suffered from the fundamental problem

of the scene analysis algorithm which is that the fingerprint map is non-stationary,

there were variations in the measured signals between the on- and off-line phases

at the same location.

A.2 Existing Audible Sound-based Positioning

Systems

CALAMARI: This ad-hoc localization system (2002), which was developed at

the University of California [7] (Figure A.6), uses a mixture of acoustic TOF and

RF RSS for ranging. It uses macro-calibration (through a parameter estimation

method) to adjust the (sensor) network as a system, instead of each node separately

with respect to the infrastructure (as in GPS, Cricket) or alongside every other

node (as in ALHoS). It is capable of perfectly scaling a network’s dimensions by

means of a simple, accurate ad-hoc multilateration key.

This system consists of a sounder, microphone and tone detector with a central

frequency of 4.5 kHz. Ranging errors are significantly reduced, from ≈ 30% of the

actual range attained without calibration to ≈ 10% with macro-calibration. The

precision of this system is not sufficient for applications in which high precision is

required as its accuracy is restricted to the node level.

Kown’s system: This is an acoustic localization system developed by F. Kown et

al. [204] in 2005 to improve the ranging solutions of previous work, and expanded
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Figure A.6: CALAMARI - Sensorboard Mica/MICA mounted on mote [7].

the practical measurement range threefold (20-30 m) using the MICA2 platform.

The transmitting mote is augmented with the MTS310 sensor board with an in-

expensive, off-the-shelf piezoelectric buzzer unit which provides output power of

105 dB compared with the 88 dB of the original buzzer, and the results improve

the SNR. The maximum range attained by the system was 22 m in 10-15 cm tall

grass and over 35 m on a pavement with an accuracy of 11 m.

Kushwaha’s system: This location system was based on the MICA2 plat-

form [8, 205] (Figure A.7). Its transmitting part is composed of MICA2 motes

equipped with a digital signal processor running at 50 MHz and a peripheral

speaker while the receiving part has a custom-designed acoustic sensor board with

two self-regulating analog input channels furnished with inexpensive electret mi-

crophones and a DSP for operating a signal-processing algorithm. This approach

employs the message time-stamping primitives introduced in [206] to synchronize

the source and sensor nodes. The maximum reported detection range using cross-

correlation of this system was 30 m with a ranging error deviation of 15-20 cm.

Acoustic embedded networked sensing box (ENSBox): This is a platform
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(a) (b)

Figure A.7: Kushwaha’s system [8]: (a) MICA2 mote; and (b) Acoustic sensor
board.

for prototyping rapidly deployable distributed acoustic sensing systems, partic-

ularly the distributed source localization developed by MIT/UCLA [207, 208].

ENSBox incorporates a Linux operating ARM processor with key facilities essen-

tial for source localization, that is, a sensor array, network services, time synchro-

nization and self-calibration of the array’s position and orientation. It also has a

high-precision self-calibration feature which eliminates the need to manually sur-

vey the arrays’ positions and orientations. After temperature compensation, the

precision of this system was 5 times better than those of other audible acoustic sys-

tems, such as Sallai [209], Kwon [204] and Kushwaha [205], when cross-correlation

is used. The average 2D position error of this system was 5 cm and average

orientation error over a partially obstructed 80×50 m outdoor area was 1.5◦.

Beep: This 3D indoor positioning system was developed with an active mobile

architecture using audible sound technology [9, 210] (Figure A.8). A roaming

device, which is to be tracked, sends audible sounds to pre-installed acoustic sen-

sors (Si) with known positions. These sensors are connected to the central server

through a wireless connection. They receive the audible sounds transmitted from

the tracked device and then forward these data to the central server through a
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an ultrasound and radio signal, and the system computes the 
difference in arrival times between the two signals to determine 
the user's position. Cricket enhances Active Bat by using the 
radio signal arrival time to narrow the time window in which 
arriving signals are considered. Dolphin [5] is another 
ultrasound positioning system with a distributed flavor. In 
Dolphin, the location of only a few nodes is known, and the 
remaining nodes can infer their own location based on the 

Because of their reliance on technologies such as infrared 
and ultrasound, these location systems require the user to 
acquire additional hardware such as badges or tags. Therefore 
some location systems proposed the use of hardware that is 
already present in roaming devices. RADAR [6] uses the signal 
to noise ratio and signal strength of a mobile user's IEEE 
802.11 transmissions to locate the user in a 2D environment. 
However such systems have significantly lower resolution. 

Audible sound has been recently considered for ubiquitous 
computing and communications applications. Lopes and 
Aguiar [7] have explored the use of musical sounds and other 

 

Figure 1. Overview of Beep 

 

Figure A.8: System architecture of Beep [9].

WLAN. In this system, the triangulation location technique is used with a stan-

dard 3D multilateration algorithm based on the TOA measured by the sensors

using cross-correlation and, finally, the roaming device can acquire its location

information from the central server via the WLAN. The positioning accuracy of

this system was 0.4 m in 90% of cases and, in terms of the privacy issue, facilitates

users to stop sending audible sounds if they do not want the system to know their

locations.

Whisper: At the University of North Carolina at Chapel Hill, Vallidis and Bishop

proposed this broadband acoustic body tracking system in 2002 [211]. It transmits

pseudo-random audio signals from small speakers to small microphones and then

calculates the distances between the speakers and microphones using a correlation

technique. To reduce the computational expense of correlation calculations, it uses

a KF. As it uses broadband acoustic signals, it has several advantages compared

with a narrowband acoustic system, such as being robust to environmental noise,

distributing the energy to minimize the audible sound to a whisper and having a

high update rate. However, its disadvantages include human-audible background



Appendix A. Indoor Positioning Systems 173

noise and high computational costs due to its use of the KF.

A.3 Existing RFID-based Positioning Systems

SpotON: This is one of the first indoor ad-hoc location systems developed to

locate mobile objects with (active) RFID tags using the RF RSS lateration tech-

nique [212]. In this system, tags are attached to the objects to be localized. Tags

transmit radio packet beacons of a calibrated power at randomized intervals (to

reduce packet collisions and maximize fairness and aggregated throughput). Any

tag hearing a radio beacon measures the RSSI subject to its receiver-specific cali-

bration model to calculate its distance from a transmitting tag. It utilizes the com-

pactness of tags and correlation of several measurements to reach sub-millimeter

positioning accuracy. Although it suffers from a variety of problems, such as a

large tag cluster size, its requirement for environmental profiling to enhance accu-

racy and its sensitivity to errors caused by radio irregularities, for an early system,

its potential is admirable.

Location ID based on dynamic active RFID calibration (LANDMARC):

This is a RFID-based indoor positioning system proposed in [138] in which an

RFID active tag is pre-programmed with a unique ID to be identified by the

RFID readers, each of which has 8 different power levels, with level 1 providing

the shortest and level 8 the longest range. A number of RFID readers are installed

to define a certain range based on power levels in which they can detect RFID

tags. The accuracy of the system depends on the number of readers and their

placements and power levels. LANDMARC improves accuracy by employing ex-

tra fixed location reference tags, which become the reference points in the system,

rather than placing more RF readers for location calibration. In this approach,
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a reader not only uses the power-level information to determine the range, as do

all the other previously proposed RFID-based positioning system, it also uses the

RSSI from each reference tag to a reader. This helps to compensate environmental

dynamics (e.g., dynamic human movement) that contribute to variations in the

detected range as the reference tags are subject to the same effect in the environ-

ment. This system uses the RF RSS k-NN technique to locate mobile targets with

active RFID tags and reports a maximum distance error of less than 2 m and a

50th percentile error of ≈ 1 m.

WhereNet: This positioning system [213] was developed by Zebra Technology

to offer various pieces of equipment to support indoor and outdoor real-time posi-

tioning. It uses the 2.4 GHz band, as do the IEEE 802.11 and Bluetooth systems,

but has a dedicated standard protocol (ANSI 371.1) optimized for a low-power

spread-spectrum location approach. Tags are attached to the target which trans-

mits long-range spread-spectrum radio beacons with unique IDs to the antennas

mounted on the ceiling in fixed positions. Then, the signal received by an antenna

is forwarded to the local processor which performs the location calculation. This

system can track many tags simultaneously and achieves an error range of around

2 m to 3 m.

A.4 ExistingWireless Local Area Network (WLAN)-

based Positioning Systems

RADAR: This is a RF-based indoor positioning and tracking system developed

by Microsoft research [106]. It uses the RF signal strength to measure the distance

between a transmitter and receiver which is then used to locate a user through

triangulation. A database of RF signals is generated at a set of fixed receivers for
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known transmitter locations during the off-line phase. Then, during the on-line

phase, the RSS of a transmitter is measured at a fixed set of receivers and compared

with the signal strength stored in the database to determine the best fit for the

present transmitter’s location. This system estimates a user’s location with an

accuracy of less than 3 m.

COMPASS: Using existing WLAN infrastructures, this system [163] not only

provides users’ positioning information via a probabilistic-based scene analysis

algorithm but also their orientations using low-cost digital compasses. In the case

of moving target positioning, this system showed an accuracy of 1.65 m for an area

of 312 × 312 m on a floor inside a building. However, only single-user tracking is

considered and, for tracking multiple targets, the system’s performance would be

degraded in terms of accuracy and scalability.

Hour: This is a RF-based scene analysis and mapping technique using a WLAN

and RSS [214–216]. It uses the probabilistic method discussed earlier to attain

high location accuracy and clustering techniques to minimize the computational

cost. In this approach, the location with the highest likelihood is selected in order

to minimize the distance error. It presents better location estimates than the

RADAR system with an accuracy of within 2.1 m for more than 90% of cases.

Its location estimation could be improved by increasing the number of samples at

each sampling location which would provide better estimations of the means and

standard deviations of Gaussian distributions.

Ekahau: This indoor positioning system [164] uses existing indoor WLAN infras-

tructures to continually monitor the motions of Wi-Fi devices and tags utilizing

the trilateration technique and RSSI for distance estimation. It presents 2D loca-

tion information which can be used by location-aware services and applications,

and is composed of three parts: a site survey, Wi-Fi location tags and positioning
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engines. The site survey relies on software tools which provide site calibration

before real-time position evaluations and define the network coverage area, SNR,

data rate, SS and overlapping of the WLAN in terms of users. The Wi-Fi location

tags, which transmit RF signals, can be fixed to any tracked object to enable real-

time positioning. The APs in the system measure the RSSI of the transmitted RF

signals and forward them to the positioning engine via WLAN. The positioning

engine is a software tool which offers real-time positioning to any device, such as

a laptop, PDA, etc., using WLAN technology. The positioning accuracy of this

system is 1 m if there are three or more overlapping APs that can be used to locate

objects.

A.5 Existing Radio Interferometric Localization

Systems (RILS)

Maróti’s system: RILS is the first interferometry-based localization system pro-

posed in [165] which uses the MICA2 wireless sensor available in the wireless sensor

network (WSN). In this approach, the interference signal is generated by a pair

of transmitting nodes and its envelope phase is measured by the receiving nodes

in a time-synchronized manner at a particular time instant which is repeated on

11 different radio channels in the range from 400 MHz to 430 MHz. Using a

WSN communication infrastructure, all the measured phase values are sent to a

PC which then works out the q − ranges for the same pair of transmitters and

all probable combinations of the receivers with valid phase measurements as the

number of contributing receivers is limited by the communication range. Then,

the entire process is repeated with different combinations of transmitters to obtain

a large number of q − ranges which is then used as input to a genetic algorithm
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(GA) to find the relative coordinates of the sensor nodes. This system was capa-

ble of localizing the nodes with a mean error of less than 5 cm for an 18 × 18 m

outdoor area in a 16-node experiment.

Kusỳ’s positioning system: This system is an enhanced version of [165] pro-

posed in [217] in which it was shown that the ranging performance of [165] is

considerably degraded under the q−range ambiguity effect caused by a particular

choice of wavelengths and the multi-path effects that lead to a phase shift. In this

system, both problems are solved using an interleaved and iterative localization

algorithm in which the search space of the q − range estimates in the subsequent

localization phase is constrained in order to iteratively distil the ranges. Experi-

mental results show that the range can be accurately measured with RILS and the

system has about 4 times the communication range of Maróti’s system (170 m)

with an accuracy level of a few centimeters.

Kusỳ’s tracking system: In [218], the same authors as above extended their

method from static node localization to tracking by utilizing the Doppler shift.

A Doppler shift measurement is performed via the beat signal described earlier,

with the initial position of a tracking node measured by a GA. Once the initial

positions are available, the mobile nodes send a request message to one of the

reference nodes to transmit a signal which has a slightly different frequency to

that transmitted by the mobile node. The rest of the reference nodes measure

frequency changes in the interference signal caused by movements of the mobile

node which are then fed into an EKF running on a PC to keep an up-to-date

model of the node’s location. For measurements with eight anchor nodes and a

single mobile node in a 50×30 m field, the experimental results show a location,

speed and heading accuracy of 1.3-2.2 m, 0.1-0.4 m/s and 7◦-18◦ respectively, from

the best- to worst-case tracking scenarios.
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Lédeczi and Chang’s systems: All the above systems [165, 217, 218] use com-

plex non-linear optimization in the sensor fusion phase which degrades system

performance. As the workload of the fusion phase can be considerably reduced

by specializing certain nodes in the system, Lédeczi, et al. [219] and Chang et

al. [220] proposed employing physically rotating anchor nodes in WSNs for node

self-localization. Rather than having the tracked node and anchor node transmit-

ting the interfering carrier signals, two anchor nodes are used for transmission,

where one has specialized hardware (spinning antenna) and the other does not.

Both nodes transmit at slightly different frequencies to generate the interference

signal. Due to the spinning of the antenna (either the physical rotation of a sin-

gle antenna or its imitation using an antenna array), the target nodes observe a

Doppler shift in the receiver which they then use to determine their bearings from

the anchor nodes. Using the bearing estimates and anchor location information,

the target node location is calculated by the triangulation algorithm. The experi-

mental results in [220] show an average bearing estimation accuracy of 3◦ leading

to a positioning accuracy of about 40 cm in an 8 × 10 m indoor garage whereas

slightly better accuracy was reported in [219].

A.6 Existing Bluetooth-based Positioning Sys-

tems

Topaz: Bluetooth technology is used in this location system [221] which is able

to provide location coordinates in 2D with an error range of 2 m and, as this ac-

curacy is insufficient in a multi-obstacle indoor environment, includes an IR-based

positioning system to provide room-level accuracy. This system consists of wire-

less tags, APs, and Bluetooth and location servers. The wireless tags are located
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by numerous Bluetooth and IR-enabled APs fixed in different places, with one

Bluetooth server (containing 32 APs) responsible for performing Bluetooth func-

tions, such as managing APs and forwarding the raw RSSI to a location server

that calculates the locations of tags. Via the LAN, the location and Bluetooth

servers, and location clients are connected. The batteries used in the tags need to

be charged once a week whereas other positioning systems support longer battery

lives. The update rate of this system is around 10-30 sec.

Antti’s and Hallberg’s systems: A Bluetooth Local Positioning Application

(BLPA), which uses RSSI for distance estimation and EKF using the acquired

distance information for 3D positioning was presented in [222]. This system had

a reported accuracy of 3.76 m. A similar approach was reported in [223].

A.7 Existing Ultra Wideband (UWB)-based Po-

sitioning Systems

Ubisense: This is a commercial location platform that provides a new real-time

positioning system based on UWB technology [224]. It uses an active mobile

architecture in which the tags transmit UWB signals to networked receivers and

are located using the triangulation algorithm with AOA and TDOA information.

Ubisense provides location information by creating sensor cells, with each requiring

at least four sensors or readers. Throughout buildings or collections of buildings,

an unlimited number of readers can be networked together in a manner similar to

cellular phone networks. The accuracy offered by Ubisense is approximately tens

of centimeters.
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Siemens local positioning radar (LPR): This is another example of a UWB-

based positioning system [225] which uses the RTT principle between a transpon-

der unit and measuring units (base stations), and the frequency-modulated contin-

uous wave (FMCW) radar principle. Basically, it is used for industrial applications,

such as crane and forklift positioning, where a LOS environment is available.

A.8 Existing IR-based Positioning Systems

HiBall: An optoelectronic head tracking system for high precision object track-

ing in virtual reality applications was proposed in [226]. This system employs

ceiling mounted panels of infrared LEDs, which take turns flashing rapidly and

successively, and several head-mounted cameras with geometry known to the sys-

tem. The head mounted cameras measure the position of the flashing LEDs and

the final position of the camera is calculated using the geometrical knowledge of

these cameras with accuracies less than a millimeter in highly controlled environ-

ments. However, this system suffers from, not only requiring a large number of

LED panels to cover an entire building, but also expensive camera hardware, high

computation costs and interference from ambient light.

Cartesian optoelectronic dynamic anthropometer (CODA): This system

was manufactured by Charnwood Dynamics Ltd. [227] in 2006. The CODAmpx30

motion tracking system is composed of a camera that has an array of three sensors

and small IR LEDs that are pulsed sequentially. It can identify up to 28 targets

in real time with an 800 Hz sampling rate. To minimize patient encumbrance it

uses tiny battery packs, each of which has a unique ID so that the system can

always recognize the markers. To track bilateral movements such as human gait,

a second mpx30 system is required which increases the cost significantly.
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The next generation product of Charnwood Dynamics is the Codamotion sys-

tem which uses lightweight sensor that can be set up at a new location in a matter

of minutes. In this sytem, up to six sensor units can be used simultaneously and

placed around a capture volume to provide additional sets of eyes and maximum

redundancy of viewpoint which enables the tracking of 360◦ movements and is

hence applicable for animation and sport science.

Qualisys: This system [228] uses a custom-designed camera, which is called a

motion capture unit (MCU), that has a lens surrounded by IR LEDs and passive

markers attached to the subject illuminated by the camera lens during operation.

This system can localize 150 targets in 2D in real time. This system comes in two

versions, the MCU 240 which operates between 1 and 240 Hz and the MCU1000

which operates between 1 and 1000 Hz. To provide a complete coverage of any

complex 3D movement including gait analysis, the Qualisys system uses a ring-type

topology where up to 32 MCUs can be connected. The spatial resolution of this

system is equal to 1/60,000 of the field of view.

Vicon: The name of this system is derived from video-converter and it is a prod-

uct of Vicon Motion Capture. This system [229] generally consists of 6-12 cameras

placed at known positions and coupled together which rapidly and simultaneously

capture a series of images of the object to be tracked. Spheres covered with re-

flective tape, known as markers, are attached to different points of the tracked

object. This system facilitates the focusing on specific aspects (e.g., to study

walking, more markers can be positioned on the lower body while, to study drum-

ming, more can be positioned on the hand). From all the captured images, each

marker’s coordinates can be easily identified as they have highly illuminated pixels

in comparison with those in the background, and they are stored in a data station.

Finally, the positions of the markers are linked and the triangulation algorithm
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used to estimate the 3D paths or trajectories that each marker follows throughout

the capture time. At least three of the cameras must view a marker to perform

triangulation and, to obtain continuous trajectories, interpolation is used to fill

the gaps. Although the accuracy of this system is high (sub-millimeter), it is ex-

pensive (approximately $200,000) and requires a complex setup. More details of

the Vicon system are already provided in Chapter 5, Section 5.5.2.1.

A.9 Existing Vision-based Positioning Systems

Easy Living: This is an example of a vision-based location technique designed by

a Microsoft research group [230]. It uses two stereo cameras mounted on the ceiling

in such a way that every portion of the room is covered by at least one camera. To

cover the measured area and provide updated vision of the raw data to be used in

location estimations, two real-time 3D cameras are used. Depth and color pixels

are exploited in the modeling of the background to reduce the effect of changes

in the background and then the PCs connected to the stereo cameras process the

captured images. The entry of a person into a room is identified by this system

defining a ‘person creation zone’ which is usually next to the room’s entrance.

If a person enters that zone, the stereo unit generates the vision instance of the

person, tracks his/her motion and saves the tracking history to provide accurate

location estimations. Although the tracked person is not require to carrying any

device, this system requires considerable processing power due to complex image

processing and suffers in accuracy due to the dynamically changing environment

interfering with the vision data. In addition, the system cost is high as it uses 3D

cameras.
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OFDM-based TOF Estimation for

Underwater Communication

To observe the performance of the proposed orthogonal frequency division multi-

plexing (OFDM)-based time-of-flight (TOF) estimation technique, an experiment

was conducted in Lake Burley Griffin, ACT, Australia. In this experiment, a

transmitter (A SRD CT/13 [231]) which operates in a wide band of frequencies

centered around 13 kHz and a hydrophone (B& K 8104 [232]), which has an ap-

proximately flat frequency response over the frequency range 2 kHz to 70 kHz

were used. To capture and digitize the transmitted and received signals a UA-101

audio capture device with a sampling rate of 96 ksps was used in the experiments

[233]. The transmitted signal was an OFDM signal [5-15] kHz/1 ms. Both trans-

mitter and hydrophone were separated by a fixed unknown offset and were placed

at approximately 7.5 m (half of the total lake depth) away from the water surface.

The results obtained from this experiment are shown in Figure B.1. The transmit-

ted signal which has the highest peak at the beginning and the captured received

183
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signal are represented in Figure B.1(a) and B.1(b) respectively. The captured re-

ceived signal is then cropped according to the procedure described in Chapter 4,

Section 4.3 (shown in Figure B.1(c)). The received signal has a different shape

than the transmitted signal due to the effects of the transducer and noise. After

performing equalization on the cropped received signal (according to the proce-

dure described in Chapter 4, Section 4.3) the shape of the received signal (shown

in Figure B.1(d))) is returned to a shape similar to that of the transmitted signal.

This means that the distance between the transmitter and hydrophone can accu-

rately be determined by finding the first peak of this equalized received signal.

The three-dimensional (3D) location of the transmitter can be determined using

the proposed steepest decent optimization algorithm once multiple hydrophones

are placed in the system in a similar configuration to that used indoors.
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Figure B.1: Steps in OFDM-based TOF estimation method for underwater
communication: (a) transmitted signal; (b) received signal; (c) cropped received

signal; and (d) equalized received signal.
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[157] Á. Lédeczi and M. Maróti., “Wireless sensor node localization,” A Philo-

sophical Transactions of the Royal Society, vol. 370(1958), pp. 85–99, 2012.

[158] M. Philipose, J. R. Smith, B. Jiang, A. Mamishev, S. Roy, and K. Sundara-

Rajan, “Battery–free wireless identification and sensing,” IEEE Pervasive

Computing, vol. 4, no. 1, 2005.

[159] K. Finkenzeller, Radio-Frequency Identification Fundamentals and Applica-

tions.

[160] H. D. Chon, S. Jun, H. Jung, and S. W. An, “Using RFID for accurate

positioning,” Journal of Global Positioning Systems, vol. 1, pp. 32–39, 2004.

[161] Y. Wang, X. Jia, H. Lee, and G. Li, “An indoors wireless positioning system

based on wireless local area network infrastructure,” in Proceedings of the

6th International Symposium on Satellite Navigation Technology Including

Mobile Positioning & Location Services.

[162] T. Kitasuka, K. Hisazumi, and T. Nakanishi, “Wips: location and motion

sensing technique of IEEE 802.11 devices,” in Proceedings of the 3rd Interna-

tional Conference on Information Technology and Applications, vol. 2, 2005,

pp. 346–349.

[163] T. King, S. Kopf, T. Haenselmann, C. Lubberger, and W. Effelsberg, “Com-

pass: a probabilistic indoor positioning system based on 802.11 and digital



Bibliography 208

compasses,” in Proceedings of the 1st international workshop on Wireless

network Testbeds, Experimental Evaluation & Characterization, 2006, pp.

34–40.

[164] “Ekahau,” [Online]. Available: http://www.ekahau.com.
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“Sensor node localization using mobile acoustic beacons,” in Proceedings of

the IEEE International Conference on Mobile Ad-Hoc and Sensor Systems

Conference, 2005.
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