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Abstract

Smart mobile devices are being used to create, consume and share a variety of
user data with others. This has led to a significant growth in the use of social
networking services and services that support the distribution of user generated
content. Service providers are making available more free services, as they are able
to monetise user data. As a result, mobile data traffic is growing exponentially and
placing heavy demands on mobile networks. This has a two-fold impact on users.
Firstly, the communication costs of users are increasing. Secondly, the monetisation
activities of service providers pose threats to user privacy and control of their data.
Therefore, it has become vital to develop content delivery mechanisms that minimise
communication costs, improve user privacy and provide more user control without
breaking the existing digital services eco-system.
This thesis introduces three novel mechanisms referred to as User-Stash, Mobi-

Tribe and Yalut, which address the three issues: cost, privacy and control of data.
It demonstrates the viability of those mechanisms through analytical and experi-
mental evaluations. User-Stash demonstrates that it is possible to reduce mobile
network traffic by exploiting the transient co-location of mobile users and spatio-
temporal correlation of content popularity. User-Stash selects a set of devices to
become crowd-sourced stashes that cache popular content for the benefit of others
nearby. MobiTribe enables decentralised social networking services on smart mobile
devices exploiting the time elasticity of social networking content and the fact that
users will have access to high-speed low-cost networks such as WiFi, to effectively
replicate user data on the devices of their trusted friends whilst minimising the
communication costs as well as providing privacy and user control. Yalut augments
MobiTribe to provide further cost benefits to users using opportunistic communi-
cation where the users are geographically clustered into communities. The novel
solutions are based on a set of dynamic time-aware centrality metrics that identify
most influential users to propagate content with minimum content delivery delay. In
addition to analytical evaluations of the above mechanisms, the thesis demonstrates
the practical feasibility of these mechanisms by developing mobile applications that
can be used on commodity smart mobile devices.

i



Abstract

ii



Acknowledgements

The road towards writing this thesis would not be a reality without the direct and
indirect support, guidance and encouragement of a number of people.
Above all, I offer my profound gratitude to my supervisor, Prof. Aruna Senevi-

ratne, for giving me the opportunity to purse my PhD with him and for his boundless
support from the first day I walked into NICTA. He always finds time to discuss
my challenges, read and correct my work and guide me towards the right direction.
This thesis would not have been possible without his support and encouragement.
My sincere gratitude extends to many others whom I worked with throughout my

candidature. Specially, Dr. Henrik Petander and Dr. Dali Kaafar who supervised me
during my stay at NICTA. I express my heartfelt gratitude to Dr. Aline Viana who
was my supervisor during my internship at INRIA, France for her countless advices
and support since then to-date. My gratitude extends to Dr. Julián Mestre from
University of Sydney and Prof. Prasant Mohapatra from University of California,
Davis for their support and guidance during the collaborative work throughout my
candidature. I would also like to thank all researchers at NICTA for internally
reviewing my papers and for their valuable advices. I also take this opportunity to
thank all of my teachers from pre-school to university for their invaluable guidance
and dedication.
I extend my gratitude to my fellow students, Suranga Seneviratne, Kamal Gupta

and Fangzhou Jiang for their great support in discussing challenges and writing
papers together. I highly appreciate the support given by Xinlong Guan, Abdul
Karim, Sirine Marbet and Ji Zhao in implementing my proposals on real devices
and the support given in experimental evaluations of the proposed methods. Special
thanks go to the Network Research Group co-ordinator Prashanthi Jayawardhane
for her endless support from travel arrangements to research equipment purchases.
Moreover, I thank all students at the Network Research Group and NICTA staff
who helped me in numerous ways. I also would like to extend my gratitude to all
of my friends for their support and friendship.
The journey from a small town Anuradhapura in Sri Lanka, to finishing a PhD

in Sydney, Australia would have been only a dream without the love and dedication

iii



Acknowledgements

of my parents, who dedicated their entire lives to make my life a better one. I am
forever grateful to them. My heartfelt gratitude extends to my sister for her loving
support and my parents-in-law for their kind support and encouragement. I also
thank my sister and brother-in-law for being with us for the last three years.
Finally and most importantly, I thank my loving wife Madhuka, who was with

me every step of the way towards finishing my PhD, for her support, understanding
and endless love and care.

iv



Contents

Abstract i

Acknowledgements iii

Abbreviations ix

List of Figures xv

List of Tables xvii

Publications xix

1 Introduction 1
1.1 Our Approach - Scenarios . . . . . . . . . . . . . . . . . . . . . . . . 6
1.2 Main contributions of the thesis . . . . . . . . . . . . . . . . . . . . . 8
1.3 Organisation of this thesis . . . . . . . . . . . . . . . . . . . . . . . . 12

2 Related Work 13
2.1 Content Caching Schemes . . . . . . . . . . . . . . . . . . . . . . . . 13

2.1.1 Caching at the edge of the network . . . . . . . . . . . . . . . 14
2.1.2 Caching for personal use . . . . . . . . . . . . . . . . . . . . . 15
2.1.3 Cooperative caching at mobile devices . . . . . . . . . . . . . 15

2.2 Data Traffic Offloading . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.2.1 Communication cost optimisation . . . . . . . . . . . . . . . . 17
2.2.2 Device energy optimisation . . . . . . . . . . . . . . . . . . . . 18

2.3 Privacy-Aware Social Networking . . . . . . . . . . . . . . . . . . . . 20
2.3.1 Peer-to-peer systems . . . . . . . . . . . . . . . . . . . . . . . 20
2.3.2 Cloud storage based systems . . . . . . . . . . . . . . . . . . . 23
2.3.3 Hybrid systems . . . . . . . . . . . . . . . . . . . . . . . . . . 24

2.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

v



Contents

3 Novel content delivery mechanisms using distributed smart mobile
devices 29
3.1 User-Stash Architecture . . . . . . . . . . . . . . . . . . . . . . . . . 32

3.1.1 User-Stash: An Overview . . . . . . . . . . . . . . . . . . . . 32
3.1.2 Application Scenario . . . . . . . . . . . . . . . . . . . . . . . 34
3.1.3 User Incentives/Disincentives . . . . . . . . . . . . . . . . . . 35

3.2 MobiTribe Architecture . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.2.1 Sharing of content . . . . . . . . . . . . . . . . . . . . . . . . 38
3.2.2 Downloading of content . . . . . . . . . . . . . . . . . . . . . 39
3.2.3 Privacy and user control of data . . . . . . . . . . . . . . . . . 40
3.2.4 User Incentives/Disincentives . . . . . . . . . . . . . . . . . . 41

3.3 Yalut Architecture . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.3.1 Sharing and downloading of content . . . . . . . . . . . . . . . 42
3.3.2 Replicating of content . . . . . . . . . . . . . . . . . . . . . . 44
3.3.3 User Privacy and Incentives/Disincentives . . . . . . . . . . . 44

3.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

4 User-Stash: Dissemination of popular content 47
4.1 User-Stash System Model . . . . . . . . . . . . . . . . . . . . . . . . 48

4.1.1 Dataset in use . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
4.1.2 Popularity distribution of video content . . . . . . . . . . . . . 49
4.1.3 Size distribution and video categories . . . . . . . . . . . . . . 50
4.1.4 Transient aspects of content request and consumption . . . . . 52
4.1.5 Transient aspects of passengers on a bus . . . . . . . . . . . . 54

4.2 Performance Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . 56
4.2.1 Performance with an unlimited stash size . . . . . . . . . . . . 58
4.2.2 Performance with a limited stash size . . . . . . . . . . . . . . 61
4.2.3 Benefits for User-Stash users . . . . . . . . . . . . . . . . . . . 63

4.3 Experimental Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . 64
4.3.1 Throughput and latency . . . . . . . . . . . . . . . . . . . . . 64
4.3.2 Client device energy consumption . . . . . . . . . . . . . . . . 66

4.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

5 MobiTribe: Content delivery over low-cost networks 71
5.1 Content Replication in MobiTribe . . . . . . . . . . . . . . . . . . . . 72

5.1.1 Device availability to host content for others . . . . . . . . . . 72
5.1.2 A heuristic content replication algorithm . . . . . . . . . . . . 75

vi



Contents

5.1.3 Evaluation of heuristic content replication . . . . . . . . . . . 77
5.2 Device Grouping Algorithm . . . . . . . . . . . . . . . . . . . . . . . 81

5.2.1 Problem definition . . . . . . . . . . . . . . . . . . . . . . . . 81
5.2.2 A tractable special case of device grouping . . . . . . . . . . . 82
5.2.3 A greedy algorithm for general instances . . . . . . . . . . . . 84
5.2.4 Summary of device grouping . . . . . . . . . . . . . . . . . . . 85

5.3 Evaluation of Content Replication Algorithm . . . . . . . . . . . . . . 88
5.3.1 Data sets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
5.3.2 Availability-Replication-Fairness trade-off . . . . . . . . . . . . 89
5.3.3 Delay tolerance . . . . . . . . . . . . . . . . . . . . . . . . . . 91
5.3.4 Scalability of content replication algorithm . . . . . . . . . . . 92

5.4 Performance of MobiTribe Architecture . . . . . . . . . . . . . . . . . 94
5.4.1 Content creation and consumption model . . . . . . . . . . . . 95
5.4.2 Simulation setup . . . . . . . . . . . . . . . . . . . . . . . . . 95
5.4.3 Cellular bandwidth consumption . . . . . . . . . . . . . . . . 98
5.4.4 Energy consumption . . . . . . . . . . . . . . . . . . . . . . . 102

5.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104

6 Yalut: Content delivery over opportunistic networks 107
6.1 Effectiveness of opportunistic content dissemination in MSNs . . . . . 109

6.1.1 Content creation and access model . . . . . . . . . . . . . . . 110
6.1.2 Data sets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
6.1.3 Coverage without initial content replication . . . . . . . . . . 112

6.2 Content Replication . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
6.2.1 Formal definition of content replication . . . . . . . . . . . . . 115
6.2.2 Greedy helper selection algorithm . . . . . . . . . . . . . . . . 118

6.3 Community based Content Replication . . . . . . . . . . . . . . . . . 119
6.3.1 Dynamic centrality metrics . . . . . . . . . . . . . . . . . . . . 119
6.3.2 Community based greedy algorithm . . . . . . . . . . . . . . . 122

6.4 Performance Evaluation of Community based Replication . . . . . . . 123
6.4.1 Data sets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
6.4.2 Simulation setup . . . . . . . . . . . . . . . . . . . . . . . . . 125
6.4.3 Evaluation of delivery performance . . . . . . . . . . . . . . . 126
6.4.4 Opportunistic delivery gain . . . . . . . . . . . . . . . . . . . 129
6.4.5 Evaluation of dynamic centrality metrics . . . . . . . . . . . . 130

6.5 Component based Random Replication . . . . . . . . . . . . . . . . . 132
6.6 Performance Evaluation of Random Replication . . . . . . . . . . . . 134

vii



Contents

6.6.1 Simulation Setup . . . . . . . . . . . . . . . . . . . . . . . . . 134
6.6.2 Coverage, delivery delay and replication trade-off . . . . . . . 137
6.6.3 Effects of content pre-fetching . . . . . . . . . . . . . . . . . . 139
6.6.4 Effects of collaboration of users . . . . . . . . . . . . . . . . . 141
6.6.5 Infrastructure bandwidth usage . . . . . . . . . . . . . . . . . 142

6.7 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144

7 Realisation on Smart Mobile Devices 147
7.1 Implementation of User-Stash . . . . . . . . . . . . . . . . . . . . . . 148

7.1.1 US-app client application . . . . . . . . . . . . . . . . . . . . . 148
7.1.2 US-server application . . . . . . . . . . . . . . . . . . . . . . . 150
7.1.3 UX-UI design . . . . . . . . . . . . . . . . . . . . . . . . . . . 152

7.2 Implementation of Yalut . . . . . . . . . . . . . . . . . . . . . . . . . 154
7.2.1 Yalut mobile app . . . . . . . . . . . . . . . . . . . . . . . . . 154
7.2.2 Yalut cloud service - Connection Management Server . . . . . 160
7.2.3 UX-UI design . . . . . . . . . . . . . . . . . . . . . . . . . . . 161

7.3 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 163

8 Thesis Conclusion and Future Work 165
8.1 Summary and Conclusion . . . . . . . . . . . . . . . . . . . . . . . . 167
8.2 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 170

Bibliography 173

A Yalut – Policies 183
A.1 Terms of Services . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 183
A.2 Privacy Policy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 188
A.3 Notification of Copyright Infringements . . . . . . . . . . . . . . . . . 191

viii



Abbreviations

Ad Advertisement appearing on mobile apps or web browsers.

AP Wireless Access Points.

API Application Programming Interface.

app Mobile Application.

C-OSN Centralised Online Social Network.

CAD Content Access Delay.

CADpeak Mode of the Gamma distributed Content Access Delay.

CDF Cumulative Probability Density Function.

CDN Content Delivery Network.

CMS Content Management Server.

Consumer A mobile user who accesses and consumes, e.g. watch, any
content.

Content Digital objects, e.g. snapshots and videos.

Creator A mobile user who initiates sharing and assumes to be the
owner of the content.

D-OSN Decentralised Online Social Network.

DHT Distributed Hash Tables.

DL Downlink - Service provider to mobile device.

EP Evaluation Period.

FPR False Positive Rate of content access prediction.

GSM Global System for Mobile Communications.

ix



Abbreviations

HCMM Home Cell community based Mobility Model.

HD High-definition.

HDR High-dynamic-range.

HTTP Hypertext Transfer Protocol.

ID Identifier.

ISP Internet Service Provider.

LTE Long Term Evolution.

MLE Maximum Likelihood Estimation.

MP Mega pixel.

MSN Mobile Social Network.

mTribe Mobile Private Storage Tribe.

NFC Near Field Communications.

OSN Online Social Network.

P2P Peer-to-Peer.

PDF Probability Density Function.

Propagator A mobile user who disseminate content to other users
nearby.

QoE Quality of Experience.

RAM Random Access Memory.

Replicator A mobile user who keeps a copy of a content for the purpose
of distributing it to others.

ROM Read Only Memory.

SDK Software Development Kit.

SSID Service Set Identifier - “Network Name” of the WLAN.

THRhost Limit of Hosting.

THRrep Limit of Replication.

TP Training Period.

x



Abbreviations

TPR True Positive Rate of content access prediction.

UGC User Generated Content.

UI User Interface.

UL Uplink - Mobile device to service provider.

UMTS Universal Mobile Telecommunications System.

US User-Stash.

US-app User-Stash Mobile Client Application.

US-LAN User-Stash Wireless Local Access Network.

US-server User-Stash Mobile Server Application.

UX User Experience.

VoD Video on Demand.

WLAN Wireless Local Area Network.

xi



Abbreviations

xii



List of Figures

1.1 Categorisation of existing work and the solution space for new mobile
content delivery mechanisms. . . . . . . . . . . . . . . . . . . . . . . 4

1.2 Taking advantage of heterogeneous access networking technologies
and advanced capabilities of mobile devices. . . . . . . . . . . . . . . 6

2.1 Categorisation of existing literature and the solution space for new
mobile content delivery mechanisms. . . . . . . . . . . . . . . . . . . 26

3.1 Operations of the User-Stash System . . . . . . . . . . . . . . . . . . 33
3.2 Incentive scheme for US-server users and cash flow of the system . . . 36
3.3 MobiTirbe Architecture . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.4 Overview of the proposed concept of hybrid mobile content dissemi-

nation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.5 Content sharing process in the proposed hybrid content dissemination

strategy for MSNs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

4.1 Content popularity of PPTV dataset. . . . . . . . . . . . . . . . . . . 49
4.2 Video size distribution of all content . . . . . . . . . . . . . . . . . . 50
4.3 Size distribution of four categories of video content . . . . . . . . . . 51
4.4 Popularity of video categories during a day . . . . . . . . . . . . . . . 52
4.5 Inter-Request-Time (IRT) time distribution of individual users . . . . 53
4.6 Distributions of view ratio of videos . . . . . . . . . . . . . . . . . . . 54
4.7 Overview of the User-Stash system model . . . . . . . . . . . . . . . . 55
4.8 Illustration of the Python Simulator . . . . . . . . . . . . . . . . . . . 57
4.9 The stash hit rate performance during a one hour bus ride. . . . . . . 59
4.10 Bandwidth saving and amount of the stashed content during an hour. 60
4.11 Performance with limited stash at US-server device, stash size=10GB. 62
4.12 Stash hit rate against transient aspects of passengers, stash

size=10GB and the random traffic model. . . . . . . . . . . . . . . . 63
4.13 Individual bandwidth saving for α = 0.75. . . . . . . . . . . . . . . . 64
4.14 Practical measurements of throughput and latencies. . . . . . . . . . 65

xiii



List of Figures

4.15 Client device energy consumption measurements for the two applica-
tion scenarios of stash hit and stash miss compared to direct content
access through cellular network. . . . . . . . . . . . . . . . . . . . . . 67

5.1 Intuition for device grouping based on device availability . . . . . . . 73
5.2 Heuristic content replication algorithm. . . . . . . . . . . . . . . . . . 75
5.3 Average availability and level of replication of the selected groups . . 78
5.4 Cumulative Un-pairing for different values of Limit of Replication . . 79
5.5 Impact of Training Period (TP) and Evaluation Period (EP) . . . . . 80
5.6 Edge pruning in the proof of Theorem 5.3 . . . . . . . . . . . . . . . 83
5.7 An instance of the device grouping algorithm in practice step by

step . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
5.8 Percentage of devices which have WiFi connectivity . . . . . . . . . . 88
5.9 Availability and replication of MobiTribe vs limit of hosting . . . . . 90
5.10 The CDF of the pre-distribution delay . . . . . . . . . . . . . . . . . 91
5.11 Illustration of the Python simulator for MobiTribe. . . . . . . . . . . 96
5.12 Cellular UL and DL bandwidth usage . . . . . . . . . . . . . . . . . . 98
5.13 Bandwidth saving and cellular network usage of devices compared to

central server . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
5.14 Cellular bandwidth saving against CADpeak and true positive rate of

prediction (TPR) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
5.15 Success rate of Cache Hits . . . . . . . . . . . . . . . . . . . . . . . . 100
5.16 Effect of content access popularity . . . . . . . . . . . . . . . . . . . . 101
5.17 Architecture comparison, FPR=0.1, CADpeak=1day . . . . . . . . . . 102
5.18 Evaluation of normalised energy consumption. TPR=0.7,

CADpeak=1day . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104

6.1 Effectiveness of opportunistic communication in content dissemina-
tion, ∆ = 3 days. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113

6.2 Effectiveness of opportunistic communication with shorter deadline
of delivery delay, ∆ = 60min. . . . . . . . . . . . . . . . . . . . . . . 114

6.3 Periodic weekly helper selection . . . . . . . . . . . . . . . . . . . . . 118
6.4 Dynamics of trace data sets . . . . . . . . . . . . . . . . . . . . . . . 124
6.5 Delivery success rate against the threshold of replication (λ) . . . . . 126
6.6 Delivery latency for specific delivery success rate when λ = 0.1 . . . . 127
6.7 The variation of CDF of delivery latency with λ values . . . . . . . . 128
6.8 Analysis of amount of opportunistic content delivery. λ = 10% . . . . 129
6.9 Comparison of different dynamic centrality metrics. λ = 10% . . . . . 131

xiv



List of Figures

6.10 HCMM generated aggregated contact graph of 50 users for one hour . 132
6.11 Performance of replication strategies vs threshold of replication for

HCMM generate contact patterns . . . . . . . . . . . . . . . . . . . . 137
6.12 Cumulative distribution function (CDF) for content delivery time of

individual users for HCMM. . . . . . . . . . . . . . . . . . . . . . . . 138
6.13 Cumulative distribution function (CDF) of coverage, ∆ =

60min, λ = 0.1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
6.14 Performance of cache hit rate for HCMM (mean and standard devi-

ation). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140
6.15 Coverage (mean and standard deviation) vs knowledge of the network

and availability of nodes to replicate others content for HCMM, λ =
0.08. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141

6.16 Infrastructure bandwidth usage of all users vs threshold of replication
for HCMM generated contact patterns. . . . . . . . . . . . . . . . . . 143

6.17 Infrastructure bandwidth saving (mean and standard deviation) for
different data sets compared to no replication. . . . . . . . . . . . . 143

7.1 US-app implementation and the communication protocol. . . . . . . . 148
7.2 US-server app architecture. . . . . . . . . . . . . . . . . . . . . . . . . 151
7.3 US-app user interface - the representation of locally stashed and ex-

ternal videos. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153
7.4 Components of Yalut mobile app . . . . . . . . . . . . . . . . . . . . 154
7.5 Yalut message flows in content sharing and downloading. . . . . . . . 155
7.6 Components of Yalut cloud service . . . . . . . . . . . . . . . . . . . 159
7.7 Yalut Android app interfaces. . . . . . . . . . . . . . . . . . . . . . . 161
7.8 Yalut content sharing steps. . . . . . . . . . . . . . . . . . . . . . . . 162
7.9 Yalut shared notifications in Facebook and Google+. . . . . . . . . . 163

8.1 Projection of three proposed mechanisms on to the 2D plains of three
primary objectives. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 165

8.2 Operating regions of proposed mechanisms in 3D solution space. . . . 166

xv



List of Figures

xvi



List of Tables

1.1 Technical specifications of a modern smartphone - Samsung Galaxy
S5 [2] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

2.1 Energy model for downloading x bytes of data over 3G, GSM and
WiFi networks. All values except the Maintenance values for 3G and
GSM, are averaged over more than 50 trials [43]. . . . . . . . . . . . . 19

4.1 Summary of PPTV dataset . . . . . . . . . . . . . . . . . . . . . . . 49
4.2 Models for video categories . . . . . . . . . . . . . . . . . . . . . . . . 51
4.3 Summary of User-Stash system model . . . . . . . . . . . . . . . . . . 56

5.1 Contingency Table . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
5.2 Content creation and consumption model . . . . . . . . . . . . . . . . 94

6.1 Content creation and access model . . . . . . . . . . . . . . . . . . . 110
6.2 Simulation parameters used in the HCMM . . . . . . . . . . . . . . . 112
6.3 Summary of symbols for content replication . . . . . . . . . . . . . . 116
6.4 Summary of symbols for dynamic centrality metrics . . . . . . . . . . 120
6.5 Summary of mobility trace data sets . . . . . . . . . . . . . . . . . . 123
6.6 Content creation/access workload and content dissemination model

for emulating MSNs . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136

7.1 Summary of APIs, Libraries, SDKs used in Yalut development . . . . 156
7.2 Android permission table for Yalut . . . . . . . . . . . . . . . . . . . 157
7.3 Essential user information stored in the CMS . . . . . . . . . . . . . . 160

xvii



List of Tables

xviii



Publications

Journals
1. K. Thilakarathna, H. Petander, J. Mestre, and A. Seneviratne, “MobiTribe:

Cost Efficient Distributed User Generated Content Sharing on Smartphones,”
IEEE Transactions on Mobile Computing, vol. 13, no. 9, pp. 2058–2070, Sep.
2014. (Impact factor ∼ 2.912)

2. K. Thilakarathna, A. Seneviratne, A. C. Viana, and H. Petander, “User
Generated Content Dissemination in Mobile Social Networks through Infras-
tructure Supported Content Replication,” Special Issue of Mobile Social Net-
works in Elsevier Pervasive and Mobile Computing, vol. 11, pp. 132–147, Apr.
2014. (Impact factor ∼ 1.677)

Conferences
4. K. Thilakarathna, X. Guan, A. Seneviratne, “Yalut: User-centric Social

Networking Overlay,” in Proc. ACM/SIGMOBILE MobiSys’14 Demos, Bret-
ton Woods, USA, 2014, pp. 369–361.

5. K. Thilakarathna, F. Jiang, S. Mrabet, M. Ali Kaafar, A. Seneviratne, P.
Mohapatra “Crowd-Cache: Popular Content for Free,” in Proc. ACM/SIG-
MOBILE MobiSys’14 Demos, Bretton Woods, USA, 2014, pp. 358–359.

6. K. Thilakarathna, A. C. Viana, A. Seneviratne, and H. Petander, “Mobile
Social Networking through Friend-to-Friend Opportunistic Content Dissem-
ination,” in Proc. ACM/SIGMOBILE MobiHoc’13, Bangalore, India, Aug.
2013, pp. 263–266. (Acceptance rate ∼ 15%)

7. K. Thilakarathna, A. Karim, H. Petander, and A. Seneviratne, “MobiTribe:
Enabling Device Centric Social Networking on Smart Mobile Devices,” in Proc.
IEEE SECON’13 Demos, New Orleans, Jun. 2013, pp. 230–232.

8. K. Thilakarathna, “MobiTribe: User-centric Content Sharing Overlay for
Online Social Networking,” presented at the IEEE iToF’13 Demos, Sydney,
Australia, 2013. (Best Demo Award)

xix



Publications

9. X. Guan, K. Thilakarathna, S. Seneviratne, “ContextInfo: Configurable
Data Collection Platform for Android Devices ,” presented at the IEEE
iToF’13 Demos, Sydney, Australia, 2013.

10. A. Seneviratne, K. Thilakarathna, S. Seneviratne, M. Ali Kaafar, P. Mo-
hapatra, “Reconciling Bitter Rivals: Towards Privacy-aware and Bandwidth
Efficient Mobile Ads Delivery Networks,” in Proc. IEEE COMSNETS’13,
Bangalore, India, Jan. 2013, pp. 1–10.

11. K. Thilakarathna, H. Petander, J. Mestre, and A. Seneviratne, “Enabling
Mobile Distributed Social Networking on Smartphones,” in Proc. IEEE/ACM
MSWiM’12, Cyprus, Oct. 2012, pp. 357–366. (Acceptance rate ∼ 25%)

12. A. Seneviratne, K. Thilakarathna, H. Petander, D. Wasalathilake, “Moving
from Clouds to Mobile Clouds to Satisfy the Demands of Mobile User Gen-
erated Content,” in Proc. IEEE ANTS’11, Bangalore, India, Dec. 2011, pp.
1–4.

13. K. Thilakarathna, H. Petander, and A. Seneviratne, “Performance of Con-
tent Replication in MobiTribe: a Distributed Architecture for Mobile UGC
Sharing,” in Proc. IEEE LCN’11, Bonn, Germany, Oct. 2011, pp. 558–566.
(Acceptance rate ∼ 29%)

Technical Reports

16. K. Thilakarathna, A. C. Viana, A. Seneviratne, and H. Petander, “The
Power of Hood Friendship for Opportunistic Content Dissemination in Mobile
Social Networks,” INRIA-Saclay, France, Tech. Rep. TR7002, Aug. 2012.

xx



Chapter 1

Introduction

Mobile phones are not anymore used for mere voice calls as it has been in
the past. Today, they are smart computing devices equipped with advanced

capabilities and come in different forms such as smartphones, tablets, notebooks
and laptops. By the end of year 2013, it was estimated that there were 7 billions of
mobile-connected devices globally and it is expected to surpass the number of people
on earth by the end of 2014 [1]. These smart devices have been revolutionising human
life style in many aspects and taking life experience way beyond expectations as a
result of the various attractive services provided through smart mobile devices.

Pervasive use of smart mobile devices.
The technology has evolved not only in the power of processing, storage and

connectivity, but also in sensing and capturing the behaviour of surrounding en-
vironment and the user. Table 1.1 shows the advanced capabilities of one of the
modern smartphones. Apart from communication, modern smartphones are capa-
ble of providing services such as a camera, a music player, an internet browser, a
navigator, a health monitor and many more services through millions of mobile ap-
plications, made available via app stores such as Apple App Store1 and Google Play
Store2.
In essence, these state-of-the-art capabilities of smartphones completely changed

the way people have been using mobile devices in the past. Today, it is possible
to create ultra high-definition (HD) videos or capture 16MP HDR (High-Dynamic-
Range) snapshots whenever and wherever you go, as a smartphone is always with
you. Then, it is possible to share these with your friends through local short-range
connectivity options such as Bluetooth, WiFi direct or usual internet connections
via cellular or WiFi networks. Moreover, it is also possible to view these content on

1http://www.apple.com/au/itunes/
2https://play.google.com/store
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Table 1.1: Technical specifications of a modern smartphone - Samsung Galaxy
S5 [2]

Category Capabilities

Processing 2.5GHz Quad-Core
Storage 2GB RAM, 16GB ROM and up to 128GB of external storage
Connectivity Long-range: 4G LTE, 3G UMTS, 2G GSM , WiFi

Short-range: Bluetooth, WiFi Direct, NFC
Sensing Accelerometer, Gyro, Proximity, Compass, Barometer, Hall, RGB

ambient light, Gesture, Fingerprint, Heart Rate Monitor
Creation Main camera: 16 MP, auto-focus and flash, Front camera: 2MP

Ultra HD (3840×2160 at 30fps) video
Consumption Display resolution full HD (1920×1080), 16M colour depth

Playback of various audio and video formats

full HD display whenever you want as these devices are practically always-on and
always-connected to at least one of the available networks.
The ability to create and consume a variety of content, e.g. snapshots and videos,

and the seamless ability to share content with other online users along with other
contextual information such as location and activity of the users paved the way
for the development and popularity of mobile apps for online social networking.
There are a number of social networking applications available to-date, Facebook3,
Google+4, Twitter5, Snapchat6 to name a few. There has been a significant growth
in the use of social networking services, such as Facebook, and as well as services
that support the distribution of user generated content (UGC), such as YouTube.
In fact, the number of social network users has increased by 54% from 2011 to 2014
and all the predictions show that it will continue to grow [3]. More often than not,
users have another life within these virtual social communities in the online world
as they communicate and share every moment of life with online friends using these
always-on and always-connected smartphones.

Consequences of explosive growth in the use of mobile social networking.
(1). As a result of the increasing usage of online content sharing services, users

are loosing control over their own personal data because majority of the service are
provided centrally. For instance, the current popular content sharing services, such
as Facebook, Twitter, YouTube and Google+, use smartphone as a thin client with

3https://www.facebook.com
4https://plus.google.com
5https://twitter.com
6http://www.snapchat.com
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all the data associated with the applications being centrally hosted on the servers
of the service providers. Even though the cost of storage and distribution is high
when using centralised architectures, the service providers prefer to host the service
centrally as it allows the mining of user data to monetise user profiles from other
sources, e.g. advertisements. Advantages for the user are; being able to access the
content from any device and not having to worry about maintenance. However, the
perceived advantages of free services come at the cost of losing control of their data
and potential loss of their privacy. Majority of online users do not understand the
consequences of the leakage of privacy and ownership of their data. Increasing usage
of smartphones makes the problems associated with privacy and data ownership even
more acute, because with all these sensing and capturing capabilities (Table 1.1),
smartphone provides a significantly close representation of the personal behaviour
of the owner.
(2). Mobile data traffic is growing faster than ever before. The data intensive

social networking services such as UGC sharing and distribution is one of the primary
drives of this exponential growth. In particular, mobile data traffic grew 81% during
the year 2013 and mobile video accounted for 53% of the global mobile data traffic
[1]. Moreover, Cisco forecasts 11-fold increase in mobile data traffic between 2013-
2018 [4]. This massive surge of data traffic is placing heavy demands on the cellular
networks. In addition, at peak times, this high demand introduces high latencies
which reduces users quality of experience (QoE) [5].
Mobile operators are adapting to the higher traffic levels by both reducing

the cell sizes to increase the capacity of current technologies and by upgrading
their infrastructure with higher bandwidth technologies, such as 4G LTE. In the
particular case of UGC, both the number of users uploading and the volume of
content is growing faster than the ability of the operators to increase the capacity
only using these traditional methods because they essentially attempt to provision
their networks for the peak hour load which leads to having excessive resources
during off peak hours. The problem is exacerbated because the peak hour traffic is
growing faster than average traffic [4]. These additional expenses are being passed
on to the users in the form of data usage based capped price plans. More often
than not, users end up paying for extra data usage above the capped value at the
end of the month.

Existing work on cost-efficient privacy-aware mechanisms.
There have been numerous alternative proposals for dealing with the increasing

mobile data traffic by taking advantage of short-range communication among users
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Figure 1.1: Categorisation of existing work and the solution space for new
mobile content delivery mechanisms.

when they meet each other to exchange data (i.e. opportunistic communication) [6]–
[9] or the availability of different type of networking infrastructure, such as WLANs
[10]–[12] to transfer data through these alternative networks (i.e. data traffic of-
floading). Despite offering many advantages for mobile users, such as providing
connectivity when there is no direct access to a network [13], opportunistic com-
munication solutions have not seen wide spread adoption primarily for two reasons.
Firstly, there is an inherent reluctance by the users to interact with strangers or third
parties, due to security and privacy concerns despite it being partially addressed by
the use of secure communication and storage methods through encryption. Secondly,
due to the unbounded high delivery latency, i.e. being unable to access content when
none of the couriers of content are in the vicinity when a user wants to access or
share content. Traditional in-network content caching systems on the other hand
are not effective as the delay and cost bottlenecks quite often occur on the last
hop wireless link in mobile networks [14]. Likewise, local caching schemes including
content pre-fetching [15]–[17] rely on the ability to predict user interests, which is
difficult, prone to failure and can lead to loss of privacy.

Opportunistic communication and data traffic offloading schemes however do not
address the user related issues of loss of control of user data or the loss of privacy of
the user. On the other hand, the proposals aimed at addressing the issues associated
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with privacy and the user losing control of their data, decentralised social networking
architectures [18]–[21], disregard the mobile network related issues and lead to an
increase in data traffic, if the devices being used are mobile. None of the previously
proposed decentralised social networking services have seen widespread use mainly
for three reasons. Firstly, because of most users have already subscribed to the pop-
ular centralised services. Secondly, because decentralised social networking services
are too complicated and expensive for a typical user. Thirdly, because users are not
able to migrate from their current services, due to personal data being locked in
with the subscribed centralised services. In addition, data encryption and ephemer-
alness are two other mechanism that have been used in the literature to realise the
privacy-aware social networking on top of centralised servers [22]–[24]. Similar to
other privacy-aware methods, these also do not address any issues associated with
costs of communications.
It is possible to categorise all proposed systems and mechanisms based on the

level of usability, resource usage efficiency and privacy provided as shown in Fig-
ure 1.1. Majority of the work to date focused on either privacy-usability plane or
resource usage efficiency-usability plane. For instance, the proposed decentralised
social networking services belongs to the privacy-usability plane because they are
not optimised for resource constraints in mobile networks as discussed in Section 2.3.
In contrast, majority of data offloading and content caching solutions do not miti-
gate any privacy related issues associated with mobile content delivery systems. As
a combination of these factors, we have not yet seen wide spread adaptation of any
solution in real practical mobile content distribution networks, except for on-the-
spot data traffic offloading to WiFi networks. On-the-spot offloading is essentially a
resource efficient scheme which does not pose additional privacy and usability issues.
To this end, the primary objectives of this thesis are to propose, evaluate and

validate novel mechanisms considering all three factors of usability, resource usage
efficiency and privacy whilst taking the solutions as close as to the ideal operating
region as shown in Figure 1.1. The idea is to harness the advanced capabilities of
mobile devices and pervasive availability of different networks. Smartphones and
tablets of today have sufficient computing power, storage capacities and networking
capabilities to provide services as a networking entity and a content store. Further-
more, users of these devices are likely to be the biggest consumers and producers of
content. Therefore if the capabilities of these device could be leveraged, they could
form the platform for providing data intensive rich media services such as social
networking and UGC sharing without the drawbacks of communication costs and
loss of privacy.
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Figure 1.2: Taking advantage of heterogeneous access networking technologies
and advanced capabilities of mobile devices.

1.1 Our Approach - Scenarios

Even during peak hours there are many locations and other networks such as WLANs
that have unused network capacity. Moreover, there are scenarios where users in
the same location will have similar interests that are location specific, e.g. shoppers
in the same mall, spectators in a sports event, students in a university, etc. In these
scenarios, it is possible to exchange content using short-range networking technolo-
gies such as WiFi Direct, Bluetooth and WiFi Tethering, which more often incur
lower cost than cellular networks. Therefore, if it is possible to shift some of the
traffic from peak hours of the cellular networks to less loaded networks, or delay the
transmissions until off peak times, the peak load can be significantly reduced [10].
A smart mobile device, if used as an intelligent networking entity combined with
applications exploiting the availability of heterogeneous networks, it is possible to
enable this shifting of traffic either to off-peak times if the traffic is delay tolerant
or to lower cost networks if low-cost networks are available. Moreover, if a smart
mobile device is used as a content store, it is also possible to share content directly
from one friend’s device to another friend’s device without storing the content in
any centralised location providing the user more control of users’ private data and
preserving users’ privacy.
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1.1 Our Approach - Scenarios

Content downloading. Assume a mobile user who is sitting in a cafe down-
loads a popular music video clip from one of the current centralised content sharing
services, e.g. YouTube. Traditionally, even if another user, who is in the same cafe
requests the same video clip, the second user is asked to fetch it from the centralised
servers of the service, e.g. YouTube servers, without taking advantage of the video
clip which is already fetched to a device in the same location. If it is possible to
make the downloaded video clip available to the users in the same geographical area
either by forwarding the content to others or pushing the content to a local stor-
age cache, it will be possible to reduce the cost of capped data communication for
other users with similar interest. The idea is to disseminate the content fetched to
mobile devices via lower cost short-range networks, e.g. WiFi Tethering, wherever
and whenever possible as shown in Figure 1.2. Due to the higher capacity of the
local networks, latencies will be minimised and as a result, the user QoE will be
improved in addition to the monetary gains of not using the cellular network. Some
mobile users may cache the content for the benefit of others acting as content Repli-
cators taking advantage of advanced processing, storage and networking capabilities
of smart mobile devices.

Content sharing. Even in the case of sharing personal content with a perviously
known set of friends, e.g. social networking friends, it is possible to take advantage
of storage and networking capabilities of the mobile device rather than uploading
the content to a centralised UGC sharing service. Consider a university student, a
content creator, who took an interesting video clip from his smartphone and wants
to share it with his friends. Imagine that a set of creators’s friends are already
with her/him in the same location. Even in that case, the current sharing services
request the creator to upload the video to their servers without taking advantage
of other available local networking options. Assume there is a new mobile app that
empowers the smart mobile device to identify the availability of the friends’ devices in
the communication range of each other and enables device-to-device content transfer
using short-range networking technology such as WiFi Direct as shown in Figure 1.2.
In this scenario, the content creator and the friends in the vicinity reduce the use
of capped cellular network data. Moreover, the creator keeps more control over his
video clip as it is not stored in any third party service provider preserving user’s
privacy as well. In the case of sharing with other friends who are not in the same
geographical area, it is possible to use the lowest cost network available to the user to
transfer the content. In the scenario of Figure 1.2, the creator’s mobile device takes
advantage of university WLAN network to transfer the video clip to another friend.
Furthermore, it is possible to pre-distribute the content to mobile devices of some
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friends, who could deliver the content locally to other friends acting as Replicators.
In this thesis, we investigate how to realise these advantages by exploiting the

advanced capabilities of mobile devices and mobile user behavioural patterns. We
hypothesise that;

• Smart mobile devices have sufficient spare storage capacity or the capacity can
be upgraded in selected devices to cache or replicate content and also there
is a sustainable incentive scheme to motivate mobile users to collaborate with
each other and such incentive schemes can be developed.

• There is a transient colocation of mobile users and the spatial temporal corre-
lation of content popularity, where users in a particular location and at specific
times would likely be interested in similar content. Mechanisms can be devel-
oped to effectively identify the existence of required content if it is cached
in the local network or download it from the custodian if the content is not
cached, without affecting the usability of the service.

• Majority of social networking friends are clustered into geographical commu-
nities and these communities can be predicted in advance for the purpose of
content replication. Then, there is a content replication algorithm which max-
imises the availability of content via low-cost networks without exhaustively
using the resources of mobile devices. Finally, it is possible to develop mecha-
nisms that provides the benefits of the decentralised content sharing without
negatively impacting the communications and energy costs.

• Content sharing methods that co-exists with the already available social net-
working eco-system can be developed combining the advantages of decen-
tralised content sharing and opportunistic communication such that the con-
tent will be delivered to all users in timely manner via friend-to-friend oppor-
tunistic dissemination.

1.2 Main contributions of the thesis

To validate the above hypotheses, this thesis introduces three mobile content deliv-
ery methods which harness the advanced capabilities and heterogenous connectivity
of mobile devices for efficient mobile content delivery. The viability of the methods
are demonstrated in three common application scenarios. In essence, the proposed
mechanisms exploit the capability of content caching at the end user mobile de-
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1.2 Main contributions of the thesis

vices thereby creating groups of mobile devices as mobile clouds for each particular
application. The main contributions of this thesis are concisely presented below.

• User-Stash enables mobile users to access popular content without using
their cellular data plan at locations where there are no low-cost networks such
as WiFi. User-Stash is an alternative approach that exploits the transient co-
location of mobile users and potential spatio-temporal correlation of content
popularity. The rationale of the proposed system is inspired by the delivery of
information via the free newspapers in public transportation systems in major
cities around the world, where users consume content (reading the paper)
whilst travelling but leave the content (the paper) when they leave. The
development of User-Stash system makes the following contributions:

◦ The use of crowd to stash and distribute geographically popular content
locally to the users in the vicinity, exploiting the transient co-location and
spatio-temporal correlation of content consumption patterns of mobile
users.

◦ Eliminates the need for prediction of user demand as well as low-cost
networks, while exploiting the spare storage capacity on mobile devices
and the capabilities to host a local WiFi network to create a new low-cost
network for all the users in the vicinity.

◦ The method of downloading the content via one network (cellular) and
uploading to a stash via a different network (WiFi), which is fundamen-
tally different from an in-network cache system.

◦ Presents an in-app advertisement based incentive scheme to encourage
users to become User-Stashes.

◦ Models the video content access and the corresponding content consump-
tion patterns of mobile users followed by the behaviour of User-Stash
system in a public transportation system using a unique large real-world
data set from a popular video content provider.

◦ Shows that User-Stash reduces the cellular network usage of passengers
during an average city bus commute using the proposed models.

◦ Demonstrates the feasibility and practicality of the proposed system in
terms of energy consumption and data transfer latencies from the mea-
surements of an implementation on real devices.

9
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• MobiTribe provides decentralised social networking services using smart-
phones without negatively impacting the communication costs and battery
usage of mobile devices. MobiTribe exploits the time elasticity of social net-
working content and the fact that the user will have access to high speed
low-cost networks such as WiFi to effectively cache user data on mobile de-
vices. The main contributions of MobiTirbe are as follows:

◦ The formation of Mobile Private Storage Tribe (mTribe) using the mobile
devices of groups of friends, which stores and distributes user data whilst
improving user privacy and providing the user more control over their
own data.

◦ Proves the content replication problem in distributed peer-to-peer ar-
chitectures to be NP-Hard and presents a novel scalable algorithm for
content replication based on a combination of a bipartite b-matching and
a greedy heuristic, which minimises content replication and maximises
content availability whilst ensuring fairness.

◦ Shows the viability of the proposed algorithm using real-world data traces
of low-cost network connectivity of mobile users, namely that it is possible
to achieve persistent low-cost network availability with only two replicas.

◦ Benchmarks the performance of MobiTribe against alternative social net-
working approaches and show that MobiTribe reduces both uplink and
downlink cellular bandwidth usage compared to current widely used cen-
tralised server based architectures.

• Yalut augments MobiTribe to provide further cost benefits to users of location-
based mobile social networks (MSN) where the users are geographically clus-
tered into communities by combining the advantages of distributed decen-
tralised storage and opportunistic communications. Such approaches by them-
selves are not new, however, the proposed hybrid time-aware method of com-
bining them, considering the initial encounter time and duration of users’
encounters is novel. Yalut makes the following contributions:

◦ Shows the inefficiency in opportunistic content dissemination in MSNs
through real-world and synthetic trace driven simulation study.

◦ Provides a formal definition of content replication which maximises con-
tent delivery success rate and minimises replication in opportunistic con-
tent dissemination and shows this to be NP-hard.

10



1.2 Main contributions of the thesis

◦ Presents a community based greedy algorithm for efficient content repli-
cation which takes advantage of routine behavioural patterns of mobile
users. It uses a set of dynamic time-aware centrality metrics to identify
most influential users within a community, based on a dynamic weighted
contact graph composed of opportunistic user encounters with contact
duration and initial contact time information.

◦ Shows that random content replication provides comparable results and
that it can be exploited to develop a component based random content
replication algorithm.

◦ Shows that Yalut reduces cellular network usage and increases oppor-
tunistic content delivery success rate using a human mobility simulator
and through extensive trace driven simulations.

• Moreover, the practical feasibility of User-Stash, MobiTribe and Yalut mobile
content delivery mechanisms were demonstrated through prototype implemen-
tations on real mobile devices.

◦ User-Stash client and server side applications were developed on Android
smartphones. Although User-Stash system concepts are valid for any
popular content type, this implementation focuses on the distribution of
video content, as mobile video would account for the majority of mobile
data traffic in future. The app is integrated with YouTube and Dailymo-
tion video content distribution services. The app will be made available
for general public in future via the website http://www.userstash.com.

◦ MobiTribe and Yalut have been integrated together as a unified mobile
app, which is integrated with popular social networking services Face-
book, Google+ and Twitter. Seamless integration of Yalut with existing
centralised social networks overcomes usability drawbacks of previously
proposed decentralised social networking services. For connivence of the
user, Mac and Windows software are also developed and all the Yalut
client applications have been released for public use through the website
http://www.yalut.com and Google Play Store7.

7https://play.google.com/store/apps/details?id=com.yalut&hl=en
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1.3 Organisation of this thesis

This thesis is divided into chapters based on contributions. The organisation of the
remainder of the thesis and the contents of each chapter are briefly described below:
Chapter 2 presents a comprehensive review of the background and the related

areas of research. Previously proposed mechanisms are categorised into content
caching, data traffic offloading and privacy-aware social networking. Then, we com-
pare and contrast these existing mechanisms with the mobile content delivery mech-
anisms proposed in this thesis providing the context for the three mechanisms pre-
sented in the following chapters.
Chapter 3 introduces the three mechanisms, User-Stash, MobiTribe and Yalut

and paves the way for describing the content delivery mechanisms that are presented
in the following three chapters.
Chapter 4 provides the details of the User-Stash content delivery mechanisms. It

models the operation of User-Stash in a public transportation system and evaluates
the performance in terms of resource usage efficiency and usability.
Chapter 5 describes the mechanisms of MobiTribe and introduces a novel scal-

able content replication algorithm. Then it evaluates the performance of MobiTribe
using real-world data sets and realistic content creation and consumption modelling.
Chapter 6 presents the content delivery mechanisms of Yalut by introducing

infrastructure based content replication algorithms to improve the opportunistic
content dissemination. Then it evaluates the performance using both synthetic and
real-world traces with realistic content creation and consumption modelling.
Chapter 7 shows how the proposed mechanisms can be realised on real mobile

devices by implementing two mobile systems, namely, User-Stash and Yalut.
Chapter 8 concludes the thesis summarising the investigations carried out

throughout the thesis. The main contributions of the thesis are recaptured and
recommendations for future research are also presented.
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Chapter 2

Related Work

Advanced capabilities of smart mobile devices such as the seamless ability to
create, share and consume rich media content have led to the exponential

growth in the use of social networking services and UGC sharing services. Service
providers are making available more free services, as they are able to monetise user
data. Therefore, mobile users are compromising their privacy and loosing control
over their own data by using these free centralised social networking services. As a
result of these data incentive usage of smart mobile devices, mobile data traffic is
increasing dramatically and placing virtually unsustainable demands on the mobile
operators [1]. At peak times, these high demands introduce high latencies which
in turn reduces users QoE [5]. The predictions are that the demand will outpace
the increases in capacity that will be provided by new technologies such as LTE
[25]. Therefore, data usage based capped price plans are already adopted by the
operators to shape the demand.
This has led to significant research efforts to develop techniques for minimising

the cellular network data traffic and improving user QoE. This work broadly falls
into two areas, namely content caching and data traffic offloading. As a separate
body of work, there have been a number of proposals for privacy-aware social net-
working aimed at addressing data ownership and privacy problems associated with
centralised approaches. This chapter presents a comprehensive review of related
work in these areas to provide the context for novel mobile content delivery mecha-
nisms presented in this thesis.

2.1 Content Caching Schemes

Content caching is a well studied and established technique, which is being used
by many online content delivery services. Since all popular social networking and
UGC sharing services use a centralised architecture, all mobile users are required
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to download all content that they are interested in from the servers of the service
providers. These servers are usually connected to tier-1 Internet Service Provider
(ISP) networks. More often than not these services use Content Delivery Networks
(CDN), e.g. Akamai1, to bring the content as close as possible to the user using
in-network caching. Even though content caching can be done at any location of
the networking infrastructure starting from tier-1 ISP network to a personal end
user terminal, traditional CDNs caching occurs at the backhaul networks. However,
traditional in-network caching systems are not effective as the delay and cost bot-
tlenecks are quite often occur on the last hop wireless link in mobile networks [14].
Therefore, there is no benefit apart from the potential improvement in QoE due to
the reduction in latency as the data being closer.
This has led to moving the locations of caching further down the network hierarchy

as close as to the end user terminal by taking advantage of the advanced capabilities
of new user devices and availability of heterogenous access network technologies.
This work broadly falls into three categories: caching at the edge of the network,
caching for personal use and cooperative caching at mobile devices.

2.1.1 Caching at the edge of the network

There are many proposals for caching at the edge of the network, i.e. at Access Points
(APs) and/or Base Stations [26], [27]. Mashhadi et al. [26] propose opportunistic
proactive pushing of content to the mobile device through dedicated APs that do
proactive caching. This requires however the availability of APs with internet access.
VideoFountain [27] deploys kiosks at popular venues to store and locally distribute
content. The primary aim is to cache messages that users generate at different
locations where the kiosk is located, which are then made available to users in the
vicinity of a kiosk. Thus the system, similarly to opportunistic networks, relies
on human mobility to carry content between kiosks. Erman et al. [28] propose a
cost-benefit trade-off model to investigate the caching benefits at different levels of
a cellular network. However as mentioned earlier, caching at the base stations is not
effective as the bottlenecks quite often occur on the last hop wireless link in mobile
networks.
None of these strategies are easily deployable due to resource constraints such

as power, storage, installation and security concerns when compared to in-network
caching at core network servers. In addition, most of these proposals, if not all,
require hardware changes or support from additional infrastructure to cache con-

1http://www.akamai.com
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tent. In contrast, the mechanisms proposed in this thesis such as User-Stash do not
necessarily require fixed APs or additional infrastructure to cache content, neither
do they require internet connectivity from the APs, nor the users explicitly carrying
information. Instead, User-Stash rely on the transient colocation of mobile users
and the spatio-temporal correlation of content popularity.

2.1.2 Caching for personal use

Similar to in-network caching, caching at the end-user devices (e.g., smartphones)
has also been studied previously [15], [29]. Qian et al. [15] show that there are 17-
20% redundant data transfers on cellular networks as a majority of current mobile
web applications under-utilise the caching capabilities. In [29], the authors focus on
the QoE improvement of web browsers and show that 60% of the requests can be
served by a browser cache of only 6MB.
IncomingTV2 Android app that predicts the user interest based on previous us-

age and pre-fetches the videos to the mobile device when it is connected to WiFi
networks, has been able to attract 1-5 million users highlighting the need for such
apps that provides cost benefits for mobile users. Predicting user consumption of
content and pre-fetching the content by caching it on the user’s device to minimise
the network congestion and cost, has been also evaluated in [16], [30], [31]. The
effectiveness of content pre-fetching heavily relies on accurate prediction of future
demand and the ability to find uncongested and lower cost networks to pre-fetch the
data.
However, it has been shown that accurately predicting user behaviour and the

network availability is challenging [32], which is even reflected in the user comments
of the IncomingTV app. In addition, it also raises numerous privacy issues due to
the prediction of future user behaviour as well as the amount of information these
services require to perform the prediction [33]. In contrast, all mechanisms proposed
in this thesis cache content and make it available to other nearby users, which is
in line with the studies that argue in favour of exploiting redundant data transfers
([15], [29]).

2.1.3 Cooperative caching at mobile devices

All three mobile content delivery mechanisms proposed in this thesis, cooperatively
cache content at mobile devices for the purpose of disseminating the content to

2https://play.google.com/store/apps/details?id=com.incoming.au&hl=en
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others in the vicinity locally or to others not in the vicinity via via low-cost net-
works. There have been proposals of hybrid content dissemination systems content
is replicated in a selected set of users. Han et al. [6] proposed a target set selec-
tion for content replication using cellular networks followed by propagation of the
content with opportunistic communication. The focus of their work is dissemina-
tion of data to and from a centralised data storage. Ioannidis et al. [8] proposed a
distributed caching mechanism for the purpose of social welfare where users cache
content downloaded through the networking infrastructure. Similarly, Whitebeck
et al. [9] proposed a hybrid content delivery system with a control loop through
which users send acknowledgements of delivery to the central service provider. VIP
delegation [7] replicates data using networking infrastructure on a few “socially im-
portant” (VIP) users in a mobile network. VIPs in turn distribute the content to
other users opportunistically. However, the content delivery delay is quite large,
which is unacceptable in MSNs, because of the large geographical area and only
one-hop opportunistic propagation. Furthermore, in [7] the metrics used to select
devices for replication do not consider the dynamic aspects of contact time and
duration of users. Taghizadeh et al. [34] present a social community based coop-
erative caching system. It is aimed at minimising the cost of content distribution
to users with common interests that are physically co-located. All users cache con-
tent and distribute via an ad-hoc network. In [35], the authors have analysed the
effectiveness of temporal communities in dissemination of content opportunistically,
i.e. at a given time users gather together forming communities. The results show
that the users with high contact rates that are truly mobile are mostly responsible
for opportunistic content dissemination. Similarly, Contentplace [36] proposes to
use as “content transporters”, the users who in the future will be in touch with the
majority of the users, according to their social behaviour.

However there is no proposal to effectively use these temporal communities for
content dissemination which is addressed in this thesis. Moreover, only using such
users with high contact rates may not be effective due to very limited time win-
dows and geographical space of content delivery in MSNs. The effectiveness of such
opportunistic content dissemination is further evaluated in Section 6.1, which had
led to the content replication based content delivery mechanisms proposed in this
thesis. All these cooperative caching methods suffer from the variable delays, higher
energy consumption and the trust, security and privacy issues of opportunistic net-
works, due to the required interactions with previously unknown people who are
in the vicinity. Neither of the proposals discuss the impact of collaboration and
willingness of users to replicate content, nor to access content using networking in-
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frastructure. In contrast, the mechanisms proposed in this thesis provide the user
of the device control as to whether to replicate others’ content based on availability
of storage, battery power, etc. There are number of opportunistic routing protocols
which propagate messages from a source user to a destination user using coopera-
tive caching at mobile devices [37], [38]. Whereas we make UGC available to users
who are interested in the content locally. User-Stash users only need to trust the
User-Stash server and MobiTribe and Yalut users only exchange information with
other users who are previously known as friends. Furthermore, the mechanisms pro-
posed in this thesis do not introduce any significant energy costs or delays. In fact,
we show the proposed mechanisms improve the user QoE due to the higher data
transferring rates of short-range networks.

2.2 Data Traffic Offloading

2.2.1 Communication cost optimisation

In ActiveCast [39], the content is pre-fetched and cached in different locations in-
cluding end user terminals via low-cost networks. ActiveCast does not address
uploading or hosting of UGC, and relies on accurate prediction of future demand
[39]. Lee et al. [10] presents a quantitative analysis of offloading 3G data traffic to
WLANs. Using data traces from 96 iPhones, the authors show that it is possible to
offload 65% of mobile data traffic to WLANs and the gain could be increased by up
to 30%, if the data transfer could be delayed for more than one hour. The authors
further illustrate in their work that 55% of battery power can be saved by offloading
via WLAN. Wiffler [11] augments mobile 3G network capacity, taking advantage of
delay-tolerant applications. It predicts availability of WLAN in the near future and
delays the transmission for the purpose of offloading data transfers to the potential
WLANs that will become available in the future. The limitation of their work is
that the predictions are done only for up to 100 seconds and the delay tolerance
is only 60 seconds in most cases. Predicting near future WLAN connectivity and
quality is addressed also in Breadcrumbs [12] to improve cost efficient scheduling
of the data transfers. However, in this thesis, the focus is on UGC sharing and
distribution, which can usually accommodate larger delay tolerance. Further, none
of these mobile data offloading schemes address the issues of loss of control of data
or user privacy.
Predicting user consumption of content allows pre-fetching of content to the de-

vice, when the user’s device has good connectivity, i.e. WiFi or an unloaded cellular
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network [40]. This reduces the monetary and energy costs of delivering the content
and improves the user experience compared to streaming of content over loaded
networks. Even though it is difficult to predict the content consumption of a user
with a high degree of accuracy, relatively low levels of accuracy can lower the cost
of the content delivery compared to streaming over cellular networks. For example,
the energy consumed to download content will dependent mostly on the time spent
downloading it. Thus, by using unloaded cellular or WiFi networks, the time spent
downloading the content could be reduced by a factor between 10 and 100, when
compared to heavily loaded cellular networks [41]. Further, the user experience of
the content viewing would improve dramatically in terms of both the startup delay3

and the re-buffering, which caused the stalling of 5-40% of videos, depending in on
the operator and time of day [42].

2.2.2 Device energy optimisation

Balasubramanian et al. [43] derived an energy consumption model for data trans-
ferring over each networking interface (3G, GSM and WiFi) through experimental
studies and proposed an energy efficient data transferring protocol named TailEnder.
In 3G and GSM networks, there are three energy states: 1) Ramp energy: energy
required to switch to high power state, 2) Transmission energy: energy consumed
during data transfer, and 3) Tail energy: energy consumed just after data transfer
in high power state. In WiFi, the energy is quantified as: 1) Association energy:
energy required to scan and associate with an access point, and 2) Transmission
energy. The authors conducted an experimental study for different data sizes (1 to
1000KB) with varying intervals in different locations and days. Table 2.1 tabulates
the energy consumption model derived by Balasubramanian et al. where R(x) de-
notes the sum of Ramp and Transfer energy. According to the results, nearly 60% of
3G energy is wasted as Tail energy after the data transfer. GSM is the most energy
efficient data transferring method for small sized transfers. The authors show that
WiFi is more energy efficient than 3G even with the association overhead of WiFi.
However, these results are dependant on the data rates of the networks. The energy
model Table 2.1 can be used to investigate energy consumption patterns of mobile
content delivery systems similar to the proposed systems in this thesis.
In energy efficient data transferring protocol TailEnder, the data transfer is de-

layed for delay-tolerant applications such as emails and aggressively pre-fetches the

3We compared playback of pre-fetched video on an Android device from local storage with stream-
ing over loaded and unloaded 3G cellular, and the startup delays were 0.5s, 7s and 25s
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Table 2.1: Energy model for downloading x bytes of data over 3G, GSM and
WiFi networks. All values except the Maintenance values for 3G
and GSM, are averaged over more than 50 trials [43].

3G GSM WiFi

Transfer Energy - R(x) 0.025(x)+ 3.5 0.036(x)+ 1.7 0.007(x)+ 5.9
Tail energy - E 0.62 J/sec 0.25 J/sec NA
Maintenance - M 0.02 J/sec 0.03 J/sec 0.05 J/sec
Tail time - T 12.5 seconds 6 seconds NA
Energy per 50KB transfer 12.5 J 5.0 J 7.6 J

predicted content for applications such as web browsing. For delay-tolerant applica-
tions, content is delayed up to a user specified period and transferred in bulk, which
reduces the tail time compared to several individual transfers. The authors suggest
that this strategy saves half of the total energy consumption. Pre-fetching has to
be managed carefully to reduce the energy wastage of unwanted pre-fetching. Since
WiFi interface is energy efficient than 3G interface, the device is switched from 3G
to WiFi whenever a WiFi network is available. Therefore, TailEnder enabled mobile
device uses three times less energy compared to a device that use only 3G networks.
Although the primary goal of TailEnder is mobile energy saving, its results justify
the rationale behind the proposed mechanisms in this thesis. However, it is not
possible to fully evaluate the effectiveness of data traffic offloading as there is no
experimental evaluation of 3G traffic offloading of TailEnder users.
Rahmati et al. [44] proposed a ubiquitous energy-efficient wireless connectivity

scheme based on the device context information. The authors propose to accu-
rately estimate the future WiFi network conditions based on context information
before powering up WiFi interface. The proposed prediction algorithm is claimed to
able to predict WiFi connectivity patterns more than 10 hours ahead, with 95-90%
accuracy. The model considers context information such as time, history, cellular
network conditions, and device motion to find the option for transferring the data
for a given user, which minimises the energy consumption. Initially, acceleration
estimation is used to determine the validity of the previous condition and if it is not
valid, the cellular network ID or fingerprinting estimation is used to predict future
network conditions. Fingerprinting estimation uses an ordered set of visible cell tow-
ers at each location, i.e. prior training at each location. This limits its practicality
despite its accurate predictions. However, this study proves that if there are enough
information available, it is possible to predict connectivity patterns over a long time
frame. The experimental study similar to TailEnder [43], shows a 30-40% saving
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in battery life. An energy-delay trade-off in UGC sharing is analysed by Ra et al.
[45]. They proposed an online link selection algorithm called SALSA based on the
Lyapunov optimisation framework, which essentially delays the data transmission
decision based on the factors: data backlog, power cost and channel quality. A trace
driven simulation results show that SALSA enabled smartphone can save 10-40%
battery capacity compared to a scheme that does not trade-off increased delay.
All these approaches are optimised for energy conservation and indirectly offload

cellular network data traffic to other networks. Similar to mobile data traffic of-
floading approaches, none of these systems address the problems associated with
user privacy. However, these systems could be incorporated with the proposed con-
tent delivery mechanisms in this thesis to get similar or even greater energy savings
in content dissemination using commodity smart mobile devices.

2.3 Privacy-Aware Social Networking

There have been a number of proposals aimed at addressing issues of privacy and
the user losing ownership of data in online social networking [18]–[20], [46]. These
proposals either provide the users with a capability to host data on their own per-
sonal containers or exploit the restricted access capabilities of data encryption. This
has led to the development of decentralised online social networking (D-OSN) ar-
chitectures. The location of the personalised containers can vary from being stored
in users’ personal devices to the cloud.

2.3.1 Peer-to-peer systems

Peer-to-peer protocols. Peer-to-peer content sharing systems have been pro-
posed more than a decade ago [47]–[50], a well before the concept of online social
networking. BitTrorrent [49] has become the most widely used peer-to-peer proto-
col. It has been adapted to suit a number of different application scenarios4. All
peer-to-peer systems employ some form of storage redundancy technique to provide
sufficient availability of the content. In systems such as Napster [47], Kadmelia [48]
and BitTorrent [49], data replication occurs implicitly as each file downloaded by
a user is replicated at the user’s device. PAST [50] replicates at the closest loca-
tions according to node-IDs. However, these techniques do not explicitly manage
replication, and the required redundancy (number of replicas) is not closely coupled

4BitTorrent varieties: http://www.vuze.com, http://www.tranmissionbt.com, http://www.
libtorrent.org, etc.

20



2.3 Privacy-Aware Social Networking

with the required level of availability which could lead to overestimating the needed
redundancy. Moreover, at the time of BitTorrent was designed and deployed, mo-
bile devices were not as popular as today. Thus the system mechanisms were not
optimised for resource constraints in the mobile systems.
Distributed storage and sharing systems. With the increasing popularity

of social networking services and thereby the discussions of associated privacy and
security concerns have led the development of distributed and decentralised services
primarily using peer-to-peer content sharing systems as building blocks. OceanStore
[51] is one of the oldest systems that archive user objects using end users’ resources.
All OceanStore nodes take part in the storage system and all objects are encrypted.
However, OceanStore is not available for mobile users and also it is not designed
considering the resource constraints in the mobile networks. Tribler [20] is a peer-to-
peer file sharing system, where peers are clustered into social groups and replicate
their contextual information. Tribler does not consider methods to increase the
availability of the content or minimise communication costs. Sharma et al. [52] pro-
posed a friend-to-friend content replication strategy to ensure minimal replication
and maximal availability. Erasure coding based friend-to-friend storage system is
proposed in [53]. These coding based redundancy techniques are generally not suit-
able for social networking content due to their relatively small size and frequency of
access as discussed in [21]. BlockParty [54] and FriendStore [55] are also peer-to-peer
content backup systems that use only real-world friends’ devices to store content.
The authors argue that friendship based replication may have less permanent node
departure compared to random replication. However, friendship based replication
may provide lower content availability despite the higher trust and security. In gen-
eral, these proposed methods do not ensure fairness of resource usage of devices.
Also, they are not designed for mobile content dissemination and as a results does
not take into consideration the resource constraints of mobile systems, especially
bandwidth and battery usage.
Decentralised online social networks. LifeSocial [56] is a distributed social

networking service that is developed on top of FreePastry5 and PAST [50] content
replication strategy. Similar to other peer-to-peer systems, LifeSocial is also not
optimised for mobile devices. Buchegger et al. [57] has discussed the need and the
challenges in designing D-OSNs and then proposed a D-OSN named PeerSoN [58].
PeerSoN employs the resources of global peer-to-peer architecture of Distributed
Hash Tables (DHT) such as Kadmelia [48] coupled with data encryption to mitigate
the privacy issues of C-OSNs. PeerSoN also enable direct data exchange when there

5http://www.freepastry.org
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is no Internet connectivity using local short-range opportunistic networks and DHT
lookup tables, which is an added advantage for mobile users. However, encryption
techniques in PeerSoN has not been implemented and the efficiency has not been
evaluated to date on mobile devices. Since then there has been a number of aca-
demic proposals for decentralised social networking services, which takes advantage
of friend-to-friends content replication and encryption.
Safebook [19] is based on the concept of decentralisation and collaboration among

friends to create a secure social network. Safebook consists of three components,
trusted identity server, multi-ring node grouping structure called Matryoshkas and a
peer-to-peer distribution based on Kadmelia. Friends are assumed to be co-operative
and their devices are used for content and profile replication to increase the avail-
ability of user profiles. Trusted identity server is a central entity for managing
identification and certificates of users which does not store any information. Super-
Nova [21] is another decentralised social networking system that uses content/profile
replication on friends devices. The idea is to increase the online availability of con-
tent of the users who do not have enough friends for sufficient content availability,
by using a super-peer based network of volunteer agents. Super-peers can provide
any service such as storage, high bandwidth or management services. However, the
users need to trust the services offered by super-peers although the content is en-
crypted. Safebook and SuperNova both attempt to provide as many functionalities
that C-OSN services provide, including status updates, messaging and content shar-
ing. MyZone [46] also deploys user profile replicas on the devices of trusted friends
to increase the availability of the profile. The idea of all these systems is to mitigate
the problems associated with online availability of content in distributed systems.
However, none of these systems attempt to lower the communication cost for mobile
devices. In particular, none of the systems explicitly consider mobile devices, and
the availability of content/profile is dependent on the number of replicas. Hence,
if used with mobile devices, it would result in increased communication costs and
energy consumption.
Ephemeral content sharing. Geambasu et al. [59] propose a system called

Vanish that provides self-destructive content even if the content is copied, transmit-
ted or stored externally. The content becomes unreadable after a predefined period
of time. Vanish leverages the services provided by global DHT, which essentially
provides an index-value database on top of peer-to-peer devices. Vanish encrypts
data with a random key not known to the user and then breaks the key into parts
and sprinkle it to random indices in the DHT using threshold secret sharing [60].
The threshold determines how many pieces of the key is required to reconstruct the
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original key. At the same time, Vanish destroys the local copy of the key on the
creators device. If it is possible to reconstruct the key, the original content can be
recovered. Due to inherent time-out feature in DHTs and churn of nodes over the
time, some pieces of the key will not be available after certain period of time and
the reconstruction will not be possible. For instance, VuzeDHT6 has fixed 8-hour
time out. However, the expiry time cannot be guaranteed and also the reconstruc-
tion. Another disadvantage is the delay in gathering enough pieces stored in various
DHT nodes to reconstruct the key. This would not only dependent on the internet
connectivity of the consumer, but also the internet connectivity of the specific DHT
nodes.

2.3.2 Cloud storage based systems

Cloud storage based privacy-aware social networking services provide efficient use
of resources and high content availability. However the cloud service providers have
access to the user data and can perform data mining on user data as a means of
monetising. Therefore, additional mechanisms are required to prevent unauthorised
access of content by other parties. Data encryption and ephemeralness are two
mechanism that have been used in the literature to realise the privacy-aware social
networking on top of centralised servers.
Encryption based systems. Contrail [22] is a cloud-based distributed social

networking architecture specifically designed for mobile users to address problems
associated with connectivity, bandwidth and energy usage of smart mobile devices,
which is conceptually similar to the proposed systems in this thesis. There are
sender side content filters that are similar to those used in Publish/Subscribe systems
[61], that enable users to selectively receive a subset of data published by another
user. A simple cloud-based messaging layer is used to enable basic communication
between Contrail enabled devices including encrypted data sharing. The cloud relays
content between users and stores content for recipients who are offline to increase
the reachability. Contrail entirely depends on the data encryption as the user data
is stored in a cloud service provider. The larger the content item, the heavier the
encryption and decryption in terms of computation and thereby higher the energy
consumption.
In Vis-a-Vis [23], each user host their content on personal Virtual Individual

Servers (VISs), which is provided by a cloud service. Vis-a-Vis supports scalable
location based group abstractions which are controlled by users. However, Vis-a-Vis

6Azureus.http://www.vuze.com/
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exposes unencrypted data to the cloud service provider and therefore, the privacy
and security of user data are entirely at the hands of the service provider, while re-
ducing the appeal of enhanced privacy and user control in D-OSNs. In all these cloud
based systems, users have to provision their own cloud storage partitions. Therefore,
the possible monetary cost of renting resources and the cost of management reduce
the usability of such systems.
Ephemeral content sharing. Wickr7 is an ephemeral content sharing service,

which let users to choose from one second to five days. In addition, Wickr provides
strong end-to-end encryption of communication as well as encryption of each mes-
sage. However, it does not address any issues associated with communication or
energy costs. Snapchat8 also provides the functionality of self destructive content,
where the users are given the option to specify the number of seconds (up to ten) the
consumers are allowed to view the content. Snapchat app first uploads the content
to be shared to their servers and then the access to that content will be removed
after the expiry period [24]. Therefore, all privacy and trust related issues with
C-OSNs are not addressed as it leaves a copy of the content, which is under the
control of Snapchat. In addition, there are a number of security vulnerabilities in
the way Snapchat implements ephemeralness. Snapchat monitors and report back
to the creator if someone take a screenshot of the content. The users have found al-
ternative ways to take screenshots without informing Snapchat app [62]. Moreover,
Snapchat does not delete the content from the users device right after the expiry
time, instead renames the content and makes it inaccessible via the Snapchat app
[63], [64]. Despite these limitations, both Snapchat and Wickr have drawn a sig-
nificant user attention due to its superior usability compared to other similar apps,
highlighting the need for alternative services that offers better privacy.

2.3.3 Hybrid systems

Diaspora [18] can be considered as the only widely used D-OSN service. It is fully
funded by user donations and owned by users, not by founders or an entity. It is
estimated to have over 1 million users as of March 2014 indicating the user demand
for privacy-aware social networking services. Diaspora provides the users freedom to
select the location where their data is stored and hosted, called “Pods”. The users
can choose from Diaspora’s open Pods hosted by different communities or they can
set up their own Pod on their own personal device. PrPl [65] is another proposed

7https://www.wickr.com
8https://www.snapchat.com
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service which enables a user to run the service on a home server, or rent a service
to host their own data. The latter provides the best in terms of privacy and user
control of data. However, the users need the necessary technical expertise to set
up their own servers9. Diaspora and PrPl have not been originally designed to use
mobile devices to store and host data. If a user’s mobile device is used to host
the content, i.e. a mobile server, either the availability of the content has to be
compromised or the user will have to incur increased communications costs. Even
if a cloud based hosting solution is used, the creator will incur the cost of uploading
all content to the cloud storage irrespective of the popularity of the content among
the creator’s friends. In addition, there will be the cost of hosting.
Persona [66] takes advantage of attribute based encryption (ABE) [67] which

allows users to share encrypted content with overlapping groups of users. Persona
generates an ABE secret key (ASK) for each social group, e.g. co-workers. When
a user wants to share content with “co-workers” and “family”, an ABE encrypted
key is generated using these attributes, public/secret key pair for the group and
the user’s public ABE key. Keys are exchanged through an encrypted peer-to-peer
communication protocol. In particular, this prevents the C-OSNs from accessing
content or meta data of the content for user profiling. Only one encryption is
required to send content to a group of users, compared to many that is required
when using traditional cryptography. Despite great flexibility, ABE encryption can
still be computationally heavy on a mobile device. This can be overcome to some
extent by giving the option to enable or disable encryption based on the importance
of the shared content.

2.4 Summary

In this chapter, we reviewed the existing solutions in the literature that address
the issues related to mobile network capacity limitations, user privacy and loss of
control over user’s own data. In the case of reducing mobile data traffic, we focused
on systems and mechanisms that offload data traffic to alternative low-cost networks
and content caching systems taking advantage of the capabilities of smart mobile
devices and availability of different networks. Then, we reviewed decentralised social
networking services and other attempts that aim to provide more control to the
owners of content in social networking eco-systems.
As briefly discussed in Chapter 1, it is possible to categorise all existing proposals

9https://wiki.diasporafoundation.org/Choosing_a_pod
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Figure 2.1: Categorisation of existing literature and the solution space for new
mobile content delivery mechanisms.

based on the level of usability, resource-usage-efficiency, the level of privacy and
user control provided, as shown in Figure 2.1. Majority of the academic work to-
date focus on either privacy – usability plane or resource-usage-efficiency – usability
plane. For instance, the proposed decentralised social networking services belong to
the privacy – usability plane because they are not optimised for resource constraints
in mobile networks as discussed in Section 2.3. In addition, majority of the content
caching and data traffic offloading mechanisms discussed in Section 2.1 and 2.2 do
not address privacy related issues associated with mobile content delivery systems.
As a combination of these factors, we have not yet seen wide spread adaptation of
any of these academic solutions on real practical mobile networks.

Therefore, the primary objective of this thesis is to develop mobile content delivery
mechanisms that address all these three factors: privacy, resource usage efficiency
and usability, which makes the solutions operate closer to the ideal operating region
as shown in Figure 2.1. Smartphones and tablets of today have significant com-
puting power, storage capacities and are connected to at least one of the available
heterogeneous networks such as 3G, LTE, WLAN, WiFi-direct, Bluetooth, etc. It
is likely that these devices will have even more computing power and storage in the
future. However, current mobile systems do not explicitly harness these capabilities
for data communication. Moreover, there are scenarios where users in the same
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location will have similar interests. Therefore, if the capabilities of these devices
could be leveraged rather than simply using them as thin clients, they could form
the platform for providing solutions which address both the network and user related
issues associated with existing centralised mobile content delivery systems such as:
1) communications cost, 2) privacy and 3) control over users’ own data, without
negatively impacting the usability and existing eco-systems.
The next chapter introduces three novel mechanisms referred to as User-Stash,

MobiTribe and Yalut, exploiting the advanced capabilities of mobile devices and
pervasive availability of different networks for the purpose of addressing the cost,
privacy and user control associated issues whilst improving the usability. Then,
the following chapters demonstrate the viability of each mechanism through ana-
lytical and experimental evaluations and finally the practicality is demonstrated by
implementing them on commodity smart mobile devices.
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Chapter 3

Novel content delivery
mechanisms using distributed
smart mobile devices

Smart mobile devices are being used to create, consume and share a variety of
user data with other users, which has led to a significant growth in the use of

social networking services as well as services that support the distribution of user
generated content. Service providers are making available more free services, as they
are able to monetise users’ data, which is fuelling the demand for mobile data. As
a result, mobile data traffic is growing faster than ever before and placing heavy
demands on mobile networks. This has a two-fold impact on users. Firstly, the
communication costs of users are increasing. Secondly, the monetisation activities
of service providers pose threats to user privacy and control of their data. Therefore,
the primary objective of this thesis is to develop mobile content delivery mechanisms
that minimise the communication cost, improve user privacy and provide more user
control, without negatively impacting the usability and breaking the existing digital
services eco-system. As described in Section 1.1, the rationale of this thesis is to
exploit the following three characteristics:

• Firstly, the fact that networks are under utilised in many locations even during
peak hours and also the availability of alternative high-speed low-cost networks
such as WiFi.

• Secondly, the mobile users have spatio-temporal locality of content creation
and consumption patterns, i.e there are scenarios where users in the same
location will have similar interests that are location specific, e.g. shoppers in
the same mall, spectators in a sports event, students in a university, etc.

29



Chapter 3 Novel content delivery mechanisms

• Thirdly, the modern mobile devices have large storage capacities, considerable
processing power and a number of connectivity options to connect with at
least one of the available heterogeneous networks such as 3G, LTE, WLAN,
WiFi-direct, Bluetooth, etc.

Therefore, if it is possible to shift some of the traffic from peak hours of the cellular
networks to less loaded networks, or delay the transmissions until off peak times,
the peak load can be significantly reduced. A smart mobile device, if used as an
intelligent networking entity combined with applications exploiting the availability
of heterogeneous networks, it is possible to enable this shifting of traffic either to
off-peak times if the traffic is delay tolerant or to lower cost networks if low-cost
networks are available. Moreover, if a smart mobile device is used as a content
store, it is also possible to share content directly from one friend’s device to another
friend’s device without storing the content in any centralised location providing the
user more control of users’ private data and preserving users’ privacy. Since short-
range networking technologies are often provide higher data transfer rates and lower
latency, it is possible to improve QoE and thereby the usability of the mechanisms
can be improved.
In essence, these scenarios exploit the capability of mobile devices to create groups

of mobile devices that act as mobile clouds, which could be used for caching con-
tent and decentralised distributed content delivery. This chapter introduces three
novel content delivery mechanisms which realise these hypotheses in real networks
addressing a number of fundamental and practical challenges such as:

1. How to reduce the cost of content accessing when there is no low-cost network
in the vicinity?

2. How to provide incentives for users to take part in co-operative content delivery
mechanisms?

3. How to ensure privacy and user control of the content creator in online content
sharing?

4. How to increase the content availability without a dedicated centralised stor-
age?

User-Stash addresses the first two challenges by enabling mobile users to access
popular content without using their cellular data plan at locations where there are
no low-cost networks such as WiFi. The novelty of User-Stash stems from:

• The use of crowd to store the geographically popular content in a local store,
exploiting the transient co-location and the spatio-temporal correlation of con-
tent consumption patterns of mobile users.
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• Eliminating the need for prediction of user demand as well as low-cost net-
works, while exploiting the spare storage capacity on mobile devices and the
capabilities to host a local WiFi network to create a new low-cost network for
all users in the vicinity.

• The method of downloading the content via one network (cellular) and upload-
ing to a stash via another network (WiFi), which is fundamentally different
from in-network caching system.

• An advertisements based incentive scheme to encourage users to become User-
Stash devices.

Section 3.1 provides the detailed descriptions of the User-Stash content delivery
mechanisms.

MobiTribe addresses the third challenge of providing user privacy and user control
of their own data by keeping the data away from centralised service providers and
addresses the fourth challenge of increasing content availability without a dedicated
centralised storage by effectively replicating content on the devices of their trusted
friends. The novelty of MobiTribe are:

• Formation of Mobile Private Storage Tribe using the mobile devices of groups
of friends, which stores and distribute user data whilst improving user privacy
and providing the user more control over their own data.

• Scalable content replication algorithm that is being developed to increase the
availability of content for the originally NP-Hard content replication problem,
exploiting low-cost network availability, battery usage and storage capacity of
mobile users.

• Seamless ability to interact with users of existing centralised social networking
services whiles improving the usability of the proposed mechanisms.

Section 3.2 provides the detailed descriptions of the MobiTribe content delivery
mechanisms.

Yalut augments MobiTribe to provide further cost benefits to users of location-based
mobile social networks where the users are geographically clustered into communities
whilst addressing all the above mentioned challenges. Yalut is novel in the sense of:
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• Hybrid time-aware method of combining distributed storage and opportunis-
tic friend-to-friend content dissemination exploiting the regular behavioural
patterns of mobile users.

• Proposal of dynamic centrality metrics considering encounter time of users and
duration of encounters to carefully select users to replicate content such that
it minmises content delivery delay through opportunistic content propagation.

• Community based content replication algorithms and the use of available low-
est cost networking infrastructure to transfer the content to be disseminated
to geographically disconnected user communities.

Section 3.3 provides the detailed descriptions of the Yalut content delivery mecha-
nisms.

3.1 User-Stash Architecture

The proposed User-Stash system makes use of the heterogeneous network and stor-
age capabilities of the modern mobile devices. The system exploits both transient
colocation of devices and the epidemic nature of content popularity, where users in
a particular location and at specific times are likely to be interested in the same
content. The key idea of the User-Stash system is to gather and store content of
interest in a localised store, so that further requests can be served locally via lo-
cal network. Thus, User-Stash avoids the use of expensive cellular bandwidth. An
overview of the system’s operations is described in the following section.

3.1.1 User-Stash: An Overview

The rationale of User-Stash is inspired by the delivery of information via the free
news papers in public transportation systems in major cities around the world such
as Metro in NYC1 and and 20minutes in France2, where users consume content
(reading the paper) whilst travelling and leave the content (the paper) when they
leave. User-Stash enables a similar service by providing storage facilities and a free
local network in public contained places such as transportation systems. The users
can then stash the content they have downloaded via other networks prior to coming
to the area or downloaded whilst in the area. The users who contribute to the stash

1http://www.readmetro.com/en/usa/new-york/
2http://www.20minutes.fr
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Figure 3.1: Operations of the User-Stash System

also gets access to the content in the stash. Thus, as the stash gets populated with
content from contributors, users can access it locally. This is fundamentally different
from an in network cache system, as the stash is not in the data path and content
is pushed to the stash via a different network to which it was downloaded.
There is no cost for the users or for using the User-Stash system, except from

a small energy penalty for pushing some content to the stash. There is no need
to predict users’ interests, as what is available in the stash will be what other
users of the system consumed. The appropriateness, and the content integrity and
authenticity can be adequately addressed through well known techniques that are
used in the user generated content hosting platforms as discussed later in this thesis.
The architecture of the proposed system is illustrated in Figure 3.1. Typically,

users install an app on their devices, US-app, or an extension (plug-in) to mobile
web-browsers. The US-app enables the users to contribute the content that they
have downloaded and consumed to a local store (US-server) via a local network
(US-LAN ), and making content on the US-server available locally. The US-server
is provided by either another mobile device or a dedicated device, acting as a local
server. In practice, users are required to get permissions to install the US-server
mode from the User-Stash system provider. Prior to authorisation of the US-server
mode, one is required to satisfy certain conditions. In particular, installer needs to
ensure the US-server candidate device has adequate system capabilities (hardware,
memory, etc.) to provide the required (caching and delivery) services. Devices of
users who have registered as US-server, and have been accepted as such by the
User-Stash system provider, will act as US-LAN access-points, in addition to acting
as a (remote) stash. In Section 3.1.3, we provide the incentives for users to act as
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US-servers. The US-app users can simply download the app from the app stores.
The US-server devices advertise their availability via specific SSIDs broadcast

(e.g. us-SSID), which is operated by simply activating the WiFi Hotspot mode on
the devices. All mobile devices running a US-app can then associate to the US-
LAN when available and access the US-server. Associations to the US-LAN are
handled by the US-app and is secured using e.g. existing standard WLAN security
mechanisms such as a WPA authentication mechanism3.
When a user requests content via the US-app, the device associates with US-LAN.

The corresponding US-server then checks the stash for the requested content. In
case of a stash hit, the content is delivered from the US-server via the US-LAN. In
case of a miss, US-app is informed which triggers a switch of the network connection
from US-LAN to the their own private network (e.g. 4G LTE, 3G network ), and
attempts to download the content from the content custodian as shown in step 2 in
Figure 3.1.
Contribution to the User-Stash happens whenever a user downloads content via

their own private network connection due to a stash miss or the user has downloaded
content via different network elsewhere. When first connecting to a US-LAN, US-
app pushes the content in the device local cache to US-server it is connected to (step
3 in Figure 3.1). The US-server makes a local decision as to whether it is useful
or not to update its cache with the new content4. Then, whenever another US-app
user requests the same content, a stash hit happens as illustrated by the US-app 2
case shown in Figure 3.1.
Note that more than one US-servers can be available on a given location at any

given time. The US-app devices then connect to the US-LAN with the strongest
signal strength (e.g. closest). However, in such a scenario, US-servers require to
synchronise their stashes by pushing their cache content to each other for an optimal
performance of the User-Stash system5.

3.1.2 Application Scenario

We envisage several deployment scenarios of the User-Stash system. In the following,
we describe a real-life deployment which considers a public transport scenario (e.g.
Bus), where users commute to work. For simplicity, assume that the bus driver is a

3Authentication keys can be hard-coded in the app, and periodically updated if needed
4This depends on the content replacement strategy adopted by the US-server, e.g. replacing least
recently used content (LRU), or removing least frequently requested (LFU) content, etc.

5For simplicity, in the remainder of the thesis we consider that there is only one US-server that
is available at a given time.
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registered US-server. Thus, the bus driver’s mobile device will host a US-LAN within
the bus. Initially, the stash of the bus driver’s US-server only contains data that
has been downloaded via the driver’s own private network connection for his/her
own use. When a passenger who has subscribed to the User-Stash service gets on
the bus, the US-app discovers the availability of a US-LAN via the active discovery
mode searching for specific US-LAN AP beacons. The passenger’s mobile device
associates and authenticates with the US-LAN in the bus.
First, US-app pushes locally cached content on the passengers mobile device to

the US-server on the bus driver’s device. When a new a passenger joins the US-LAN
and requests to access some internet content (e.g. YouTube videoclips, hot trending
news, etc.), US-app first checks whether the content is available in the stash. In
case of a stash hit, the content is obtained from the US-server via the US-LAN.
Otherwise, the user request is served through his own private network connection
if available (the user is notified that the connection is redirected to outside the
US-LAN).
More generally, each passenger who gets on the bus and has subscribed to the

User-Stash system, transfers its own cached data to the bus driver’s US-server stash.
In such a semi transient environment, after a while the stash of the US-server will
most likely contain the popular content, which will result in an increase in the stash
hit rates. Thus, the passengers of the bus will be able to reduce the usage of cellular
data, while the bus driver will be provided with incentives as described in the next
Section for hosting the US-Server and US-LAN within the bus.

3.1.3 User Incentives/Disincentives

The incentive for the users of US-app is that using the User-Stash system provides
the opportunity to minimise the amount of data that they will have to download via
their own private network connections (e.g. LTE, 3G). Furthermore, their download
latencies will be minimised when data is served from a US-server thus reducing the
device’s energy consumption.
There will be two versions of US-app app, 1) paid premium app and 2) Ad sup-

ported free app. In the case of an Ad supported free US-app, whenever it receives
data from a US-server, it also displays an Ad as schematically shown in Figure 3.2.
However, as these Ads are locally served from a US-server on the US-LAN, such
data will not be accounted on the users private network quotas. The US-servers and
US-apps will upload their Ads impression counts whenever they have access to an
Internet connection via a private network connection, e.g when they have access to

35



Chapter 3 Novel content delivery mechanisms

US-‐server	   Ad Network 

Goods 
Provider 

User-Stash 
System 
Provider 

App 
Store 

If cache hit - Ad Request 

Ad 

$ Premium App 
purchases 

$ Affiliates 
 program 

$ impressions 

Click on Ad 

Payment 
for ad campaign 

$ Monetary 
 Rewards 

Landing page of 
Goods provider 

US-‐app	  

Cache 
lookup 

U
se

r A
pp

 d
ow

nl
oa

ds
 

Content + Ad 

Figure 3.2: Incentive scheme for US-server users and cash flow of the system

a low cost network at home. This enables the User-Stash system to do the necessary
accounting and detect fraudulent activities. In the case of a premium US-app, no
Ads will be served.
From the US-server’s perspective, the incentives for participating are two-fold.

Firstly, US-server will get the same benefits as any US-app user as the content
downloaded to the US-server would be available locally and thus reducing their
download costs from their private network. Secondly, several reward-based schemes
encourage users to act as US-servers. The US-server users will be rewarded based on
the number of Ads impressions, as a portion of the Ads monetary revenue generated
by the Ads clicks as shown in Figure 3.2. In the above model, the more a US-server
supplies content via the US-LAN, the more it will get rewarded. This represents
a clear incentives for US-servers to participate and operate as a cache contributor
whenever they can.
Another important aspect to consider is the potential drain of battery from the

content pushing process to the US-server, i.e. content sharing within the US-LAN.
However, the extra energy consumption of uploading will be offset by the reduction
in energy consumption when US-app downloads data from the US-server6. We
assume that the US-servers will be connected to a power source, e.g. in the case of
a bus drivers, US-server device will be connected to a power source on the bus.

6It has been shown that the energy consumed by WiFi is significantly lower than those of cellular
networks mainly due to the heavy traffic load in cellular networks leading to lower speeds and
thus taking longer time to complete data transfers [41].
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Figure 3.3: MobiTirbe Architecture

3.2 MobiTribe Architecture

The primary objectives of MobiTribe are to provide users control of their data
and to protect their privacy, without negatively impacting the usability and cost.
MobiTribe achieves its cost objective by delaying uploads and prefetching of content,
using low-cost network connections ahead of time. MobiTribe protects user privacy
by keeping user data on the users’ own device or on a trusted friends’ devices and
away from third party service providers.
The MobiTribe architecture is shown in Figure 3.3. A Creator distributes the

content to be shared to two groups of devices from the creators’ friends as shown in
Figure 3.3a. The group of friends devices form the Mobile Private Storage Tribe -
mTribe, as described in Section 3.2.1. The devices of the friends that are predicted to
consume the content becomes the Predicted Consumers. Each user device identifies
potential shared content to consume, based on a content recommendation algorithm
similar to that described in [68]. This is achieved by each device maintaining and
periodically updating three matrices for content recommendation, 1) user-user social
relationship matrix, 2) content-content similarity matrix based on keywords and tags
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of contents, 3) user-content matrix, which shows the relationship between content
access and users. Then the content shared by friends are ranked according to the
relevance to the user for pre-fetching as described in [68].

3.2.1 Sharing of content

The architecture relies on a centralised entity (Content Management Server - CMS)
to track the addresses and current connectivity of devices hosting content and to
manage the peer-to-peer content sharing and downloading processes. A creator
sharing content via a social networking application such as Facebook would result
in MobiTribe initiating the content sharing as a two step process.
1) Registration: The content is registered with the CMS immediately after

creation. The registration is done through any available network as shown in Figure
3.3b. Then, a link to the content, pointing to the CMS, is advertised to the users who
subscribed to receive updates from the content creator through a social networking
service such as Facebook or Twitter.
2) Replication: Each subscribed device then decides whether to pre-fetch the

content, based on predicted demand and informs the CMS of their intention of
downloading the content forming the group of Predicted Consumers. The CMS
decides whether these Predicted Consumers, provide sufficient availability of the
content for the other (on-demand) consumers based on the availability patterns of
all users. If not, an extra set of devices, namely an mTribe is formed to replicate
the content by the CSM as it has a global view of the system state in terms of
both mobile devices and network infrastructure. The CMS carries out the grouping
periodically or in response to a significant degradation of the availability of a tribe’s
content. The device grouping is done using the context information of devices and
network infrastructure as described in Section 5.1.
An mTribe device, may not be able to provide access to the content continuously

due to three primary reasons, namely the communications costs, battery usage, and
not being “on” all the time. This is overcome by replicating content on devices that
have complementary connectivity, sufficient battery power and being “on”. More-
over, through this process, if the traffic is routed through a low-cost and/or less
congested network, it will result in significant benefits to both the service providers
and the users. The down-sides of the content replication are the overheads associated
with replication. These disadvantages can be minimised as the mTribe members,
where possible, are chosen from the potential consumers, i.e. subscribers to receive
updates from the creator. Then, there is no overhead as they are likely to consume
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the content.
The replication of the content takes place when the creator and the devices in

the mTribe have access to low-cost networks. The low-cost network connections
are considered to be networks with spare capacity, WLANs or device to device
connections. The CMS coordinates the replication process acting as a tracker. The
storage on mTribe devices is managed by removing the old replicated content using
standard cache replacement strategy, namely LRU. The creator has the option to
remove/archive or keep its own content. If old content becomes popular, it will be
treated as a newly generated content. The replication strategy ensures that the
devices in the mTribe have complementary low-cost network access patterns, thus
making it highly probable that one of the devices in the mTribe can serve the content
over a low-cost network connection.

3.2.2 Downloading of content

A consumer initiates the content downloading process by clicking on an advertised
notification appearing in the social networking application as shown in Figure 3.3c.
This triggers the content downloading process through:
1) Local device (Cache hit): If the consumer’s device has successfully

prefetched the content, it would be served from the device itself. If not, i.e a local
cache miss, the request is delivered to the CMS using the link which is included in
the notification feed.
2) Mobile tribe (Cache miss): When the CMS receives a request for content,

it directs this request to the devices in the mTribe that could potentially serve the
requested content. The choice of the mTribe devices to forward the request is based
on the real-time network connectivity, the communication load and the remaining
battery capacity at the time of request.
3) Download from custodian: When a request for content is received by a

CMS, if the content is not available in the mTribe, the request is forwarded to the
content creator. The content creator has the option of delivering the content over
the lowest cost data connection available to the creator or make it unavailable until
the pre-distribution of content to mTribe has been completed.
A content consumer has the option of downloading the content over whatever net-

work connection available or the content can be scheduled to be downloaded through
a low-cost network when it becomes available. In contrast, the content uploading
path, i.e. from mTribe to fixed network edge, always uses low-cost networks as
mTribe devices are selected such that at least one device is connected to a low-cost
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network at a any given time.
Upon downloading the content, the consumer also shares the content for a defined

period of time, thus helping the system to scale with demand. To perform the
content sharing between the content creator, devices in the mTribe and content
consumers, an augmented BitTorrent peer-to-peer protocol, with the CMS acting as
a tracker to balance the traffic load, is used7.

3.2.3 Privacy and user control of data

In online content sharing services, when a user accesses the service, there is some
loss of privacy through direct and indirect channels as described in [69]. Thus, it
is impossible to completely prevent leakage of privacy. Our aim is to minimise the
loss of privacy compared to the existing centralised content sharing architectures.
This is done in MobiTribe by keeping user data away from third party service

providers thereby limiting the ability to mine user data or profile users. The CMS
only facilitates the interactions among friends and does not have access to any user
data stored on mTribe devices. The users can retrieve any content hosted on the
mTribe back through the MobiTribe service. As a result the privacy of the user
and ownership of the data are preserved. Although the content is replicated by
specifically selecting the devices of friends of the creator, the risk of privacy leakage
due to replication is minimised.
Further, we enable ephemeral content sharing in MobiTribe. The content creator

is given the ability to specify the duration of time the content is to be made available
for consumers. When a consumer opens the content, MobiTribe app will start a
count down timer for the duration specified by the creator and when the time expires
the content will be removed from all devices. To make it reliable, all downloaded
content are cocooned in the MobiTribe app and can only be accessed through the
MobiTribe app. Once removed from the device, the content availability will not
be visible and the content will be deleted from all devices. Moreover, even if the
smartphone is lost or is hacked, there will not be any security threat as the content
is no longer available. In addition, the users can retrieve any content hosted on the
friends’ devices back through the MobiTribe service.
The device context information such as available network types, the battery level,

AC power availability and the amount of spare storage capacity on the mobile device
are required to determine the capability of a device to take part in mTribe. To
avoid leakage of privacy, these user context information is aggregated to a single

7Description of the practical implementation is provided in Chapter 7.
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bit which indicates the availability of the device to host data, Device Availability,
as described in Section 5.1. Although storing of the aggregated context information
on a centralised server may result in some loss of privacy, the design allows users to
significantly reduce the communication cost of content sharing.

3.2.4 User Incentives/Disincentives

User privacy and the user control of data is inherent in the system design which is
the primary incentive for users to use the service. In our opinion, one of the major
reasons behind the low acceptance of the previous proposed decentralised social
networking services is their sole focus on privacy preservation, rather than complete
systems that address cost of use, energy consumption and ease of use. In contrast,
MobiTribe addresses all these issues. More importantly, MobiTribe allows users to
use their centralised social networking services, which they are familiar with, to
interact with their friends.
Predicting the consumption of content for pre-fetching reduces the monetary and

energy costs of delivering the content as shown in Section 5.3. Then, it also improves
the user experience both in terms of the startup delay8 and for the re-buffering
[42]. Finally, due to the operator managed data offloading and traffic localisation
capabilities, MobiTribe could be used a telecom operator to provide price incentives
such as family and friends data plans as in the case of voice communication.

3.3 Yalut Architecture

Mobile social networks consist of several physically disconnected components/com-
munities due to the social behaviour of mobile users. These subgraphs in mobile
social networks are composed by the users with specific similar interests or real life
social interactions. For examples, the community created by the shoppers in a spe-
cific food store in a shopping mall, a group of friends sitting together in a sport
event, etc. can be considered as instances of creating these subgraphs. This tempo-
ral community structure has been observed in the literature in other mobile social
networks as well [35]. In these scenarios, the lowest cost network for distributing
content will dependent on the location of the source and destination devices. If they
are within communication range of each other, short-range opportunistic networks
such as WiFi Direct, Bluetooth or WiFi Tethering could be the lowest cost network.

8We compared playback of pre-fetched video on an Android device from local storage with stream-
ing over loaded and unloaded 3G cellular, and the startup delays were 0.5s, 7s and 25s.
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Figure 3.4: Overview of the proposed concept of hybrid mobile content dis-
semination.

If not, WiFi or off-peak cellular could be the lowest cost network. The proposed
system, Yalut exploits the availability of these hierarchical heterogenous networks
to disseminate content among social network friends depending on their location as
shown in Figure 3.4. In these scenarios, it is possible to use opportunistic direct
wireless connectivity among the devices due to the geographical proximity.
This section augments the previously proposed MobiTribe architecture for even

more effective content dissemination. The objective is to provide cost-efficient timely
distribution of UGC in mobile social networks. We assume that users search and
download content using a mobile app provided by Mobile Social Network (MSN)
service providers such as Foursquare or Facebook. For example, when a user enters
a shopping mall, he or she subscribes to the location-based MSN related to that
particular shopping mall. The idea is to use the mobile app and the MSN service as
the front end to advertise the content and use device-to-device communication for
content dissemination.

3.3.1 Sharing and downloading of content

To illustrate the operation, consider the case where a particular user, a creator, wants
to share content with a set of users who have previously been identified as friends
through a social networking service (e.g. Facebook). Once the content creator
shares content, a notification is delivered to all users through the MSN service as
shown in Figure 3.5a. We assume that the member list of the MSN is available to
all users through the MSN app. Then, a set of users namely Helpers, preferably
from different communities in the MSN, are selected. Helpers then pre-fetch and
replicate the shared content using available low cost networking infrastructure such
as WLANs or 3G as shown in Figure 3.5b. Finally, these helpers propagate the
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Figure 3.5: Content sharing process in the proposed hybrid content dissemi-
nation strategy for MSNs

content to other users in the community using opportunistic direct device-to-device
communication technologies such as WiFi Direct, Bluetooth and WiFi Tethering as
shown in Figure 3.4. Figure 3.5c shows the content downloading process. When a
consumer click on the shared notification, the mobile app first checks for the content
on the local device, if not available, the content is downloaded from the members of
the MSN using a peer-to-peer communication protocol, similarly to MobiTribe.

Assume that potential consumers among these friends can be predicted based
on their history of content viewing patterns. Then, we can propagate the content
only to these subset of friends who have been identified as potential consumers
and leave the option for other friends to fetch the content from the creator or one
of the consumers who have already downloaded the content. If this pre-fetching
can be scheduled to use low-cost networks depending on the location of the users
(Figure 3.4), it will minimise the communication costs, energy usage and storage
requirements of mobile devices. We contend that even though it is difficult to
predict the content consumption of a user with a high degree of accuracy, it will
still possible to have a significant impact on reducing the communications costs.
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3.3.2 Replicating of content

Even though the replication improves delivery performance, the networking infras-
tructure usage incurs cost and therefore its usage needs to be minimised. The energy
and monetary cost of networking infrastructure usage to the user vary with the time
and the location of the user. For instance, a 3G cellular network at night can have a
lower energy cost to the user compared to congested WiFi network [41]. Short-range
opportunistic networks can be considered as the lowest cost network. If short-range
opportunistic networks are to be used for disseminating content, the main challenge
is guaranteeing the timeliness of the delivery as it is not possible to ensure a sufficient
number of consumers being present in the vicinity of the creator. This is overcome
by replicating the content on some carefully selected consumers, namely helpers,
and using these helpers to propagate the content to other consumers through op-
portunistic communication, as shown in Figure 3.4. Each user in the MSN can
potentially become a helper. The decision as to which devices replicate content and
become helpers can be based on the device context information, such as available
network types, the battery level, AC power availability and the amount of spare
storage capacity as before.
The viability of the proposed system thus depends on the selection of helpers, and

the minimisation of replication. We consider that a central entity similar to CMS
performs the helper selection based on the users’ connectivity information, as de-
scribed in Section 6.2.2. As shown in Figure 3.4, initial content replication is carried
out by either a pre-existing networking infrastructure such as WLANs and cellu-
lar networks, or short-range opportunistic communication, if the helpers are in the
vicinity of the creator. At the same time, the creator initiates content dissemination
to the consumers in the vicinity via short-range opportunistic communication.
Similar to MobiTribe, to perform content dissemination among the users, a mod-

ified version of BitTorrent peer-to-peer protocol, is used. In particular, a consumer
becomes a propagator or a seeder only after the consumer has downloaded all pieces
of the content. This enables the prioritisation of the energy consumption of a mobile
device, by first downloading the full content for its own use and then helps others.

3.3.3 User Privacy and Incentives/Disincentives

As discussed in the previous section, content sharing with online friends inherently
reduces the privacy of the user through direct and indirect channels [69].Similar
to MobiTribe, our aim is to minimise loss of privacy and confidentiality threats
compared to existing social networking systems.
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3.4 Summary

Yalut achieves the privacy objectives by design as it keeps user data away from
the centralised service providers by using trusted social networking friends for stor-
age. Moreover, the proposed system does not propagate content through strangers
compared to other opportunistic content dissemination systems. The improved user
privacy and user control over data can be considered as one of the incentives to take
part in the proposed system. The other incentive is that the users can reduce their
cellular data usage as the system enables opportunistic content delivery. Therefore,
when friends are in the communication range of each other, Yalut provides further
cost benefits than MobiTribe due to usage of lowest cost option of device to device
communication. In addition, it is important to consider incentives for helpers as
they leverage their resources for the benefit of the community. When acting as a
helper, the system enables content pre-fetching and thereby providing another in-
centive for the helpers. We believe that these incentives will be sufficient for users
to collaborate with their friends for the benefit of the community of friends as a
whole. In addition, if necessary, it is possible to incorporate a credit scheme where
helpers accumulates credits in return for propagating others content as proposed in
[70].

3.4 Summary

This Chapter has introduced three mobile systems User-Stash, MobiTribe and Yalut
to mitigate mobile data traffic growth whilst providing privacy and usability benefits
for the users.
User-Stash provides cheap access to geographically popular content using a novel

mechanism of uploading the content downloaded by US-app users via cellular net-
work to US-servers via a local network US-LAN. User-Stash eliminates the need of
predicting low-cost network availability as it exploit the capability of smart mobile
devices to create a local low-cost network. Moreover, we proposed a sustainable
in-app advertisement based incentive scheme for users to become US-server users.
MobiTribe enables decentralised social networking on smart mobile devices by

making the content available through low cost networks irrespective of the location of
the users. The availability of content via low-cost networks is increased by replicating
content on friends of the content creator forming mobile private storage tribe. It
is also possible to integrate MobiTirbe with existing centralised service providers
provide over the top services with improved privacy and user control of data.
Yalut extends MobiTribe architecture for further benefits in terms of commu-

nication costs using a hybrid time-aware method of combining distributed storage
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and opportunistic friend-to-friend content dissemination. Yalut exploit the available
lowest cost networking infrastructure to transfer the content to be disseminated to
geographically disconnected user communities.
The next three Chapters 4, 5 and 6 provide content delivery mechanisms includ-

ing respective content caching and replicating methods of the three architectures.
Finally, Chapter 7 shows the practicality and feasibility of all three architectures
through implementations on Android mobile devices.
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Chapter 4

User-Stash: Dissemination of
popular content

User-Stash addresses the challenges of lowering the cellular bandwidth usage and
improving the QoE for users. As proposed in Section 3.1, it consists of a

novel content caching mechanism that was inspired by the delivery of information
via the free news papers in public transportation systems in major cities around the
world, where users consume content (reading the paper) whilst travelling but leave
the content (the paper) when they leave. The User-Stash mechanisms proposed in
Section 3.1 relies on the transient colocation of devices and the epidemic nature
of content popularity and exploits the capabilities of modern mobile devices. In
essence, the observation that users in a particular location, at a given time period
are likely to be interested in similar content with a high probability. The system
allows users to contribute the content that they have downloaded and consumed to
a local store (US-server) via a local network (US-LAN ), and then allows other users
to retrieve items of interest to them using a mobile app (US-app) from the same
local store US-server. If the content could be obtained from the US-server via the
US-LAN, the usage of users’ private cellular network connection will be reduced,
and users’ QoE will be improved due to lower latency and higher throughput of
short-range local content delivery.
In this chapter, we analytically and experimentally validates the hypotheses used

in Section 3.1 such as spatial-temporal correlation of content access and capabilities
of smart mobile devices to host and distribute content locally.This Chapter makes
the following contributions:

• Models the video content access and the corresponding content consumption
patterns of mobile users in public transportation systems using a unique large
real-life dataset from a popular video content provider.
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• Shows that more than 60% cache hit rate can be achieved during an hour
bus ride regardless of the content popularity distribution using the developed
models of the behaviour of the User-Stash users. Moreover, it is possible to
reduce the cellular bandwidth usage and also reduce the latencies. In partic-
ular, more than 80% of the passengers can save at least 40% of their cellular
data usage during a typical average city bus commute of 10 minutes.

• Demonstrates the feasibility and practicality of the proposed content delivery
mechanisms through the development of a prototype Android application. The
experimental results shows that the US-app users lowers the device energy
consumption compared to accessing the content through cellular networks if
the proposed system provides at least 10% cache hit rate and throughput when
accessing content locally via US-LAN can be as high as 6Mbps.

The remainder of this chapter is organised as follows: The operation of User-Stash
in public transportation system is modelled using a real-world dataset as described
in Section 4.1. In Section 4.2, the performance evaluation of User-Stash content
delivery mechanisms in terms of stash hit rates and the use of cellular bandwidth
through a simulation study are presented. Then in Section 4.3, the performance in
terms of latencies and energy consumption is evaluated using measurements of the
prototype implementation on Android mobile devices. Finally, Section 4.4 concludes
the chapter.

4.1 User-Stash System Model

In the following, we model the User-Stash content delivery mechanisms using a
real-world dataset of video content access information of mobile users to derive
probabilistic models for user behaviour and online content access patterns.

4.1.1 Dataset in use

We use logs of video content access of mobile users of PPTV1, one of the largest VoD
service providers in China. The dataset spans over one week in December 2011 and
consists of content requests from three major cities - Shanghai, Beijing and Tianjin.
It consists over 9.5 million content requests by more than 500K users. There are
22 categories of videos including news, movies, TV series and animations. Table
4.1 summarises the statistics of the dataset. In the remainder of this section, we

1http://www.pptv.com
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4.1 User-Stash System Model

Table 4.1: Summary of PPTV dataset
Field Statistics
Duration 7 days - Dec. 2011
# of users 516, 149
# of content requests 9, 579, 576
Video categories 22 (news, movies, etc. )
% of WiFi requests 76.15%
# of requests/user/day 2.65
Avg. length of a video 50 min
Avg. length of view time 18 min

analyse the popularity and the size characteristics of videos as well as the transient
aspects of content access and consumption patterns of this data, for the purpose of
modelling User-Stash mechanisms.

4.1.2 Popularity distribution of video content
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Figure 4.1: Content popularity of PPTV dataset.

It has been previously reported that the popularity of online video content follows
a Weibull distribution [71]. Figure 4.1a shows the maximum likelihood estimation
(MLE) fit of a Weibull distribution for the PPTV dataset using the SciPy Library2.
The videos are ranked based on the number of requests during the one week period.
We obtain an R2 goodness-of-fit value of 0.9382 with the MLE parameters for the
Weibull distribution equal to a shape α of 0.68 and a scale λ of 1600. Even though
the linear regression of the goodness-of-fit provides a very high estimate of the
empirical distribution, the Weibull distribution does not fit well for the entire range
as seen in Figure 4.1a. Home pages of online video websites such as YouTube

2SciPyLib-http://docs.scipy.org/doc/
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contain the most popular videos for a particular geo-location. Similarly, User-Stash
operations are mostly concerned with the most popular content. Therefore, we then
focus on the popularity distribution for only the top 100 most popular videos of
the PPTV dataset in Figure 4.1b. The shape parameter of the MLE fit for Weibull
distribution is similar to the global popularity (α = 0.75), while the scale (λ = 41.7)
is drastically reduced. For the top 100 videos, the Weibull distribution represents a
good approximation of the actual popularity distribution with an R2 goodness-of-fit
test value of 0.984.
The popularity of content i (Pi) is then considered as a Weibull probability func-

tion such that Pi = α
λ

(
i
λ

)(α−1)
e−(i/λ)α where i > 0 and α, λ > 0. However, the

popularity distribution in Figure 4.1 has a considerable long tail due to the large
variety of content access in a large geographical area. Since User-Stash is mainly
designed to operate in a confined geographical area for a limited period of time, the
distribution of the content popularity should be narrower than the PPTV dataset.
Hence, we further investigate the effects of content popularity in Section 4.2 by
varying the shape parameter of the Weibull distribution whilst considering different
content popularity scenarios.

4.1.3 Size distribution and video categories
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The video size (in Bytes) directly affects the storage capacity of the US-server
devices. As our dataset only contains the length of a video in seconds, we calculate
the size of the videos assuming a bit rate of 330Kbps for this model (as the average
content bit rate in YouTube [72]). The video size follows a Gamma distribution
similar to YouTube content size distribution [71] where k and θ denote the shape
and scale parameters of the distribution respectively. The cumulative probability
distribution function for the content size of the dataset is depicted in Figure 4.2.
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The overall MLE fit for the size distribution is found to be a Gamma distribution
with k = 1.63 and θ = 68.74.
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Figure 4.3: Size distribution of four categories of video content

Table 4.2: Models for video categories
Size Type Gamma Pop.
(MB) distribution (%)
c1- 0-35 Trailers k = 1.527, θ = 6.271 12.8
c2- 36–75 Variety show k = 31.474, θ = 1.637 17.3
c3- 76-125 Animation k = 242.589, θ = 0.414 40.34
c4- >125 TV shows k = 19.273, θ = 10.704 29.57

However, the overall model does not fit well with the actual size distribution (R2=
0.31) due to the high percentage of certain video sizes as can be seen in the PDF
distribution, e.g. peaks at approximately 50MB and 100MB. The PDF illustrates
that there are four separate categories of sizes: 0-35MB, 36-75MB, 76-125MB and
beyond 125MB. These broad categories correspond to 4 out of the 22 categories [73],
namely movie trailers, variety shows, animation and TV shows. We model the size
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Figure 4.4: Popularity of video categories during a day

of these four categories separately, as shown in Figure 4.3. Table 4.2 summarises
the Gamma model parameters (R2= 0.99 for all models) as well as the popularity of
each of these categories. In this dataset, more than ∼70% of the content are of size
greater than 75 MB. In contrast, the average content size in online video distribution
services such as YouTube are much lower in the order of 10MB [71]. However, the
size distribution in both services follow Gamma distribution. Therefore, we model
the video size distribution as a Gamma distribution such that the size of content i,
corresponds to a probability function Si = i(k−1)e−(i/θ)

θkΓ(k) where i, k, θ > 0 and Γ(k) is
the Gamma function evaluated at k.

4.1.4 Transient aspects of content request and consumption

First, we study the behaviour of content requests with respect to the time of day.
Figure 4.4a shows the average number of content requests of videos of four size
categories during each hour of the day. During the working hours (∼ from 9am to
6pm), the number of requests are relatively stable across all the categories. After
that, the number of requests increase rapidly peaking between 9pm and 10pm. In
particular, night time peaks for larger video categories of animation and TV shows
(∼5500 requests per hour) are larger than for the two smaller categories (∼2000 re-
quests per hour). However, if we normalise the popularity of each category from the
total number of requests for the particular hour, all categories show approximately
steady behaviour throughout the day as illustrated in Figure 4.4b. For instance,
the portion of 0-35MB video requests out of all requests in an hour is ∼12.8% at
any given hour of the day. Therefore, we consider that the popularity of each video
category to be quasi-stationary and does not change with the time of the day even
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4.1 User-Stash System Model

though the total number of content requests is much greater during night time.
We extract inter-request-time for individual users from the dataset and then model

the inter-request-time for content i, Ii as a Weibull distributed variable with γ and
β as the shape and scale parameters respectively. Figure 4.5a shows the CDF of
inter-request-time of all users in PPTV and the Weibull distribution with MLE fit
parameters of γ = 0.5 and β = 456.14. In particular, approximately 50% of users
request a video at least every 5 minutes and more than 80% every 20 minutes.
Since the dataset we consider here consists of videos of larger view length, the inter-
request-time can be expected to be lower than this representation in other online
video sharing services. In addition, it is expected that in the application scenario of
User-Stash, users would tend to request content more frequently as mobile devices
are generally heavily used by passengers in transit [74]. Therefore, we investigate the
distribution of inter-request-time being less than 10 minutes reflecting the fact that
an average duration between bus stoppings is approximately 10 minutes. Figure
4.5b shows that again it follows the shape of a Weibull distribution with γ = 0.7
and β = 110 and R2 value of 0.9909, where 80% of users request new content at
least every 3-4 minutes.
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Figure 4.5: Inter-Request-Time (IRT) time distribution of individual users

Figure 4.6a shows the probability distributions of the view ratio (defined as the
view time normalised by the length of the video) for all videos. It can be seen
that more than 80% of the videos have less than 0.3 view ratio. Even though the
average length of a video is as large as 50 minutes, the users rarely watch a full video
leading to an average actual view time of just 18 minutes (Table 4.1). Moreover,
the median view time is as low as 1 minute. This is an intriguing factor to consider
when designing content caching mechanisms such as User-Stash, as it determines
whether it is reasonable to stash the full content. However, the average view ratio
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is considerably higher (> 0.4) for shorter videos (0-35MB), as shown in Figure 4.6b.
Then, as expected, the view ratio gradually decreases with the size of the video. We
model this behaviour of view ratios as a linear combination of exponential functions
such that, the view ratio of a video of size s > 0 as Vs = a×exp(λ1)+b×exp(λ2) where
a = 0.4, b = 0.53, λ1 = −0.3, λ2 = −0.006 and exp(λ) = λe−λs. The exponential
model provides a close representation of the content view ratio of PPTV users with
a 0.995 R2 goodness-of-fit test value.
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4.1.5 Transient aspects of passengers on a bus

We consider a scenario of hosting the US-LAN in a bus as described in Section 3.1,
where there is one US-server device and N number of US-app users who are within
the communication range of the US-LAN during a given time period of T . The only
US-server device would belong to the bus driver. N is limited by the maximum
number of passengers for a given bus which we consider to be equal to a constant
50 for the sake of simplicity. Then, the time period T is bounded by the duration
of a bus journey. Since User-Stash is a passive content storage mechanism, the
transient aspects of US-app users such as the number of users in the bus at a given
time, duration of the bus journey of each user and content access and consumption
behaviours of users determines the effectiveness of the cache. We model the transient
aspects of the bus journey as illustrated in Figure 4.7a.
Specifically, due to the mobility of users, the number of US-app users connected

to the US-server device varies with time. We consider that the bus journey is limited
to one hour. The association time of each US-app device (τ) with the US-LAN is
considered as a Log-normal distribution similar to the passenger travel time in a bus
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Figure 4.7: Overview of the User-Stash system model

[75]. That is, on average after τ = eµ+σ2/2 time, US-app users leave the US-LAN,
where the mean µ = 0.6197 and the standard deviation σ = 10.48 for the log normal
distribution of τ . Since the average time of association is around 10 minutes, we
consider that there are bus stops at every 10 minutes as shown in Figure 4.7a.
The number of passengers that get onboard at each bus stop is dependent on

a number of factors such as the time of the day, day of the week, weather, etc.
To emulate this, we assume three traffic models to evaluate different scenarios as
follows;

• Peak: The bus is full all the time, i.e. N = 50. At each bus stop, the same
number of passengers get on and off the bus.

• Off-peak: Ten passengers get onboard at every bus stop if there is enough room
for 10 more people in the bus. If there is not enough space, the bus will be
filled up to the maximum capacity.

• Random: At the beginning of a journey, a random number of passengers be-
tween zero to 50 get onboard. At each bus stop, a random number of passengers
between zero to the remaining capacity of the bus get onboard.

In addition, we assume that all passengers onboard at any given time are users of
the US-app and new US-app users get onboard at each bus stop (piin in Figure 4.7a)
based on either one of the proposed three traffic models. As soon as a passenger gets
onboard, the device associates with the US-LAN. At each bus stop, passengers get
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out of the bus (pjout in Figure 4.7a) if their association time (τ) has expired. During
the association with US-LAN, each US-app user generated content requests based
on observed content access models, which are graphically shown in Figure 4.7b.
Table 4.3 summarises all the parameters of these models. These observed models
and characteristics of video content access, namely - content popularity, size, inter-
request-time, view ratio and passenger model - are further exploited in the next
section to evaluate the effectiveness and benefits of the User-Stash content delivery
mechanisms.

Table 4.3: Summary of User-Stash system model
Transients of content access behaviour

Content popularity Weibull - α=0.75, λ=41.7
Size Gamma - k=1.527, 31.474, 242.589, 19.273

θ=6.271, 1.637, 0.414, 10.704
Inter-Request-Time Weibull - γ=0.7, β=110
View time Exponential - a=0.4, λ1=-0.3, b=0.3, λ2=-0.006

Transients of bus scenario
Duration of bus ride T=1 hour
Bus stops Every 10 mins
Capacity of a bus N=50
No of Passengers Peak, Off-peak, Random
Association time Log-normal (µ=0.6197, σ=10.48)

4.2 Performance Evaluation

We developed a discrete-event simulator in Python due to its flexibility and rich
statistical libraries, which is developed to evaluate the performance of User-Stash
mechanisms under different scenarios of content access and consumption. The sim-
ulator takes the system model parameters summarised in Table 4.3 as inputs and
calculates the stash hit rate and the bandwidth saving statistics. Later in Section
4.3, we consider a real-life scenario when User-Stash is implemented on commodity
smart mobile devices and analyse the effects of network conditions on the system
performance.

Simulation setup

Figure 4.8 schematically illustrates the components and the complete process of
the discrete-event simulator in Python. User Generator component first creates
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Figure 4.8: Illustration of the Python Simulator

a set of users with entry times and leave times for a bus trip based on the three
passenger traffic models described in Section 4.1.5. The leave time is determined
by the log-normally distributed passenger travel time (τ). We also assume that all
passengers in this scenario are US-app users. Request Generator appends each user
dictionary by assigning time instances to generate new content request events using
the observed Weibull distributed inter-request-time (Ii) model. Then, the simulator
progresses through the list of new content requests by all assigned users with one
second granularity from the beginning of a bus trip to the end. When there is
a content request, Content Generator draws attributes for that particular content
request (i), namely content popularity (Pi), view time (Vi), content category type (c)
and content size (Si) from the analytical models summarised in Table 4.3. SciPy3

statistical library is used to draw values from probabilistic distributions. A new
content will not be generated for the same user until the current content is watched
to the expected length. A unique ID number is given to each content, hashing the
content category and the content popularity. All generated content attributes are

3SciPyLib-http://docs.scipy.org/doc/
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saved under this unique ID and it is also used to identify the stash hits and misses.
For this evaluation, the communication between all entities, i.e. a user device, the

US-server and the content provider, is considered to be via a quasi-perfect communi-
cation channel where there is unlimited bandwidth, a non significant transfer delay
and zero bit error rate. The US-server is represented by a dictionary holding all the
stashed video content. A requested content is served from the US-server, if it is a
stash hit. Otherwise it is considered to be downloaded and pushed to the US-server.
At this stage of the simulation, the statistical results such as stash hit rate, total
bandwidth saving and individual bandwidth saving are recorded with reference to
the simulation time.
The effectiveness of User-Stash is mainly driven by the popularity of the content

items stored in the US-server device. In addition to the user behavioural factors, the
storage capacity of the US-server device and the cache replacement policy constitute
two additional factors that may undermine the efficiency of the system. One of the
cache replacement policies then determine whether or not to stash the content if
the local stash is full. Based on the policy, certain contents in the stash will be
evicted to make room for the new content. First, we consider an unlimited storage
capacity at the US-server device. Then, we examine the system performance under
practical resource constraints along with different cache replacement policies. Next,
the simulator moves forward to the next content request until the end of the bus
journey. For each evaluation metric, we performed 50 simulations to increase the
confidence of the results. We validated the correctness of the simulator from the
desired outputs for a certain inputs in different scenarios.

4.2.1 Performance with an unlimited stash size

The expected stash hit rate, referred here as (E[Hs]), is the stash hit rate that can be
expected for the content stored in the US-server device at a given time. E[Hs] is then
the probability of finding a requested content item in the stash, i.e. E[Hs] = ∑

∀i Pi

where Pi is the popularity of content i. The actual stash hit rate is the ratio between
the number of hits and the total number of requests for a considered time duration.
If the content popularity distribution does not vary in time, the actual stash hit rate
should converge to E[Hs] asymptotically.
Figure 4.9a shows the stash hit rate values after a 1-hour bus ride for the three traf-

fic models described in Section 4.1.5 under various content popularity distributions
(i.e. varying the Weibull α parameter). The scale of the content popularity distri-
bution is considered to be equal to that of the empirical PPTV dataset (λ = 41.7).
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Figure 4.9: The stash hit rate performance during a one hour bus ride.

The shape parameter changes the long-tail nature of the popularity distribution.
When 0 < α < 1, the smaller the shape, the higher the popularity of the most
popular content. When α ≥ 1, the larger the shape, the narrower the probabil-
ity distribution of the content. As a result, the stash hit rate increases with α in
general for α ≥ 1. As expected, the peak traffic model gives the highest stash
hit rates due to the larger number of contributors to the User-Stash. In particular,
the expected stash hit rate is higher than 60% regardless of the type of popularity
distribution in consideration. Notably, in the off-peak scenario, the minimum stash
hit rate is still greater than 35%. The random traffic model results in up to 67% hit
rate for the particular shape value (α = 0.75) of the PPTV dataset, which suggests
a considerable potential of higher cellular bandwidth saving for users with similar
behavioural patterns to PPTV customers when using User-Stash.
Figure 4.9b depicts the variation of the actual stash hit rates during a one hour

bus ride, starting from empty stashes in all the devices and considering a random
traffic model. It shows the results for five different content popularity distributions:
α = 0.1 and α = 5 or 10, which represent two extreme cases of very large and
very short long-tail popularity distributions respectively. α = 0.75 represents the
popularity distribution for PPTV dataset. For the two extreme cases of α = 0.1
and 10, the probability of requests of the most popular items is higher than other
distributions. As a result, we observe a rapid increase in the stash hit rate early
during the bus journey, i.e. immediately after the stash is populated by the first
set of passengers bringing high popular content to the User-Stash. In the case of a
very long-tail distribution of the content popularity, e.g. α = 0.1, the evolution of
the stash hit rate stabilises almost immediately after the peak observed at the first
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Figure 4.10: Bandwidth saving and amount of the stashed content during an
hour.

stop of the bus (the 10th minute of the simulation) reaching a 50% hit rate. This is
due to the disparity of the content requests as an effect of the long-tail distribution.
In general, we observe that the actual stash hit rate monotonically increases with
time, as the new users joining the system tend to request popular content that is
already stashed. User-Stash reaches a significantly high hit rate between 70-80% in
the case of α = 5 or 10 due to the narrowness of the content popularity distributions
at higher α values.

The cellular bandwidth saving is one of the primary objectives of User-Stash.
Figure 4.10a shows the total savings of cellular bandwidth as a function of time
in our particular scenario of a unique US-server device serving the bus passengers
(according to different content popularity distributions). We observe that the sys-
tem gradually off-loads a significant amount of data, which results in total savings
ranging between ∼35GB and 55GB. This illustrates the potential of the proposed
system as an alternative solution for reducing cellular network bandwidth usage.
To estimate the required storage capacity, we calculate the total amount of stashed
content, under different content popularity distributions. For the lower distribution
shape values (e.g. α = 0.1, 0.75), the stashed amount is significantly larger as shown
in Figure 4.10b, despite it being shown earlier that the stash hit rates are compar-
atively lower in Figure 4.9b. The total size of the stashed content is approximately
30GB after one hour trip. We expect that for an online content sharing service such
as YouTube, the total size of the stash in use is rather lower mainly due to the lower
average content size (∼10MB as opposed to ∼ 100MB in PPTV). Next, we examine
the impact of limiting the storage capacity at the US-server device.
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4.2 Performance Evaluation

4.2.2 Performance with a limited stash size

Due to the ever increasing storage capacities of mobile devices which can support
up to 160GB as of today4, we believe that assuming a 10-30GB of storage stash
in a mobile device is very realistic. However, for the best performance, the stashes
need to be populated continuously. Therefore, it is necessary to have an appropriate
stash replacement strategy.

Stash Replacement Policies

To represent an extreme case, where the stash is provided by a low end smartphone,
we restricted the stash size to 10GB. For this evaluation, the content popularity is
considered to be similar to the PPTV content (i.e., the distribution parameters are
α = 0.75, λ = 41.2). We consider a number of cache replacement policies, namely:

• LRU (Least-Recently-Used): Keeps the most recently requested content in the
cache without considering the popularity of the content.

• LFU (Least-Frequently-Used): Keeps the most popular content items in the
cache without considering the time of request.

• Evict Smallest (and respectively Largest): Removes the smallest (and respec-
tively the largest) content in size which is in the cache to make room for the
new content.

• Popularity: Replaces the content that has the lowest popularity value (Pc) per
unit size (Sc) with new content using the utility metric (Pc/Sc).

• GDSP (Greedy-Dual-Size-Popularity [76]): Captures both popularity value
per unit size and recency of request including a dynamic ageing factor L. The
content with the lowest utility metric U(c) = L + McPc/Sc is replaced such
that, L ← min{U(c) : for every c in the stash}. The cache miss penalty Mc

is equal to one, considering the retrieval cost for stash misses are equal for all
content items.

Figure 4.11a shows the stash hit rates observed for different cache replacement
policies. All the policies except Evict-largest, results in a stash hit rate higher than
5% after a 1 hour trip. Notably, the two content popularity-based policies show
relatively higher stash hit rates. Although LRU and LFU are two of the most

4Samsung Galaxy S5-128GB external and 32GB internal storage: http://www.samsung.com/
global/microsite/galaxys5/specs.html.
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Figure 4.11: Performance with limited stash at US-server device, stash
size=10GB.

popular cache replacement policies, their performance is not superior in the case of
User-Stash because the content access is heavily dependent on content popularity.
GDSP and Popularity show similar results. However, GDSP is expected to perform
better than Popularity when the content popularity change with time, since GDSP
takes the time of content access into account in its objective function.
Higher stash hit rate does not always lead to the highest bandwidth saving as can

be seen in Figure 4.11b. For instance, even though stash hit rate for Evict-smallest
is higher than Evict-largest by 20%, bandwidth saving for both these strategies are
almost similar. Furthermore, the difference between LRU and GDSP are compar-
atively low in bandwidth saving, despite GDSP saves more cellular bandwidth for
users because GDSP tends to keep high popular smaller content in the cache com-
pared to LRU. Overall, if we employ a cache replacement policy which takes time
of access, popularity and the size of the content, User-Stash performs better even
under extreme conditions such as only having a 10GB stash.

Transient aspects of passengers

Figure 4.12 illustrates the effects of travel time of bus commuters which is determined
by the log-normally distributed association time with US-server (τ) and the duration
between two consecutive bus stops. Since the same user is not going to request the
same content multiple times, the User-Stash receives a diverse content requests (from
the long-tail part of the popularity distribution) when the same content commuters
travel for longer periods. As a result, User-Stash achieves higher stash hit rate for
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Figure 4.12: Stash hit rate against transient aspects of passengers, stash
size=10GB and the random traffic model.

short travel distances where there is frequent arrival and departure of new commuters
as shown in Figure 4.12. In addition, mean association time is the deceive factor
as the stash hit rate does not vary significantly with the duration between two
consecutive bust stops for a given association time. Therefore, User-Stash performs
better in metro type transport scenarios. Overall, the heat map depicts that for
majority of the cases, stash hit rate reaches more than 30% after one hour, even for
a 10GB stash.

4.2.3 Benefits for User-Stash users

For a US-app user, one of the benefits would be the reduction of the monthly capped
cellular network data usage. Therefore, we evaluate the cellular bandwidth saving
for individual users during a bus ride. Each user associates with US-LAN for only
12 minutes on average according to the log-normally distributed association time.
Since US-server device starts with an empty stash at time=0, the passengers during
the first hour would be the users that receive least benefit. In the first hour when
using a 10GB stash, nearly 19% of the users do not save any bandwidth as shown
in Figure 4.13, while that reduces to ∼11% for the passengers who get onboard in
the third hour. The savings are expected to be much higher in real-world systems
as the storage of the US-server device can be easily upgradable to 128GB. Figure
4.13 illustrates that there are only 2% of the passengers with zero bandwidth saving
benefits who enter the bus in the third hour, when the storage is increased 128GB.
The mean bandwidth saving is also shifted to 40-60%. Moreover, 80% of passengers
save more than 40% of cellular bandwidth.
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4.3 Experimental Evaluation

To demonstrate the viability of the User-Stash content delivery mechanisms, we im-
plemented US-app and US-server as Android apps. Although the proposed concepts
are valid for any popular content type, in our implementation we focus only on video
content as described in Section 3.1. The details of the implementation are described
in Chapter 7.
In this section, we present and discuss the measurements obtained using this

implementation with the US-server on a Samsung Galaxy S4 (i9306), and the US-
app on a variety of smartphones from different manufacturers and with various
capabilities.

4.3.1 Throughput and latency

Figure 4.14a shows that the throughput obtained from devices from different man-
ufacturers with different Android versions when only one US-app is in use. The
throughput ranges from 1Mbps to 6Mbps. The maximum rate of ∼6Mbps was
achieved when using a Samsung i9306 and the lowest rate of ∼1Mbps was achieved
when using a Huawei U8950. While this is comparable to cellular throughput in
many parts of the world, it is much greater than the cellular data rates that could
be achieved when using the same equipment, which was approximately 400Kbps. In
essence, although we observed that throughputs are dependant of the device type,
as expected User-Stash still achieves significantly faster data rates when compared
to using cellular networks.
With current Android smartphones, it is not possible to simultaneously use the cel-

lular network andWiFi network interfaces. Therefore US-app manages the switching
between the cellular and the WiFi network interfaces as required. Figure 4.14b il-
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Figure 4.14: Practical measurements of throughput and latencies.

lustrates this switch time between the cellular and the WiFI networks. The results
show that there is a considerable difference in switch time when 1) a device attempts
to connect to a US-LAN for the first time (“First connection” in Figure 4.14b), and
2) the authentication parameters for US-LAN are stored under the previously con-
nected AP list (“US-LAN is in the AP list” in Figure 4.14b). For the latter case, it
only takes 2 to 3 seconds for all the tested devices to switch to US-LAN from another
WiFi network. The switching time is not significant and barely noticeable as the
switching process occurs in the background whilst the users are scrolling through the
search results or the most popular content. However, when a user launches the app
for the first time, and since the US-LAN is not yet in the list of preferred networks
of the user device, it takes between 5 and 7 seconds to associate and connect. This is
acceptable as it only happens once. Figure 4.14c shows the switch time between US-
LAN and cellular networks as an average over two cellular network service providers
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we experimented with. As expected, connections to/from cellular networks takes
longer than switching to WiFi, due to the additional cellular network signalling.
The users experience this switch time delay only when they access content that are
not stashed in the US-server and when they search for a particular content in the
online content providers. More importantly, these switching overheads are only tem-
porary, since smartphones already start enabling the simultaneous use of multiple
network interfaces5.

4.3.2 Client device energy consumption

The device that hosts US-server is expected to be connected to a power source, and
therefore US-server will not be sensitive to the energy usage (e.g., the bus driver
plugs the US-server to a power source). In contrast, the US-app needs to be energy
efficient. We consider two use case scenarios: (1) downloading content form the
US-server, i.e. a stash hit, and (2) the content request results in a stash miss, and
US-app downloads the content via the cellular connection.
In order to measure the practical energy consumption, the battery of the device

was hijacked to connect to a shunt resistor (Rs = 15mΩ) and then the voltage
across the shunt resistor (Vs) was measured using a National Instruments USB-
6008, a multifunction DAQ (NI-DAQ)6. We performed a measurement per every
millisecond and exported the results using NI-LabView. US-app was also configured
to log time stamps for the start and the end of event categories shown in Figure
4.15. During the measurements, special caution has been taken not to introduce
concurrent background activities. The energy consumption for the duration T is
calculated as E = Vs/Rs × Vb × T , where Vb = 3.8V , the battery voltage.
Here, we show energy measurements assuming that the US-app is in the fore-

ground of the device, and that the device is first connected to the US-LAN. We
also measure the energy consumption when downloading the same content through
a cellular network (3G case). Figure 4.15 depicts the energy consumption for the
previously mentioned two use cases normalised by the energy consumption of the 3G
case. For the 3G case, we eliminate any streaming protocol and/or foreground user
interface related power consumption discrepancies by using the US-app to access
videos in the two experiments.
As expected, when using User-Stash, the stash miss scenario results in more power

consumption than 3G downloads due to the extra operational steps of checking the
5e.g Samsung Galaxy S5 enables to boost access speed through simultaneous downloads through
WiFi and cellular networks.

6http://sine.ni.com/nips/cds/view/p/lang/en/nid/201986.
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Figure 4.15: Client device energy consumption measurements for the two ap-
plication scenarios of stash hit and stash miss compared to direct
content access through cellular network.

US-server (Query time), and then switching from US-LAN to the cellular network.
However, the larger the size of the requested file, the lower the relative energy
consumption of the stash miss case and the extra overhead is amortised over the
longer download time. On the other hand, a stash hit allows significant energy
savings compared to the 3G case regardless of the size of the video. There is a saving
of ∼70%, primarily due to higher throughput over the US-LAN (Figure 4.14a). The
energy consumption for both download/view over US-LAN and query time are small
and is almost indistinguishable in Figure 4.15. Moreover, the amount of energy
consumed in the cases of downloading via 3G networks is always larger than that
of local User-Stash download although the view only time is comparatively similar
in all three cases. This is due to the fact that the mobile device is still at the high
power state even after downloading the content for the 3G case.

The results suggest then that the US-app’s energy consumption is dependant on
the stash hit ratio. If we consider that there are four content size categories (denoted
by c), with a popularity likelihood of pc and a normalised energy consumption of
ehitc and emissc for a stash hit and stash miss respectively, the expected normalised
energy consumption E can be represented as a function of the stash hit ratio h as
follows;

E(h) = h
∑
∀c
pce

hit
c + (1− h)

∑
∀c
pce

miss
c (4.1)

We notice that E(h) is a linear function of h with a gradient of ∑∀c pc(ehitc − emissc )
and a y-intercept of ∑∀c pcemissc . If we assume that the content popularity of the
four content sizes in Figure 4.15 are similar to the PPTV dataset (Table 4.2), E(h)
linearly decreases at a rate of 0.77 along with h. Moreover for h > 0.0968, the
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Chapter 4 User-Stash: Dissemination of popular content

normalized energy consumption E(h) is less than one. Therefore, if the system is
able to provide at least a 10% stash hit rate, users are very likely to save on the
device energy consumption. This is a compelling case of the practicality and viability
of the proposed system while improving the user QoE and reducing the mobile data
traffic.

4.4 Summary

Mobile video traffic has been driving an explosive growth in the mobile data traffic,
with users of smart mobile devices struggling to limit their usage to monthly capped
data plans. In Section 3.1, we proposed a novel crowd-sourced mobile content deliv-
ery mechanism - User-Stash, that enables users to access popular content for free in
areas such as public transport where there are no cheap networks such as WiFi. The
User-Stash provider selects a set of users to deploy crowd-sourced User-Stash de-
vices (US-server) in public places. The smartphone users can access the US-server’s
content storage via the mobile app (US-app). The content downloaded by US-app
users via cellular network will be uploaded and stashed in to US-servers via a local
network hosted by US-server. An advertisement based incentive scheme has been
developed for users to become US-server users.
In this chapter, we validate a hypotheses of spatio-temporal correlation of con-

tent access using a real-world data set of a video content provider. The content
access patterns and characteristics of content are probabilistically modelled for the
purpose of evaluating the performance of User-Stash under different operational en-
vironments. Combing with the analytical models of user behaviour in public trans-
portation systems, we showed that more than 60% cache hit rate can be achieved
during a one hour bus ride regardless of the content popularity distribution and
User-Stash achieves higher stash hit rate for short travel distances - e.g. metro type
transport services, where there is frequent arrivals and departures of new commuters.
Then, the performance was evaluated against various system constraints such

as the available storage capacity in the stash, device manufacturer and operating
system dependencies. Popularity based cache replacement strategies such as GDSP
performed better than other widely used schemes such as LRU under strict content
storage constraints at the US-server device. Moreover, with a 128GB of User-Stash
storage, more than 80% of the users reduced their cellular network usage at least by
40%. Finally, throughput, latency and device energy consumption of the US-app was
evaluated using the measurements obtained from the experimental implementation
on Android mobile devices. The throughput when accessing content locally via
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the US-LAN from the US-server varied from 1Mbps to 6Mbps depending on the
mobile device manufacturers and capabilities. The results also showed that US-
app users lower the device energy consumption compared to accessing the content
through cellular networks if the proposed system provides at least 10% stash hit rate.
Further details of the implementation of the US-app and US-server components on
real smart mobile devices are presented in Chapter 7.
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Chapter 5

MobiTribe: Content delivery over
low-cost networks

In Chapter 4, we proposed User-Stash that enables the users to access popular
content for free reducing their cellular network usage and improving the user

QoE. However, User-Stash does not address the issues associated with privacy and
user control of data. MobiTribe architecture described in Section 3.2 overcomes the
challenge of providing users more control of their data and to protect their privacy
by keeping the data away from centralised service providers. Smartphones could be
used for hosting and sharing users data in a distributed manner, if the associated
high communication costs and battery usage issues of the traditional distributed
systems could be mitigated.
In this chapter, we exploit the time elasticity of social networking content, harness

the advanced capabilities of mobile devices and the fact that the user will have access
to high speed low-cost network such as WiFi networks to provide cost efficient con-
tent sharing mechanisms. The idea is to use a connectivity aware content replication
on the users’ devices who are highly likely to view the same content there by reducing
the costs of distributing the content to a level comparable with centralised systems.
Further, this chapter provides a performance analysis of MobiTribe using realistic
content creation and consumption models. The results show that peer-to-peer store
and forward architectures can provide the same functionality as centralised archi-
tectures, but with lower distribution costs and energy consumption. Moreover, it is
always more cost efficient than content sharing via non-mobile-optimised distributed
social networking platforms. This chapter shows that:

• The content replication problem in distributed peer-to-peer architectures is
NP-Hard and then present a novel algorithm for device grouping in content
replication based on a combination of a bipartite b-matching and a greedy
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heuristic, which minimises content replication and maximises content avail-
ability whilst ensuring fairness.

• The computational feasibility of the proposed algorithm by theoretical worst
case time complexity analysis for scalability.

• The viability of the proposed algorithm such that it is possible to achieve
persistent low-cost network availability with only two replicas, using a real-
world data traces.

• When compared to alternative social networking approaches, MobiTribe can
save more than 75% of the uplink and 45% of the downlink cellular bandwidth,
using real-world data sets and analytical modelling of content creation and
consumption behaviour.

• MobiTribe mitigates the high device energy consumption associated with peer-
to-peer architectures as it increases the usage of high speed low-cost networks.

The remainder of this chapter is organised as follows: Section 5.1 presents the
intuition and constraints for device grouping and then, we formally define the con-
tent replication problem in peer-to-peer architectures. Section 5.2 presents three
device grouping algorithms followed by the evaluation of the performance of content
replication in Section 5.3. Then, in Section 5.4 MobiTribe system performance is
evaluated in terms of communications cost and energy efficiency through analyti-
cally modelling content creation and consumption. Finally, Section 5.5 summarises
the contributions of this chapter.

5.1 Content Replication in MobiTribe

5.1.1 Device availability to host content for others

The primary objective of the device grouping is to determine a tribe of devices for
content replication such that the tribe maximises the availability of a content via low-
cost networks. As described in Section 3.2.1, device grouping for content replication
is performed by the CMS periodically or in response to a significant degradation of
the availability of a tribe’s content. The ability to host content on a device, namely
“Device Availability” can be represented as a binary pattern as shown in Figure
5.1. If a set of carefully selected devices combined together to form a storage tribe
(mTribe), then as long as at least one device in the tribe is available to distribute
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the content to other users, as depicted in Figure 5.1, the content becomes always
available.

Group is always 
available via low cost 

network 

Device 
Available 

Device not 
Available 

Figure 5.1: Intuition for device grouping based on device availability

The device availability patterns can be generated based on the device context
information such as available network types, the battery level, AC power availability
and the amount of spare storage capacity on the mobile device. Each device records
user context information and uploads collected data periodically to the CMS. In
order to preserve user privacy, all these information is aggregated to a single bit to
indicate whether it can to host content for other users. The communication cost
can be further optimised by analysing network infrastructure context information
available at the CMS such as connected cell ids, network load and relative importance
of the traffic. The idea is to use the history of device availability patterns to group
users, because users have the regular behavioural patterns.
Let the availability of a device i be Ati, where Ati = 1, if the device is capable

of hosting others’ content during the time slot t and Ati = 0 otherwise. Then, the
probability of low-cost network availability of a tribe of devices (G) can be defined
as follows, where |T | represents the number of time slots considered to infer future
availability, namely the “Training Period”.

Pa(G) =
∑
t∈T

⋃
i∈GA

t
i

|T |
, Ati =

 1 Available
0 Not available

If users have regular behavioural patterns, it is possible to use Pa(G) as a metric to
predict future availability because Pa(G) gives the probability of at least one device
having device availability at a randomly selected instance to co-host content for other
users during the Training Period. Therefore, if Pa(G) is higher than a threshold,
the “Threshold of Pairing” (Pth), we consider that tribe G satisfies the availability
constraint and can be used to host others’ content in the future. However, in real
systems there can be time instances that the exact status of device availability
is unknown. Table 5.1 summarises the device availability patterns of two devices
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Table 5.1: Contingency Table

Device i
1 0 2

Available:1 n11 n10 n12
Device j Not available:0 n01 n00 n02

Unknown:2 n21 n20 n22

considering all three states; 1) device available: 1, 2) device not available: 0 and
3) availability unknown: 2. The table contains elements nij indicating the number
of time instances that one device in state i and the other in state j. Hence, the
probability of availability of a tribe can be defined as;

P ′a(G) = n11 + n01 + n10 + n12 + n21

|T |

In addition, the content can only be distributed when both end devices are connected
to low-cost networks. Thus, we redefine the device grouping metric PWo

a , a modified
probability of availability;

PWo
a (G) = (n11 + n01 + n10 + n12 + n21) +Wo × n11

|T |+Wo × n11

The probability of having low-cost connectivity in more than one device increases
with the overlapping weight Wo, which is used to control the impact of overlapping
low-cost availability during the group selection.
However, we cannot implicitly select tribes based on threshold of pairing be-

cause replication consumes scarce resources. Therefore, we consider two additional
constraints in device grouping to ensure the resource limitations are taken into con-
sideration.
1) Minimum Replication: It is obvious that, the availability of the content

increases with the level of replication. A high level of replication will disrupt the
system performance by creating additional traffic flows and overheads, wasting bat-
tery life and storage of mobile devices. Hence, the device grouping trades-off repli-
cation to availability. The minimum replication is ensured by defining a Limit of
Replication, i.e. the maximum allowed size of a tribe.
2) Fairness: The system should not place an extra burden on the resources of

devices with good low-cost network availability. For instance, if such a device is
selected by many users to host data, it would drain energy and storage of that
device. Therefore, the replication mechanism should make sure to replicate content
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Figure 5.2: Heuristic content replication algorithm.

fairly among the devices. The fairness of the system is ensured by defining the Limit
of Hosting, i.e. the maximum number of tribes that a single device can belong to.
Each device in the system should be able to locate a tribe of devices while satis-

fying the threshold of pairing, limit of replication and limit of hosting. When these
three constraints are satisfied, a device included in the mTribe is said to be covered.
Thus, the content replication problem becomes “how to find a maximum cover while
satisfying minimum replication and fairness constraints”.

5.1.2 A heuristic content replication algorithm

First, we study the feasibility of using history of device availability patterns for
device grouping while satisfying the above mentioned design requirements. The
group selection is carried out using the device availability patterns stored in the
CMS. Figure 5.2a shows the flow diagram of a heuristic device grouping algorithm
and the following sub sections describe the key decision points with reference to the
flow of the algorithm.
If the device is already grouped, the algorithm re-calculates Pa(G) for the group
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by matching the most recent availability patterns. If the new Pa is greater than
Pth, the algorithm move to the next device and if not, the device is moved to the
group selection process. As shown in the Figure 5.2a, the algorithm always checks
the threshold of replication before the group selection. If the group size reaches the
threshold of replication, un-pairing will occur one at a time, by removing the least
suitable device to pair with.

Group selection

After checking both of the above thresholds, the algorithm starts the group selection
procedure, which is shown in Figure 5.2b. The group selection operates until it
finds a group of matching nodes to host the content or until it reaches Threshold
of Random Attempts. If the initiating device has very low connectivity, it may
be hard to find a device to pair it with. When there is large number of devices
involved, the algorithm will keep searching for a matching device for a long time.
The Threshold of Random Attempts is introduced to reduce the search times. The
value for the Threshold of Random Attempts can be decided depending on the
available computational resources.

The group selection procedure is designed to select a device or group of devices
randomly with the lowest possible level of hosting while ensuring the maximum
possible fairness. When selecting a random device, the algorithm ignores the devices
in the current group and in the Exception category. The devices that have already
failed to satisfy the threshold of pairing are included in the Exception category as
shown in Figure 5.2b. The selected device or devices calculated Pa followed by
its validation with the Threshold of Pairing. If it is not satisfied, the algorithm
moves back to select another device after updating the Exception category and the
Threshold of Random Attempts.

The replication was designed to be done symmetrically. That is, if one device
selects another device to host data, then the reverse is also allowed with out any
evaluation. This may increase the convergence time of the system as well as over-
heads. However, this procedure creates unnecessary replication for devices which
have very good connectivity, because that devices will be selected by many other
devices to host data. On the other hand, these devices do not need to replicate
in many other devices to provide the required availability. Hence, we removed the
symmetric replication to reduce the average level of replication in the system.
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5.1.3 Evaluation of heuristic content replication

For this analysis, the only context information considered is availability of WLAN
of the devices. Although there are several traces available at trace data repositories
such as CRAWDAD [77], WiFi connectivity traces obtained from normal use of
smart phones are rarely publicly available. We used a Rice Community trace data
set at [77] and it has WiFi connectivity information with a one minute granularity
from 14 HTC Wizard PDA phones. We found another data set from CoSphere trial
at [77]. The data set contains information from three different wireless network
interfaces cellular, WiFi and Bluetooth. We combined these two data sets to get a
larger data set of 26 devices. However, only 21 devices had consistent data through
out the period. We identified three states: WLAN available, WLAN not available
and trace record not available. We extracted a transition vector for each user from
the raw data as a representation of device availability patterns. Although the time
period of two traces need not have been be the same to combine them, but it
happened to be the same in this case. The granularity of the data was not equal
and we had to transform the Cosphere data into one minute granularity to obtain
a similar transition vector such that if a device is available for the majority of the
time for a given minute, the device is considered as available for that minute.

Simulation setup

The trace data was used to evaluate the performance of the algorithm by dividing
the data into two categories: Training Period (TP) and Evaluation Period (EP).
The TP data block was used to perform the group selection. The performance of
the selected group was then evaluated during the EP data block. We considered the
minimum TP as one day i.e. it is required to be at least 1440min length transition
vectors in the CMS to start the replication algorithm. The TP will keep growing
with each periodic update of context information. To achieve best performance
there should be enough amount of past context information. Hence, we selected
the values TP=7 and EP=3 to evaluate the performance of the algorithm. The
impact of the TP and EP on the results is discussed at the end of this section.
In addition, without loss of generality, Limit of Replication (THRrep) and Limit of
Hosting (THRhost) were considered as equal during the whole evaluation.
Since Pa is defined by considering all the undetermined instances as “Unavail-

able”, the Pa gives the worst possible availability during the EP, namely "Worst
Case". On the other hand, it is possible to remove all undetermined instances from
the evaluation and we name it as the "Best Case". Hence, we evaluated the perfor-
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Figure 5.3: Average availability and level of replication of the selected groups

mance of the algorithm with respect to both best and worst case scenarios. After
each execution of the algorithms illustrated in Figures 5.2a and 5.2b, all evaluation
metrics were calculated for each selected group and averaged over the groups to ob-
tain the average system evaluation metric. The same procedure was repeated over
the entire trace data period by sliding the TP and EP by one day and once again
averaged to get the final metric. The repetition procedure ensures the adaptation
of the algorithm for different sets of training data sets. Hence, the average metric
values can be considered as more generic and realistic.

Results and Discussion

Figure 5.3a shows that almost 100% of average system availability can be achieved
for a limit of replication (THRrep) of four or more in the best case scenario. Even
the worst case leads to more than 95% availability, if more than six devices per
group is allowed. Moreover, the average of replication is always less than the limit
of replication, as shown in Figure 5.3b. For the best case, 99.98% availability can
be achieved for an average replication of 2.69 with the limit of 4 replicas per user.
The system average replication, i.e. average group size, is used as the metric to
check the performance for minimal replication. Figure 5.3b shows that the system
average replication reaches its maximum at limit of replication of six and never
goes beyond that even if the limit of replication increase up to 10. This indicates
that the algorithm identifies the best devices to group with and the design goal
of minimal replication is achieved. The standard deviation increases with limit of
replication as it allows all devices in the cloud to achieve high availability. But, the
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maximum value is 0.5 which is sufficiently low to accept the fact that any device in
this particular data set requires only 2-3 replicas.
The availability increases with threshold of pairing (higher the Pth tighter the

constraint) and reaches a maximum value when Pth = 0.9999. On the other hand,
Pth = 0.9999 has the highest value of replication. Hence, the trade-off between
maximal availability and minimal replication has to be managed appropriately with
respect to available resources and behaviour of specific groups of users. In general, if
the device pool is large enough, the trade-off will be reduced due to the availability
of different connectivity patterns. It is worth noting that the average availability of
a single device in this particular data set is 49.21%. The device availability however
has been improving. A recent study by Lee et al. [10] suggests that WLAN avail-
ability in metropolitan areas is now approximately 70%. That means the algorithm
can achieve 100% availability with even less replications, which clearly enhances the
feasibility of MobiTribe.

Minimal reshuffling

Every pairing, un-pairing and reshuffling of groups consumes network resources and
device resources such as battery power. Therefore, the distribution algorithm should
be capable of minimising the number of pairing, un-pairing and reshuffling activities.
We evaluate the number of un-pairing activities per day for the particular data
traces. An un-pairing activity takes place only if the existing group does not satisfy
the threshold of pairing requirement.
The cumulative count of un-pairing activities increases considerably during the

system convergence period and remains at that level as in Figure 5.4. That is,
there is almost zero un-pairing in the settled system. In addition, there is almost
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Figure 5.5: Impact of Training Period (TP) and Evaluation Period (EP)

zero un-pairing activities when THRrep is high enough. Hence, it suggests that it is
possible to find stable groups for content replication. The limiting factor would be
the frequency of the total system reshuffle, i.e. regrouping all devices as the level of
replication may grow up to limit of replication for all groups eventually. Because of
the long-tail nature of UGC, older content is less likely to be accessed and do not
need to be reshuffled to gain more availability. We propose to regroup devices after
certain time period only to replicate newly created content, i.e. older content will
not be reshuffled which ensure minimal additional overheads due to replication.

Impact of EP and TP

Since periodic updates of context information suppose to be received daily, it is
possible to re-evaluated the groups every day. Therefore, the Evaluation Period
should ideally be one day. If one device is unable to send the periodic update,
current group should be capable of maintaining the availability for an extra time
period until the next periodic update. Therefore, we set the EP as three days for
evaluation purposes. Since the EP=1 results shows better performance than EP=3
as shown in Figure 5.5a, it is worth noting that all performance metrics will be much
improved in the actual scenario than the evaluation.
The TP will keep growing with each periodic update of context information, but

in practice the CMS can not keep large amounts of historic data and it is also not
necessary. We evaluated the system performance, percentage of availability for the
worst case scenario, by increasing TP=1 to TP=14. As shown is Figure 5.5b, the
system takes at least seven days to converge to its optimal performance. After that,
increasing the TP does not show big difference of availability where as it increases
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5.2 Device Grouping Algorithm

computational complexity of the algorithm and storage. We can assume that this
is due to weekly life patterns of mobile users. Hence, we selected TP=7 for all
evaluation purposes. Also, we trained the system considering a sliding window of
seven days and identified that it is possible to maintain the near-best performance
with less complexity. In practice, the specific TP value depends upon several factors
such as storage, computational power and behaviour of social network.
This analysis shows that it is possible to exploit history of device availability

patterns for device grouping. The heuristic algorithm proposed in this section is
capable of providing considerable increase in content availability with in a selected
tribe.

5.2 Device Grouping Algorithm

In this section we first formally define the device grouping problem subjected to
three constraints, 1) Threshold of Pairing, 2) Limit of Replication and 3) Limit of
Hosting . Then, a novel scalable algorithm to perform device grouping is proposed.

5.2.1 Problem definition

A hypergraph is a pair (V,E), where V is a ground set of elements and E is a
collection of subsets of V . The rank of a hypergraph H = (V,E) is defined as
∆H = maxe∈E |E|; we will drop the subscript H when the hypergraph is clear from
the context. For a subset C of E and a vertex u ∈ V , we denote the degree of u in
C by degC(u) = |{e ∈ C : u ∈ e}|.
In the device grouping (dg) problem we are given a hypergraph H = (V,E)

and a capacity function c : V → Z+. The objective is to find a subset C ⊆ E that
maximises the number of vertices spanned by C, namely;

Maximise |{u ∈ V : degC(u) ≥ 1}|
subject to degC(u) ≤ c(u) for all u ∈ V

The relation between dg and our application is as follows. The vertex set V
represents the set of devices. The hyperedge set E is the collection of subsets of
V satisfying the availability constraint, Threshold of Pairing (Pth). The parameter
∆ is the maximum allowed group size, i.e. the Limit of Replication. Finally, the
capacity function c represents the Limit of Hosting, the fairness constraint. The
objective is to perform a grouping that covers (spans) as many devices as possible.
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Theorem 5.1. dg is NP-Hard even when ∆ = 3 and c(u) = 1 for all u ∈ V .

Proof. Let (V,H) be a hypergraph. A matching is a subset C of E, where the sets
in C are pairwise disjoint. The matching is perfect if every vertex is covered by
some edge in C; namely, ∪e∈Ce = V . When ∆ = 3, testing if such a matching exists
is known as the 3D-matching problem and is one of Karp’s original 21 NP-Hard
problems [78].
The hardness of dg follows immediately since the case specified in the theorem

statement is the problem of finding the largest subset C ⊆ E such that sets in C

are pairwise disjoint.

5.2.2 A tractable special case of device grouping

Even though the problem is hard when ∆ ≥ 3, we can show that the problem is
solvable in polynomial time when ∆ = 2, i.e. when (V,E) is a graph, via a reduction
to the minimum weight degree constrained subgraph (mwdcs) problem.
This shows that the hardness proof in the previous section cannot be represented as
a simpler problem.
Let, a graph (V,E), a weight function w : E → R+, and lower and upper degree

constraints L(u) ≤ U(u) for each u ∈ V as inputs to mwdcs. The objective is to
find a minimum weight subset F ⊆ E such that L(u) ≤ degF (u) ≤ U(u) for all
u ∈ V . Gabow [79] gave an O(U(V )|E| log |V |) time algorithm for this problem,
where U(V ) = ∑

v∈V U(v).

Theorem 5.2. dg can be solved in O(c(V )|E| log |V |) time when ∆ = 2.

Proof. Given an instance (V,E, c) of dg, we construct an instance of wmdcs
(V ′, E ′, U, L, w). The graph (V ′, E ′) is obtained by taking (V,E) and adding an
edge (u, u′) for each u ∈ V ; in other words, V ′ = {u, u′ : u ∈ V } and E ′ =
E ∪{(u, u′) : u ∈ V }. We set w(e) = 0 for all e ∈ E and w(e) = 1 for all e ∈ E ′ \E.
Finally we set L(v) = 1 and U(v) = c(v) for all v ∈ V , and L(v′) = 0 and U(v′) = 1
for all v ∈ V . It is trivial to check that a solution for the dg problem covering X
vertices induces a solution for the degree constrained problem with weight |V | −X,
and vice versa. Therefore, a minimum weight solution for the degree constrained
problem corresponds to a maximum coverage solution for the dg problem.

While this settles the complexity of dg when ∆ = 2, this result does not constitute
a satisfactory solution for our problem because Gabow’s algorithm [79] involves
complex data structures and there are no implementations of it available. However,
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Figure 5.6: Edge pruning in the proof of Theorem 5.3

it can be shown that in most cases our problem can be reduced to a single bipartite
b-matching computation for which highly tuned implementations are available (the
problem reduces directly to maximum flow). An instance of the b-matching problem
is specified by a bipartite graph (A,B,E) and a function b : A ∪ B → Z+. The
objective is to find a maximum cardinality subset M of E such that degM(u) ≤
b(u) ∀ u ∈ A ∪B.

Theorem 5.3. When ∆ = 2 and c(u) > 1 for all u ∈ V , we can reduce dg to a
single bipartite b-matching computation in linear time.

Proof. Let (V,E, c) be our dg instance. We construct a bipartite graph (A,B,E)
where A = {v : v ∈ V } and B = {v′ : v ∈ V }; for each (u, v) ∈ E we include two
edges (u, v′) and (v, u′) in E. In addition, we set c(u) = 1 and c(u′) = b(u) ∀ u ∈ V .
Any solution to the dg instance induces a solution to the b-matching problem

with the same value, and vice versa. To prove the forward direction, let C ⊆ E be a
solution to dg. For each vertex u covered by C, choose an arbitrary edge (u, v) ∈ C
incident on it, and add (u, v′) to the matching. Then it is trivial to show that the
cardinality of the matching equals the number of devices covered by C and that the
matching is feasible.
In the reverse direction, let M be some b-matching. Construct a directed graph

(V, F ) such that if (u, v′) ∈M by adding the directed edge (u, v) to F . These edges
represent that device u is being covered by v. The goal is to find a solution for dg
that covers the same number of devices as M . Let deg+

F (u) denote the number of
edges in F going out of u, and deg−F (u) denote the number of edges coming into u.
Note that for every vertex u ∈ V , deg+

F (u) ≤ 1 and deg−F (u) ≤ c(u); this follows
immediately from b-matching constraints. Therefore in the underlying undirected
graph induced by F , each connected component will be made up of one-trees (a tree
plus one edge, or equivalently, a graph with a single cycle).
It is not possible to disregard the directions of the edges in F and use this as our

dg solution, because the combined in and out degree of a vertex u, can be c(u) + 1.
First, we prune unnecessary edges. A node is a leaf in F , if deg−F (u) = 0. Then, if
there is a node u such that deg+

F (u) = 1 and deg−F (u) ≥ 1 and its in-neighbourhood
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is made up of leaves, delete the edge going out of u from F iteratively. When it is
not possible to delete any more edges, the remainder is a collection of disjoint stars
and directed cycles with some additional edges pointing to vertices in the cycles as
shown in the second graph in Figure 5.6. If a vertex u in a cycle has an incoming
edge from outside the cycle, then remove its outgoing edge from F as shown in the
third graph in Figure 5.6.
It can be easily shown that if a vertex u still has its out-going edge, u is a leaf

or it was a cycle node with a single incoming edge from another vertex in a cycle.
Note that in either case deg−F (u) + deg+

F (u) ≤ 2. For all other vertices with no
out-going edges, deg−F (u) + deg+

F ≤ c(u). Therefore, if the directions of edges in F
are disregarded, the solution is feasible for dg because the c(u) > 1 ∀ u ∈ V by the
assumption made in the theorem statement.
Now the only requirement is to show that every vertex covered by the b-matching is

also covered by the dg solution. Note that every time an edge (u, v) is removed from
F , there is always another edge (x, u) with deg−F (x) = 0; thus, it guarantees that
(x, u) will survive further pruning and remain in F until the end. Therefore, vertex
u will be covered by the (undirected) edge (x, v) in the proposed dg solution.

5.2.3 A greedy algorithm for general instances

For general hypergraphs (V,E), the problem cannot be solved in polynomial time,
since it is NP-Hard. However, it is possible to approximate the problem of covering
the device efficiently using a greedy heuristic with an approximation ratio bounded
by ∆, the size of the largest set in E. The algorithm works in iterations by building
a solution C. In each iteration, it finds an edge e that can be safely added to C
without violating the capacity constraints so as to maximise the number of newly
covered elements.

Algorithm 1 greedy(V,E,C,D, c)
1. C ← D ← ∅
2. while ∃ e ∈ E : degC+e(u) ≤ c(u) for all u ∈ e do
3. Let e an edge in E maximising |e \D| such that degC+e(u) ≤ c(u) for all u ∈ e
4. C ← C + e

5. D ← D ∪ e {vertices in e are now covered}
6. return C

Note that the set systems defined by the feasible solutions of the dg was shown
to be ∆-extendible [80] and the maximisation objective is submodular. For such a
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Figure 5.7: An instance of the device grouping algorithm in practice step by
step

problem, Chekuri et al. [81] showed that greedy is a ∆+1 approximation. However,
for our special objective function, a slightly better approximation is possible.

Theorem 5.4. Let (V,E, b) be an instance of dg, then greedy is a ∆-
approximation algorithm.

Proof. Let O be an optimal solution. The idea is to assign devices covered by O to
devices covered by C, so no device covered by C is assigned more than ∆ devices
covered by O. First, assign sets in O to sets in C.
Suppose that greedy picks a set e in a given iteration. For each u ∈ e, find some

set fu in O, if any, such that u ∈ fu; assign fu to e and remove fu from O. At
the end of the algorithm all sets in O must be assigned. Indeed, let f be some set
in O. If degC(u) = c(u) for some u ∈ f , then clearly f must have been assigned.
Otherwise, degC(u) < c(u) for all u ∈ f , but this means that greedy left the
while-loop prematurely because f can be safely added to C, a contradiction.
Because of the greedy choice, when adding e to C the number of newly covered

devices cannot be larger than if fu is added to C. More specifically, |e \D| ≥ |fu \D|
for the set D just before adding e to C. Thus, it is possible to distribute the devices
covered by {fu} to devices covered by e so that each newly-covered device in e

receives at most ∆ devices from {fu}. Therefore, the overall number of devices
covered by O is no more than ∆ times the overall number of devices covered by
C.

5.2.4 Summary of device grouping

dg will be carried out at a central entity, namely the CMS as shown in Algorithm
2. Let H = (V,E) is a hypergraph consists of V set of devices. As defined earlier,
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∆ is the Limit of Replication and the capacity function c : V → Z+ represents the
Limit of Hosting, the fairness constraint. The function b : A ∪ B → Z+ represents
the difference between the limit of hosting and the number of that a device belongs
to, i.e. b(u) ≤ c(u). The set C represents the set of hyper edges e ∈ E that are
considered to be covered and the set D contains the vertices of the covered edges, i.e.
the set of devices that are covered, the solution of the device grouping algorithm.

Algorithm 2 MobiTribe CMS(V,E,C,D, c, b,∆, Pa)
1. E ′ ← {combinations(V,∆ = 2)}
2. for each e ∈ E ′ do
3. if Pa(e) > Pth then
4. E ← E + e

5. else
6. E ← E − e
7. if e ∈ C then
8. D ← {D \ e}
9. C ← C − e

10. C,D =Device Grouping(V,E,D, c, b)
11. if new context information received then
12. MobiTribe CMS(V,E,C,D, c, b,∆, Pa)

Each device periodically updates the central entity with its recent device avail-
ability patterns (ATi ). From these availability patterns, an undirected graph among
all pairs of devices is generated to solve dg for the case of ∆ = 2, i.e. the maximum
tribe size of two. Figure 5.7a shows an instance of a simple graph created from
availability patterns of five devices. Then, a hyper edges between two devices u and
v is added, if Pa(e) > Pth as shown in step 3 and 4. If the edge does not satisfy Pth
and already considered as a group previously, it is removed from C and D. Then,
the device grouping algorithm is carried out in order to cover remaining devices.
As the first step, a bipartite graph is constructed to implement a single bipartite b-

matching reduction as explained in Theorem 5.3. For each edge (u, v) in the original
graph, edges (u, v′) and (v, u′) are added in the bipartite graph as shown in step 2
to 4 in Algorithm 3. The set A consists of devices that are not already grouped and
the set B consists of the devices with b(u) ≥ 1, i.e. the devices that can pair with
at least one more group. Since the b-matching can be reduced to a maximum flow
computation, a flow network is generated by introducing two extra nodes s and t

as in Figure 5.7b. Each incoming edge to node t from a device u is assigned the
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capacity equal to b(u), i.e. the limit of hosting. All the other edges are assigned
the capacity value of one. In the example network in Figure 5.7b, though device 2
is connected to all other devices, it can only host the content of two others. Thus,
the limit of hosting ensures that device 2 only takes part in a maximum of c(2) = 2
tribes. Once the maximum flow from s to t is computed, we prune extra edges from
the resulted directed graph as illustrated in Figure 5.6 and step 9 to 12 in Algorithm
3. In this particular example, edges (4, 2) and (2, 1) are pruned from the resulting
graph as shown in Figure 5.7c. Finally, the direction of the edges are ignored and
the resulted graph is considered as the solution for the dg problem for the case of
∆ = 2. b(u) is updated for all devices that have assigned new groups as shown
in the step 15. As the next step, if there are any ungrouped devices, the greedy
approximation algorithm (Algorithm 1) proved in Theorem 5.4 is used to find tribes
for the remaining devices.

Algorithm 3 Device Grouping(V,H,C,D, c, b)
1. Let s, t be dummy vertices
2. A← {v : v ∈ {V \D}}
3. B ← {v′ : v ∈ V ∪ b(v) ≥ 1}
4. E ← {(s, u) : u ∈ {V \D}} ∪ {(u, v′) : (u, v) ∈ H} ∪ {(v, u′) : (u, v) ∈ H} ∪
{(u, t) : u ∈ B}

5. c(s)← c(u)← 1
6. c(u′)← b(u)
7. M=maximum flow(E, s, t)
8. F ← {(u, v) : (u, v′) ∈M}
9. while ∃ (u, v) ∈ F such that deg−F (u) = 0, deg−F (v) ≥ 1 and deg+

F (v) = 1 do
10. prune outgoing edge from v

11. while ∃ cycle ∈ F do
12. prune b|cycle|/2c edges
13. C ← {e : e ∈ F}
14. D ← {u : u ∈ ⋃F}
15. for each u ∈ F do
16. b(u)← (b(u)− degF (u))
17. C,D=greedy(V,H, b, C,D)
18. for each u ∈ F do
19. b(u)← (b(u)− degF (u))
20. return C,D
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5.3 Evaluation of Content Replication Algorithm

Effectiveness of device grouping can be determined by 1) the aggregated low-cost
network availability of the selected groups, namely the mTribes, 2) the amount
of replicated content and 3) the number of tribes that a single device belongs to.
The higher the low-cost network availability, the lower the replication, the smaller
the tribe membership of devices, the more effective the device grouping. Since
these three parameters depend on user behaviour, time and location, the analysis
needs to consider real mobile users’ connectivity patterns. We use three data sets
as described in the next section to evaluate the effectiveness of the proposed dg
algorithm. The context information used for low-cost network selection was limited
to WiFi connectivity.

5.3.1 Data sets

The Rice Community [77] trace data set has WiFi connectivity information with a
one minute granularity for 14 users in Houston for 6 weeks. The CoSphere trial [77]
also contains WiFi connectivity patterns of 12 users for 6 weeks. Since these data
sets are individually too small to evaluate device grouping, we combined these two
data sets and created one data set (DS1). We assume that these users are social
networking friends in the same time zone for this evaluation. The data set from
South Korea (DS2) has WiFi connectivity patterns of 97 iPhone users spanning
over 18 days with a 3 minute granularity [10].
When a device has WiFi connectivity, the device is considered to be available
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via a low-cost network. Neither data set has consistent connectivity patterns, i.e.
there are time instances when the exact state of WiFi connectivity is “unknown”.
We consider all unknown states as representing WiFi unavailability to evaluate the
"Worst Case" performance. On the other hand, we can remove the “unknown” states
from the evaluation, which then gives the realistic low-cost network availability of the
devices, namely "Expected Case". Hence, these two cases are used to obtain bounds
for the evaluation metrics as the worst and the expected cases where necessary.
The portion of devices having WiFi connectivity at a given time is shown in Figure

5.8a for both expected and worst cases. The difference between expected and worst
case is higher in DS2 suggesting that it has more unknown states compared to
DS1. The worst case average WiFi availability for DS1 data set is 50%, i.e. each
device has on the average WiFi available for 50% of the time, and for DS2 43% as
shown in Figure 5.8b. Altogether, the data sets contain 1470 days of connectivity
patterns from 105 users in three different cites at three different times. Thus, the
combination of DS1 and DS2 contains a wide range of WiFi connectivity patterns of
real mobile users which can be considered to be a representation of a real operating
environments for the evaluation of the proposed device grouping algorithm.
The trace data sets are divided into training and evaluation periods. The training

period is used to perform the tribe calculation and the performance of the selected
tribes are evaluated during the evaluation period. The device grouping is carried
out daily. If one device in the selected tribe is available via WiFi, the content
stored in the tribe is considered to be available. The availability of all selected
tribes are calculated and the same procedure is repeated over the entire trace data
period to obtain average system availability, Availability of MobiTribe. It has been
observed that the fairness constraint described in Section 5.1, i.e. the maximum
number of tribes that a single device belongs to, namely the Limit of Hosting,
affects the efficiency and the performance of grouping. The main reason for this is
that the devices with high availability would be preferred by many others to host
their content. Hence, we measured the availability of a tribe against the limit of
hosting.

5.3.2 Availability-Replication-Fairness trade-off

Figure 5.9a shows the availability variation of DS1 and DS2 with respect to limit
of hosting. Note that both data sets give similar availability behaviour irrespective
of the different connectivity characteristics of the data sets. This indicates that
the device grouping algorithm have the potential to adjust to different types of
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Figure 5.9: Availability and replication of MobiTribe vs limit of hosting

mobile environments. Figure 5.9b depicts that in the expected case, we can achieve
nearly 100% availability irrespective of the limit of hosting. In the worst case, limit
of hosting has to be more than 4 for the best performance. Hence, the availability of
tribes will fall on to the shaded area in Figure 5.9b. In the remainder of this section,
only DS2 is used since it has a larger device pool and the worst case analysis is
used in every case to benchmark the performance of MobiTribe with alternative
architectures.
Average Replication of the system is the average number of replicas of the original

content (Ra). When the limit of hosting is lower, some devices may not be able to
find a tribe, which lowers the Ra as shown in Figure 5.9c. When the limit of hosting
is higher, devices are allowed to select a single device with high availability instead of
several devices with low availability, which again lowers Ra. The maximum average
replication required to satisfy the availability requirement of Pa = 0.95 is Ra = 1.19
with the standard deviation of 0.39. Thus, in this particular social network, each
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user only needs to group with one or two other users to increase the availability via
a low-cost network.
This analysis shows that nearly 100% availability of content over low-cost net-

works can be achieved with approximately 2 replicas, if the devices are grouped
into tribes as described in Section 5.2. This minimises the overhead of replication
in terms of network bandwidth, storage and battery consumption. Other systems,
such as Safebook [19] or MyZone [46], do not select devices for replication based on
the connectivity patterns. Instead, they use random replication, which results in a
higher number of replicas than MobiTribe to provide a similar level of availability.
To validate this we performed a random group selection. As shown in Figure 5.9d,
random selection requires 7 replicas to provide the same availability level that is
provided by MobiTribe with 1.19 replicas. Although the results are for the small
scale trace data sets used, the number of replicas will be the same or even lower for
large scale real environments because the probability of matching complementary
connectivity patterns increase with the number of users due to the availability of
variety of connectivity patterns of devices. For content sharing through distributed
architectures such as Diaspora [18], which do not replicate the content, the avail-
ability would depend on whether the user’s device has low-cost network availability
at the time another user wants to access the content. Therefore, if the device has
no network access or is switched off, the content will not be accessible at all.

5.3.3 Delay tolerance

After a device has registered its content with the CMS, it has to wait until one of the
devices in the tribe has overlapping low-cost network availability to pre-distribute
the content, namely the pre-distribution delay. As described in Section 3.2.1, if
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the content is accessed before this time, it will be delivered from the originating
device over the available lowest cost network. Hence, this pre-distribution delay is
critical for the performance of MobiTribe. We calculated the pre-distribution delay
of selected tribes repeatedly for seven days assuming ideal communication channels
with unlimited bandwidth. The CDF of the delay for different overlapping factors
are shown in Figure 5.10. As expected, the higher the overlapping factor Wo the
lower the delay. However, the effect of Wo seems not very significant compared to
the added complexity to dg algorithm. The probability of the delay being less than
1 hour is over 60% irrespective of Wo. In [82], it has been observed that 55% of
Flicker content is uploaded after a lag of more than one day. This indicates that
majority of content creators naturally tolerate content delivery delays greater than
6 hours. Hence, we believe that the content delivery delays presented in Figure 5.10
would be practically significant as there is 90% probability for the pre-distribution
delay being less than 6 hours.

5.3.4 Scalability of content replication algorithm

As summarised in Section 5.2.4, the device grouping process consists of three phases.
We first evaluate the asymptotic worst case time complexity for each phase.
1) Hypergraph creation: Similar to the notation in Section 5.1, let a hypergraph

H = (V,E) where the vertex set V represents the set of devices. The hyperedge set
E is the collection of subsets of V satisfying the availability constraint, Pa > Pth.
Figure 5.9c shows that we can cover the majority of devices by using bipartite b-
matching algorithm, i.e. the maximum allowed group size ∆ = 2. Hence, we limit
the rank of the hypergraph to 2 in the initial graph creation phase, which makes
it a simple undirected graph. In general, if a system has n devices, there can be a
maximum of n(n−1)

2 number of pairs that we need to calculate Pa for the creation of
edge set E. Pa calculation does not require heavy computation as it only requires
the calculation of the union of two binary signals and one division for each pair
of users. Therefore, the upper bound for hypergraph creation would be O(n2) in
general. In the data sets considered, there were |E| = 2905 sets out of 3528 pairs,
which satisfied the Pth = 0.95 for |V | = 84 devices.
2) Bipartite b-matching algorithm: The scalability of the dg is dominated by the

calculation of the bipartite b-matching algorithm. Bipartite b-matching is directly
reduced to the maximum flow, thus the complexity is bounded by the maximum flow
computation. There are many fine tuned algorithms available for maximum flow
computation in the literature [83]. The bipartite flow network (A,B,E) consists of
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|A ∪ B| = 2|V | + 2 = 2n + 2 ≈ 2n vertices and |E| = 2(n(n−1)
2 ) edges. Hence, if we

use Goldberg’s algorithm [83], the upper bound for the bipartitie b-matching would
be O

(
|A ∪B||E| log |A∪B|

2

|E|

)
≈ O(n3).

3) Greedy replication: We perform greedy replication selection only for the de-
vices which are unable to group together when ∆ = 2. Let there be m remaining
devices. Then, for each m there are

(
n−1
∆−1

)
combinations to evaluate the threshold

of pairing (Pth) and threshold of hosting (c(u)). Hence, the upper bound for the
greedy algorithm would be O(m

(
n−1
∆−1

)
) ≈ O(mn(∆−1)). We perform greedy selection

until m→ 0 while incrementing ∆.
Altogether, the scalability of the device grouping would be O(n2) + O(n3) +

O(mn(∆−1)) for all three phases. For the case of ∆ ≤ 3, the asymptotic time
complexity is upper bounded by O(n3) because the fastest growing component is
the bipartite b-matching. For the case of ∆ > 3, the time complexity of device
grouping is dominated by greedy replication and is given by O(mn(∆−1)). Since it
is possible to cover majority of devices in phase two, m would be considerably low
compared to n and drastically decrease with each increment of ∆. In addition, ∆
does not need to increase more than 4 in real-life networks. However, m can be
as large as n in theory. Therefore, the theoretical worst case time complexity in-
creases to O(n∆). This is highly unlikely in real-life networks because of high WiFi
availability as observed in this evaluation.
It has been shown that the active relationships a person can maintain is about

150 (Dunbar’s number [84]) and validated for many online social networks. Even in
large systems like Facebook, the median friend size is approximately 100 [85], i.e. n
would be around 100. Since the device grouping is performed at the CMS, where
there are no processing power and energy limitations compared to mobile devices,
O(n∆) and O(n3) can be considered as practical asymptotic complexities for the NP-
Hard dg problem. Furthermore, it is expected that the selected tribes in MobiTribe
will become quasi static over the time due to the regular behaviour of people [86].
Hence, the tribe calculation will be carried out only for users who have changed their
behavioural patterns such that the tribe attributes go below the required thresholds.
In practice, the number of users of the service increases gradually and as a result
tribes will only be calculated for newly added users. Therefore, it is evident that
the device grouping algorithm will scale up with the increasing number of users.
Content popularity is another factor which could impact scalability during content

sharing. As the size of friends will be limited in human social networks (Dunbar’s
number [84]), the content popularity is also limited by the number of friends, if not
shared as public content. The user population of data sets used for the evaluation of
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Table 5.2: Content creation and consumption model

Content creation model
Creator Everyone
Amount per week 142MB [89][88]
Inter-arrival-time Exponential (mean=2 hours) [10]
File size Gamma (scale=2, mean=2MB)[71]

Content consumption model
Consumer Random
Content popularity Pareto Type II (80-10 rule) [90]
Content access delay Gamma (scale=2, mode=15min to 1 day)

MobiTribe is similar to the current number of friends of Facebook users. Moreover,
only 20% of them accounts for 70% of interactions [87]. Therefore the content
popularity among groups of friends will not have any scalability issues for MobiTribe.
When the same content is popular among a number of groups, it is considered as
separate content for each group. In addition, the group of friends in MobiTribe
are assumed to be collaborative, i.e. once someone downloaded content she will be
willing to share it with others participating in the peer-to-peer content distribution
process (seeding). For highly popular content and for creators with a large number
of friends, there will be a higher number of copies available on mobile devices.
Therefore, the peer-to-peer protocol scales with demand similar to BitTorrent.
In addition, the number of different content items generated by users within a

group could impact scalability because of storage capacity. Although the usage of
spare storage capacity in a mobile device has very low relative cost for both the users
and operators, it is obviously not comparable to the storage available via centralised
services. Therefore, to avoid accumulation of content, the old replicated content will
be removed from user caches using a standard cache replacement scheme such as
Least Recently Used (LRU).

5.4 Performance of MobiTribe Architecture

The overall performance of MobiTribe content delivery mechanisms can be quantified
by the savings of cellular bandwidth and the energy consumption of devices. To
analyse the system performance in the future, we use the projected mobile network
data traffic figures of Cisco [88] to model the content creation and consumption
behaviour of mobile users.
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5.4.1 Content creation and consumption model

Table 5.2 summarises the content creation and consumption model parameters. It
is predicted that an average smartphone will consume 2.6GB of data per month
by 2016. Since the uplink (UL) traffic percentage is around the 23-25% mark [89],
we assume that the average smartphone user generates 612MB (23% of 2.6GB) per
month and the generated content are Gamma distributed [71] with the mean content
size of 2MB. It has been shown that the internet access time of mobile users of DS2
are exponentially distributed in [10]. Therefore, the inter-arrival-time for the content
generation is obtained from an exponential distribution such that it is distributed
throughout the whole trace duration.
It has been observed that 10% of the top popular videos in YouTube, account for

80% of views [90]. Hence, we use the Pareto type II distribution for content popular-
ity such that each generated content is accessed by a number of randomly selected
consumers from a Pareto distribution. Then, these selected consumers will access
the content after a content access delay which again has a Gamma distribution. We
evaluate the performance by varying the mode value of the Gamma distribution,
namely “Peak Content Access Delay” (CADpeak) to understand the performance un-
der different content access delay conditions. Note that there can be many instances
that the content is accessed right after sharing, even if the CADpeak=1 day, because
CADpeak is only the mode value of the Gamma distributed content access delay. We
evaluate the performance against the true positive rate (TPR) of prediction which
is the portion of correctly predicted consumers out of the actual consumers and we
assume the TPR=0.7.

5.4.2 Simulation setup

We developed a custom simulator in Python to simulate a content sharing network
among the mobile users in DS2 (WiFi connectivity patterns of 97 iPhones as de-
scribed in Section 5.3.1). We consider WiFi data rate as 1.97Mbps, which is the
mean data rate observed in the experiment [10] and 3G data rate as 200Kbps, which
is the same data rate used in the simulation for this environment in [10]. For this
evaluation, we assume that both content creators and consumers are mobile devices,
and the mobile devices are always-on and always-accessible via a cellular network.
We use this as the communication model for this simulation along with the workload
in Table 5.2 to evaluate the effectiveness of each content delivery mechanism.
Figure 5.11 illustrates the main components of the simulator. User Generator

maintains a dictionary of users with their device availability patterns and mTribe
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Figure 5.11: Illustration of the Python simulator for MobiTribe.

devices as values using the data set and output of Device Grouping algorithm (Al-
gorithm 3). Then, Request Generator assign content request events to each user
based on the content creation model summarised in Table 5.2. For each request, a
set of consumers is assigned based on the content consumption models. Next, the
simulator loops through time until it reaches the content delivery deadline, which is
considered to be one day. For each generated content, the simulator maintains two
dictionaries, namely Covered Users and Remaining Users. At the outset, only the
content creator is added to the Covered Users. All users in the mTribe and Predicted
Consumers based on the given TPR are added to the Remaining Users. A user in
the Remaining Users is added to the Covered Users, if the user receives the complete
content to be downloaded, which is evaluated by the Coverage Evaluator. In the case
of MobiTribe content delivery mechanisms, a user is considered to be covered, if the
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user had aggregated overlapping WiFi network availability for (file size in bits/1.97)
seconds with users in the set of Covered Users. Then, the simulator checks whether
there is a content download request from a consumer. If the consumer is originally a
predicted consumer, there is a high possibility that the consumer is already moved
to Covered Users, i.e. the content is prefetched to the device. If not, the all rele-
vant outputs such as cache hit count and cellular bandwidth usage are calculated
and recorded based on the network availability of the consumer device and also the
mTribe devices. Then, the simulator moves to the next time instance.

Furthermore, to compare the performance of MobiTribe with other alternative
content delivery mechanisms, the Coverage Evaluator is extended to evaluate other
content delivery mechanisms such as;

1) Central Server: where the content is uploaded to a centralised server at the
time of sharing. With a centralised server, the shared content will be immediately
available to the consumers. Majority of the current content sharing schemes via
social networking services such as Facebook, YouTube and Google+ fall under this
category.

2) Mobile Server: where the content will not be uploaded to a centralised
server. With a mobile server, the content consumers access the shared content via
creator’s own server on one of their own devices. The distributed social networking
architectures such as Diaspora [18] and PrPl [65] fall under this category.

3) Mobile Peer-to-Peer: where all content consumers will also host the down-
loaded content to help others to access the content (seeding). Many services which
make use of protocols like BitTorrent, fall under this category.

In addition, we consider that on-the-spot data traffic offloading via WiFi net-
works is possible in all architectures. Since all of the above architectures support
immediate content availability, we do not consider delayed offloading to a centralised
server. Note that even in MobiTribe, although the content pre-fetching takes time,
the shared content is immediately available via the creator’s device. Therefore, de-
layed offloading is not directly comparable with MobiTribe. On the other hand, the
high replication overheads of the non-mobile-optimised replicating systems, such as
SafeBook [19] and MyZone [46] would almost certainly lead to higher bandwidth
and energy consumption. This is due to the large number of replicas that would be
needed to provide consistent availability of the content via low-cost networks, when
using a replication algorithm which is not aware of network availability patterns.
Hence, we do not consider those architectures for this evaluation.
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Figure 5.12: Cellular UL and DL bandwidth usage

5.4.3 Cellular bandwidth consumption

In this section, cellular bandwidth consumption by MobiTribe will be compared
with alternative systems. In Figure 5.12, alternative architectures do not show
a significant change in uplink or downlink cellular usage with increasing content
access delay. In contrast, MobiTribe provides considerable reduction of cellular
network usage when there is higher content access delay. This is because a large
content access delay allows content creators to pre-distribute the content to the
mobile devices in a mTribe via low-cost networks. The mobile server architectures
consume the highest uplink bandwidth as shown in Figure 5.12a, which results in
approximately 150% increase in transferred data. This is because of that the creator
is responsible for serving content requests. Similarly, downlink bandwidth usage of
alternative schemes do not vary with content access delay as shown in Figure 5.12b.
This is because none of the alternative schemes perform predictive pre-fetching and
thus entirely depend on the connectivity pattern of the downloading device. Content
access prediction in MobiTribe leads to significant downlink bandwidth saving due
to successful pre-distribution of content to the consumers via low-cost networks.
When the peak content access delay is one day, 30% of the total downlink traffic is
transferred via cellular networks in MobiTribe, compared to approximately 55% with
the alternative architectures. In [82], it has been observed that 55% of Flickr content
is uploaded after a lag of more than one day. Hence, we believe that MobiTribe will
result in significant bandwidth savings.
We compare MobiTribe cellular bandwidth saving against the central server ar-

chitecture which is the most widely used architecture. Figure 5.13a shows that
MobiTribe saves 76% of the uplink cellular bandwidth compared to a central server
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Figure 5.13: Bandwidth saving and cellular network usage of devices compared
to central server
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Figure 5.14: Cellular bandwidth saving against CADpeak and true positive rate
of prediction (TPR)

architecture, if the CADpeak=1 day. Though the percentage saving for the downlink
is 46%, the amount of bandwidth saved by the downlink is higher than the uplink
because of the larger downlink data volume. In total, MobiTribe saves 54% of the
cellular bandwidth compared to a centralised server architecture with on-the-spot
data traffic offloading, when the peak content access delay is one day.

Figure 5.13b illustrates the cellular bandwidth consumption of each device in
MobiTribe normalised by cellular bandwidth consumption of a central server. In
this particular social network, 90% of the devices consume only 60% of the cellular
bandwidth compared to the central server, i.e. 90% of these devices can save at least
40% of the cost of cellular communications. On the other hand, in both mobile server
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Figure 5.15: Success rate of Cache Hits

and mobile peer-to-peer architectures there are devices that will see an increase
in cellular bandwidth consumption. In systems like Diaspora, 85% of the devices
will consume more cellular bandwidth compared to the central server architecture,
which affects both monetary cost and device energy consumption. Thus, MobiTribe
satisfies its key design goal of cellular bandwidth saving. In the following sections,
we evaluate how the cellular bandwidth saving of MobiTribe varies with algorithmic
and content consumption model parameters.

Effect of the content access prediction

Since replication of content is done via low-cost networks, the false predictions do
not affect cellular bandwidth consumption. Hence, we evaluate the performance
against the true positive rate (TPR) of content access prediction. Figure 5.14a shows
that cellular uplink bandwidth saving is not heavily dependent on TPR, whereas
bandwidth saving significantly increases with the content access delay. In contrast,
downlink shows significant saving only when both the TPR and the content access
delay are higher as shown in Figure 5.14b. However, the TPR has more impact on
downlink saving than the content access delay.
Since the content is to be pre-distributed to devices of users who are also likely

consumers, users can access the content instantly. Figure 5.15 depicts the variation
of cache hit ratio with respect to the two main limiting factors - TPR and content
access delay. According to the Figure 5.15, the TPR significantly improves the
cache hit ratio, whereas the impact of content access delay is relatively low. When
the TPR is zero, the cache hit ratio is as low as 2% and increases up to 78% for
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Figure 5.16: Effect of content access popularity

completely accurate prediction. Note that even with the 15min content access delay,
31% of users are able to access the content instantly for a TPR of 70%. Overall, a
high average cache hit ratio, higher than 50%, can be achieved by MobiTribe, which
can be considered as an extra benefit to the users on top of the cost savings.

Effect of the content popularity model

The worst possible content popularity model in terms of bandwidth consumption is
the one where everyone in the group is accessing all generated content. In Figure
5.16a and 5.16b, cellular bandwidth consumption for the worst case content popular-
ity model and the Pareto model is presented. The uplink shows significant increase
in bandwidth usage for the worse case model, downlink follows similar usage for both
models. In contrast, the cellular bandwidth usage of centralised server architectures
do not change with the content popularity model since it uploads the content to a
central server regardless of the demand. Figure 5.16c depicts the cellular bandwidth
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Figure 5.17: Architecture comparison, FPR=0.1, CADpeak=1day

saving of MobiTribe for the worst case content popularity normalised by a centralised
server architecture. The total bandwidth saving does not drop significantly for the
worst case. When the CADpeak is 1 day, the cellular bandwidth saving for the worst
case is 47% compared to the 54% for a realistic Pareto distribution. Thus, in this
particular social environment, MobiTribe will be able to save approximately 50%
of the cellular bandwidth irrespective of the content popularity distribution. Since
the data trace contains 1470 days of connectivity patterns from 105 users in three
different cites in three different times, we believe that the performance of MobiTribe
improves independent of the social environment.

5.4.4 Energy consumption

Content replication incurs more data transfers among devices than a centralised
architecture. However, this overhead traffic is mainly transferred through low-cost
networks in MobiTribe. Hence, the energy gain in MobiTribe depends on the en-
ergy efficiency of WiFi over cellular networks. It has been shown that the energy
consumed by WiFi, (Ew) is lower than those of 3G networks (E3g) in majority of
practical networks [41], [43]. However, the the energy ratio E3g/Ew can vary between
1 to 100 depending on status of the cellular network at the time of the transfer [41].
This is mainly due to the heavy traffic load in cellular networks leading to lower
speeds and thus taking longer time to complete data transfers. To overcome these,
the analysis assumes that the energy consumption is proportional to the time spent
on each network and evaluates the performance with respect to the energy ratio
E3g/Ew.
Figure 5.17 shows the energy consumption of each architecture, normalised by the

energy consumption of on-the-spot offloading to a centralised server. The mobile
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server architecture always consumes approximately 1.5 times more energy than a
centralised server. The mobile peer-to-peer architecture performs slightly better
when E3g/Ew > 20. In contrast, normalised energy consumption of MobiTribe
has an exponential decay and has a 50% lower consumption than a central server
architecture for higher E3g/Ew.
Even though MobiTribe consumes almost the same energy as a centralised server

architecture when E3g/Ew = 20, approximately 70% of devices still consume lower
energy than a centralised server architecture as shown in Figure 5.18a. Less than
10% of devices consume more than 1.5 times energy. Though the mobile peer-
to-peer architecture has a similar energy consumption pattern as a central server
architecture, 80% of the devices consume more energy than the MobiTribe when
E3g/Ew = 20. In the mobile server architecture, 80% of the devices consume more
energy than the centralised server architecture. Thus, it is clear that mobile server
architectures such as Diaspora and fully distributed peer-to-peer architectures are
not suitable for mobile environments. In summary, MobiTribe has an energy effi-
ciency similar to the centralised server architectures. However, it is more efficient
than all alternative distributed content sharing architectures.

Effect of the content popularity model

The worst case content popularity model turns out to be more energy efficient than
the realistic Pareto model as shown in Figure 5.18b. In the worst case, when everyone
in the group is accessing all the generated content, the false positive rate (FPR)
becomes zero, which is the portion of incorrectly predicted consumers out of the
actual consumers. Hence, there will not be any redundant data transfers or any
replication overhead. The energy consumption becomes steady after E3g/Ew > 20.
Thus, the content popularity distribution stands out as the controlling factor for the
trade-off between cellular bandwidth and energy consumption.

Effect of the false positive rate of prediction

False positives in content access prediction creates redundant data transfers and
results in extra energy consumption. Figure 5.18c shows the variation of energy
consumption of MobiTribe with the FPR of the prediction algorithm, which could
be as much as 2.1 times higher than the centralised server when E3g/Ew = 20. Hence,
the FPR can be considered as a critical factor for energy consumption. However,
a higher FPR increases the availability of the content via low-cost networks. Also,
amount of false positives can be reduced at the cost of increasing false negatives.
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Figure 5.18: Evaluation of normalised energy consumption. TPR=0.7,
CADpeak=1day

It is possible to extend MobiTribe to pre-fetch the content when devices are con-
nected to a power source, which will reduce the impact of replication energy. In fact,
mobile device charging analysis presented in [91] illustrates that majority of users
charge devices during the night. Also, the majority of the users have WiFi access
during the night because of the availability of home WLANs.

5.5 Summary

Smartphones could be used for UGC sharing and host/share distributed social net-
work data, if the challenges of high communication costs and battery usage were
solved. A novel mechanism was proposed for addressing these challenges by pro-
viding continuous availability of content over low-cost network connections. The
content is replicated in a set of mobile devices forming a mobile private storage
tribe such that at least one device is always available to server the content via a
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low-cost network connection. The devices for storage tribe are selected from the
friends of the content creator, i.e. the users who are supposed to consume the con-
tent, while reducing the replication overhead. We showed the content replication
problem in distributed peer-to-peer architectures such as MobiTribe is NP-Hard.
We then developed a new scalable algorithm which minimises content replication
and maximises content availability whilst ensuring fairness.
The performance of the algorithm was evaluated using three real world data sets

and realistic content creation and consumption models. Even with these small scale
data sets, it was shown that persistent availability of content via low-cost network
can be achieved with approximately two replicas, which will become lower with larger
variety in real scale environments. The theoretical worst case asymptotic time com-
plexity of the proposed content replication algorithm is shown to be O(n∆), where
n is the number of friends of the content creator and ∆ is the limit of replication
per content. In addition, the results from 97 iPhones showed that MobiTribe saves
76% of the uplink and 46% of the downlink cellular bandwidth compared to current
widely used centralised server based content sharing architectures with on-the-spot
data traffic offloading when the peak content access delay is one day. Moreover, 90%
of mobile users can save at least 40% of the cost of their cellular communications. Fi-
nally, we showed that device energy consumption decays exponentially with energy
consumption ratio between low-cost networks and cellular networks. Approximately
70% of the devices consume lower energy than a centralised server architecture when
WiFi networks are 20 times energy efficient than cellular networks.Therefore, we con-
clude that MobiTribe can provide a mobile optimised distributed content sharing
platform for mobile social networking.
In Chapter 7, we show the details of the practical realisation of MobiTribe on

Android devices, Mac and Windows desktop platforms. The app is integrated with
the popular social networking services such as Facebook, Twitter and Google+ en-
abling the users to interact with friends using existing services whilst preserving and
protecting user privacy and user control over own data.
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Chapter 6

Yalut: Content delivery over
opportunistic networks

The primary objectives of this thesis are to provide cost-efficient, privacy-aware
and timely distribution of mobile content without negatively impacting the

usability and online services eco-systems. In Chapter 4, we proposed and evaluated
mechanisms, namely User-Stash, to access popular content without using their cel-
lular data plan at locations where there are no low-cost networks. Then, in Chapter
5, we provided mechanisms, namely MobiTribe, to enable mobile decentralised so-
cial networking on smart mobile devices to provide more control of their data and
to protect their privacy. In MobiTribe, the cost of content distribution is mitigated
by exploiting the low-cost networks (e.g. WLANs) connectivity patterns of mobile
devices, irrespective of the location of the users.
This Chapter provides mobile content delivery mechanisms to further reduce the

cost of content distribution by exploiting the geographical locations of the users. As
described in Section 3.3, there are many MSN applications where users are clustered
into interest based communities that are location specific, e.g. shoppers in the same
mall, spectators in a sports event, students in a university, etc. In these scenarios,
it is possible to use opportunistic direct wireless connectivity among the devices
due to the geographical proximity. Despite offering many advantages for mobile
users, such as by providing connectivity when there is no direct access to a network
[13], opportunistic content delivery in MSNs have not seen wide spread adoption
primarily for two reasons. Firstly, there is an inherent reluctance by the users
to interact with strangers or third parties, due to security and privacy concerns.
Secondly, due to the unbounded high delivery latency, i.e. being unable to access
content when none of the couriers of content are in the vicinity, when a user wants
to access or share content. In Section 3.3, we propose a novel content delivery
architecture, Yalut that addresses both privacy and latency concerns of opportunistic
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communications systems, and enables the provision of efficient distributed MSN
services. In particular, we propose to exploit content replication to bridge the gap
between the user and the social networking friends, i.e. the friends who are not in
the vicinity of the user, thereby reducing the content delivery latency and increasing
the delivery success rate.
The proposal uses a set of devices, replicators, which are selected from the mem-

bers of the MSN to replicate the shared content using the available lowest cost
network. The replicators are then used to propagate the content to other users op-
portunistically. Compared to transferring via networking infrastructure which typi-
cally has a higher monetary cost, the proposed scheme significantly lowers the overall
cost of content delivery in MSNs. In addition, it enables content pre-fetching which
enhances quality of experience of the users by shortening startup delays and min-
imising the need for re-buffering. On the other hand, content replication consumes
scarce storage capacity on mobile devices and increase redundant data transfers.
Therefore, the trade-off of content availability and cost of storage and distribution
has to be effectively managed when replicating content. This chapter makes the
following contributions;

• Shows the inefficiencies of opportunistic content dissemination in MSNs even
under unlimited networking and storage resources through real-world and syn-
thetic trace driven simulation study.

• Provides a formal definition of content replication, which maximises content
availability and minimises replication and shows this to be NP-hard.

• Presents a community based greedy algorithm for efficient content replication
by taking advantage of routine behavioural patterns of mobile users. A set of
dynamic time-aware centrality metrics are proposed to identify most influential
users within a community. Such metrics are based on a dynamic weighted con-
tact graph, composed of opportunistic user encounters with contact duration
and initial contact time information.

• Shows that it is possible to provide delivery rate of 80% with less than 10%
replication under variety of practical MSN environments, through extensive
trace driven simulations using both real world and synthetic trace data sets.
Despite infrastructure supported replication, the proposed hybrid content dis-
semination ultimately saves approximately 60% of infrastructure bandwidth
usage compared to pure opportunistic dissemination.
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• Shows that random content replication provide considerable results and it
has been further exploited to develop a component based random content
replication algorithm.

• Using a human mobility simulator, the evaluation shows that just 10% of
consumers significantly increases the content delivery to almost all consumers.
Moreover, content pre-fetching via opportunistic contacts provides a 80-90%
success rate, increasing the user QoE. Moreover, the robustness of proposed
content replication strategies under different user collaboration and knowledge
of the contact patterns of the MSN users are also evaluated.

In the remainder of the chapter, we first present a simulation study of the effec-
tiveness of opportunistic content dissemination in MSN in Section 6.1. Then the
formalisation of the problem of content replication in opportunistic environments
such as Yalut is presented in Section 6.2. Section 6.3 presents the dynamic centrality
metrics and community based content replication algorithm. Section 6.4 evaluates
the performance of proposed metrics and content replication algorithm. Based on
the results of the first evaluation, a new component based random replication algo-
rithm is presented in the next section (Section 6.5) followed by a simulation based
performance evaluation in Section 6.6. Finally, Section 6.7 concludes the chapter.

6.1 Effectiveness of opportunistic content
dissemination in MSNs

In this chapter, we focus on location-based MSNs where the members are clus-
tered in nearby physical locations. The idea is to improve the timeliness of the
opportunistic content dissemination by taking advantage from always-on network-
ing infrastructure. As the first step, to investigate the effectiveness of opportunistic
dissemination in MSNs where the users are clustered in location specific communi-
ties (location-based MSNs), we consider a scenario where a content creator wants
to share content with all other users, consumers in the location-based MSN. The
content is then distributed to others in store-carry-and-forward manner emulating a
peer-to-peer distribution. We evaluate this scenario using human contact patterns
from both real-world trace data sets and synthetic mobility models with realistic
content creation and consumption patterns.
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Table 6.1: Content creation and access model

Content creation model
Amount per week 142MB [4]
File Size Gamma(scale=2,mean=4MB)[92]
Inter-arrival time Exponential (mean=3.5 hrs)[10]

Content access model
No. of consumers Pareto Type II (80-10 rule)[85]
Consumer location Random distribution
Transfer rate 2 Mbps [10]
Delivery deadline 3 days

6.1.1 Content creation and access model

We consider that each user in the Dartmouth trace data set generates content over
two months as indicated in Table 6.1. Cisco has predicted that an average smart-
phone will consume 2.6GB of data per month by 2016 [4]. Though the amount
of UGC is predicted to increase, the ratio between upload and download data has
remained between 23-25% for the last few years [4]. Therefore, we assumed that the
average smartphone user generates 142MB per week, considering 25% of 2.6GB is
evenly distributed among 30 days. The inter-content generation-time, or the inter-
arrival-time of content is reported to be exponentially distributed [10] and therefore
these 142MB of content items are assumed to be distributed throughout the week
with a mean inter-arrival-time of 3.5 hours. The size of each generated content is
characterised by a Gamma distribution similar to [92] with a mean content size of
4MB.
The number of consumers is selected based on a Pareto distribution since both con-

tent popularity in YouTube [92] and degree distribution in Facebook follow power-
law models [85]. In general, the popularity of content in Facebook is limited by
the number of friends of the creator. If one of the friends is allowed to re-share it
will again be considered as a newly generated content. The consumers are randomly
selected among the total user population and thereby the locations of the consumers
are also randomly distributed. Since WLAN is the most common opportunistic net-
work type, we consider a practical data transfer rate of 2Mbps [10]. Further, we
take content delivery deadline to be 3 days, to evaluate the best case scenario in
terms of delivery success rate for this evaluation. In fact, 50% of Facebook users
login every day1 indicating that delivery delay should be less than 1 day for at least

1http://blog.kissmetrics.com/facebook-statistics/
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50% of the users.
Let a dynamic contact graph generated by these data sets be Gt = (V,Et) that

changes its topology over time t ∈ (1, 2, · · · ,∆), where ∆ is the content delivery
deadline or the lifetime of the content. V is a set of consumers and an edge e ∈
Et exists among two consumers if they are within communication range of each
other at time t. Consider a content creator c wanting to share content via a MSN
application/service with all consumers u ∈ V . A consumer is said to be covered if
he/she has received the full content before the content delivery deadline of ∆.
It was further assumed that (1) no initial content replication is performed and

(2) the consumers are collaborative, i.e. once content is downloaded by a consumer,
she/he will be willing to share it with other consumers. We assume that the content
is disseminated when a user carrying content (an infected user) meets a user who does
not have the content (an uninfected user), similar to epidemic dissemination, with
unlimited resources, i.e. unlimited bandwidth and infinite buffers. This presents the
best case scenario in terms of coverage for this evaluation2. Further, we assume all
users are collaborative and interested in downloading the content. Therefore, there
are no relay users who only help to disseminate the content. Then the coverage is
measured as the portion of successful deliveries from the total consumers. We repeat
this experiment considering each user as a creator and iterate over throughout the
trace data sets.

6.1.2 Data sets

We use two real-world human mobility traces from a university environment and
various other environments are emulated using synthetic contact patterns, generated
by a human mobility simulator for opportunistic environments. The details of the
traces are the following:
Dartmouth: The contact traces are generated from Dartmouth campus data sets

[93]. We consider that if two users are connected to the same WiFi access point,
these two users can exchange information as described in [94]. We use two months
of data, collected from January to March 2004 that has contact patterns of 1146
users. This university based contact trace is a representation of a sparse MSN due
to the large geographical area.
Sigcomm: This data set contains the contact traces from 76 smartphone users,

running Mobiclique [95] application during the conference Sigcomm 2009. The ap-
plication run opportunistic device discovery at every 120 ± 10 seconds using Blue-

2Effects of these factors are further evaluated in Section 6.4
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Table 6.2: Simulation parameters used in the HCMM

HCMM simulator setup

No. of users 10-500
No. of groups 10
Rewiring Probability 0.1
Remaining Probability 0
Simulation time 1 hour
Simulation Area 2000×2000 units
Cells 20×20
Radius of a user 250 units
Speed of a user 10 units/step

tooth. We consider connectivity patterns only among these volunteered 76 smart-
phone users. In contrast to Dartmouth, the Sigcomm scenario represents a dense
MSN due to the smaller geographical area of the conference venue and higher social
interaction.
HCMM: Home-cell community based mobility model generates contact patterns

by considering social and location attractiveness of human mobility where all users
have a home-cell and they are attracted towards the home-cell while they are mo-
bile [96]. In real-world, the home-cell can be the work place or home of individuals.
Each user is assigned to a home-cell at the beginning and it can be changed at each
reconfiguration time. We do not change the home-cell of users during the simulation
time, i.e. reconfiguration time > simulation time. The simulation parameters are
summarised in Table 6.2. Network scenarios with different number of users are con-
sidered. At each scenario, the users are evenly divided into 10 groups. The users in
the same group are considered to have a social relationship and also users can make
relationship with users from other groups based on the value of the rewiring prob-
ability, which is assigned to be 0.1 for this evaluation. These relationships among
users determine the user mobility. We consider that the probability of remaining
in a non-home-cell is zero assuming all users would come back to their home-cells.
We use the HCMM synthetic simulator with these parameters to generate different
MSN environments for evaluation purposes in the remainder of the paper.

6.1.3 Coverage without initial content replication

We consider two scenarios of longer delivery deadline of 3 days and shorter delivery
deadline of 1 hour to study the effectiveness of opportunistic content delivery rate
and delay in different application scenarios.
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Figure 6.1: Effectiveness of opportunistic communication in content dissemi-
nation, ∆ = 3 days.

Longer delivery deadline of 3 days:
For longer delivery deadline, we use Dartmouth data set due to its larger geograph-
ical area. If content can be opportunistically disseminated from a creator to a
consumer through one-hop wireless communication before the delivery deadline of
3 days, we consider it as a successful delivery and otherwise a failure. The main
factor that affects the delivery rate is the number of consumers as shown in Fig-
ure 6.1a. For a large number of consumers, the delivery rate is almost 100% as
there are enough consumers to collaborate in content dissemination. However, the
number of consumers are often lower in UGC sharing and social networking due to
power-law distribution [85], which makes the delivery rate very low for a majority
of the instances. As shown in the cumulative distribution function of delivery rate
in Figure 6.1b, the delivery rate is zero for approximately 84% of content. For each
successful delivery, the content delivery delay from the content generation time is
illustrated in Figure 6.1c. It shows that the mean delivery delay is approximately 1
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Figure 6.2: Effectiveness of opportunistic communication with shorter dead-
line of delivery delay, ∆ = 60min.

day and Figure 6.1d shows the probability of mean delay being less than one day is
approximately 60% among the successful deliveries, which is 16% out of all content
generated.

Shorter delivery deadline of 1 hour:
First, we compare the best case scenario for Dartmouth and Sigcomm users, where
all users are considered as consumers. Figure 6.2a shows that even in this best case
distribution, it is not possible to cover all users within this limited time window.
For Dartmouth, the probability of the coverage being less than 10% is 0.9 and
the maximum achieved coverage is less than 20%. For Sigcomm, the coverage is
much higher, but 50% of users have less than 70% of coverage. This illustrates the
difference between these two extreme (dense and sparse) MSN environments.

To evaluate the variation of delivery rate with respect to sparseness of the commu-
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nity, we created different simulation environments by varying the number of users in
the HCMM simulator3. The higher the number of users, the more dense the connec-
tivity network as well as the coverage as shown in Figure 6.2b. When the number
of users are very low (less than 30), they naturally stick together and the coverage
is slightly higher. When the number of users are very high (more than 250), the
coverage is more than 80% of the network. At 350 users, the coverage becomes 100%
and the standard deviation of the coverage approaches zero, i.e. every single user
can reach all others through opportunistic communication.
In Figure 6.2c, we plot the same results from HCMM generated traces with respect

to the density of the aggregated connectivity graph. We consider that there is an
edge between the two users, if they are within the communication range of each
other at least once during the one-hour time window. Intuitively, the higher the
density, the higher the coverage, as shown in Figure 6.2c. We can cover all users
only when the network is a complete graph (density=1), which is a highly unlikely
scenario in real-world MSNs. The trace data sets from Dartmouth and Sigcomm can
be considered as two extremes of real-world densities of 0.014 and 0.22 on average.
Despite many advantages, the results show that the opportunistic dissemination

is not effective in propagating content with short lifetimes in location-based MSNs
when the number of consumers is low. This is the most likely case due to the power-
low distribution of the number of consumers. Similarly, majority of the research
work in opportunistic content dissemination in MSN are based on networks with less
than 100 users [70], [95]. In such cases, it is possible to use content replication to
improve the performance of the content delivery. However, since content replication
on helpers consumes more network resources due to the use of infrastructure based
communication, there is an obvious trade-off between delivery performance and
content replication overhead. Thus, the content replication challenge is to maximise
the content delivery rate with limited content replication.

6.2 Content Replication

6.2.1 Formal definition of content replication

Table 6.3 summarises all the symbols that are used in this section. Consider a
dynamic contact graph Gt = (V,Et), where V is a set of users and Et is an edge
set at time slot t ∈ (1, 2, · · · , n); an edge e ∈ Et exists among two users if they are
in the communication range of each other at time t. Without loss of generality the

3It can be done by varying any parameter such as area, speed of a user, radius of a user, etc.
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Table 6.3: Summary of symbols for content replication
Symbol Description

c content creator
u, v users
V set of users
Gt dynamic contact graph at time t
Et set of edges at time t
e an edge in Et
∆ delivery deadline
Pt set of propagators at time t
α(u) minimum contact duration required for

user u to receive full content from content propagators
σ(c) consumers covered only by the creator c
H(c) set of selected helpers for the creator c
λ(c) limit of helpers for the creator c

length of each time slot is considered as one unit, which represents the minimum
duration in which there is no change in the topology. Suppose a creator c ∈ V wants
to share content via a mobile social networking application/service with other users,
i.e. consumers, in V \ c. A consumer is called covered if it receives the full content
within the content delivery deadline of ∆ time slots. Consumers are assumed to be
collaborative and they become content propagators only after being covered. Let
α(u) be the minimum total contact duration required by a consumer u to receive
the full content from content propagators. We denote Pt ∈ V as the set of content
propagators at time t. When there is no initial replication, P1 = c. Then, if a
user u has to receive the full content, the aggregated contact duration of u with
propagators should be greater than α(u),

i.e.
∆∑
t=1

I((u, v) ∈ Et for some v ∈ Pt) ≥ α(u), (6.1)

where the indicator function,

I(statement) =

 1 if statement = true
0 otherwise

(6.2)

Hence, the set of consumers covered by a creator c is:

σ(c) =

u ∈ V :
∆∑
t=1

I((u, v) ∈ Et for some v ∈ Pt) ≥ α(u)

 (6.3)
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Consider a set of helpers H(c) ∈ V for a creator c. Thus, the creator and the
helpers are the initial set of propagators, P1 = H(c) ∪ c. The objective is to cover
the all consumers with minimum number λ(c) of helpers. Then, our content
replication (cr) problem is to minimise the cardinality of the set P1 such that it
covers all consumers in V , formally;

Minimise |P1|
subject to σ(c) = V \ P1

(6.4)

Here, we show that the cr problem is computationally NP-Hard even for a simple
instance of a static social graph, where Et = E ∀ t and α(u) = 1 ∀ u ∈ V , i.e.
the full content can be transferred in a single contact. This is similar to best case
scenario where there is unlimited bandwidth and zero bit error rates.

Theorem 6.1. cr is NP-Hard even when Et = E ∀ t and α(u) = 1 ∀ u ∈ V .

Proof. We show that minimum dominating set is polynomial time reducible to cr
problem. Let G′′ = (V ′′, E ′′) be an undirected graph. A dominating set of the graph
G′′ is a D ⊆ V ′′ such that every vertex u′′ /∈ D is adjacent to at least one member
of D. The dominating number γ(G′′) is the cardinality of the smallest dominating
set. For a given positive integer k, the decision problem of whether there exist a
γ(G′′) ≤ k is one of the well-known NP-Complete problems [97].
Recall the dynamic contact graph Gt = (V,Et). Since we assume that Et =

E ∀ t, Gt becomes a static undirected contact graph G = (V,E). In addition,
α(u) = 1 ∀ u ∈ V makes that a vertex u can be covered if there is at least one
edge to the set of initial propagators in P1. Then the decision problem of cr is to
find whether there is a set of initial propagators P1 of size at most |P1| = k which
covers maximum number of consumers σ(c). The coverage is maximised only when
|σ(c)| = |V \ P1|, i.e P1 has to be a minimum dominating set of size k.
This follows immediately that if there is a solution to the decision problem of

cr, there should be a solution to the minimum dominating set problem. Since the
decision problem of the minimum dominating set is NP-Complete, the hardness of
the optimisation problem of cr becomes NP-Hard.

Since the content replication problem is NP-Hard, it can not be solved in polyno-
mial time. Nevertheless, the objective can be approximated efficiently using heuris-
tics. In the remainder of this section, we present two helper selection algorithms
that can be used for different types of environment and under different resource con-
straints. Table 6.4 summarises the symbols that are used in the following section.
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Figure 6.3: Periodic weekly helper selection

6.2.2 Greedy helper selection algorithm

Opportunistic encounters among devices are highly dependent on user mobility pat-
terns, which essentially demonstrates social behaviour of users. Hence, there is a
diurnal correlation of opportunistic encounters among users. These patterns have
been extensively analysed in the areas of context-aware services and mobile social
networking [7]. Usually, social behaviour of the majority of users have weekly rou-
tines. Further, there is higher probability that a user meets the same people at the
same time every week. We take advantage of this predictive regularity of encounter
patterns of users for the purpose of content replication. In order to allow instant
content dissemination, helpers have to be selected in advance: i.e., helpers for the
week k + 1 have to be selected during the week k, as shown in Figure 6.3.
Consider the week (∆k) is divided into ∆ time slots, where the ∆ is the con-

tent delivery deadline. Since we do not know when a creator uc is going to gen-
erate a content during the week k + 1, we select several sets of helpers Hk+1(c) ={
Hj
k(c) : u ∈ V and j ∈ [1 : ∆k/∆]

}
during week k. At the end of every week, the

central management entity performs helper selection and informs all creators the
respective sets of helpers. A creator will be assigned a new set of helpers only if the
creator or previous helpers change its behavioural patterns.
First, we present a greedy algorithm greedy-helpers for content replication

(cr). The most influential user in the network is the one who has contacts with
(covers) the maximum number of consumers, i.e. has max|σ(·)|, which can be intu-
itively used as a greedy choice property.
Algorithm 4 presents the naive greedy algorithm to select H(c) for the content

creator c. D is the set of consumers covered by the creator and the selected helpers.
After calculating σ(u) for all u ∈ V , i.e. line 3, D will be equaled to the set of
consumers covered by the creator σ(c) (i.e. line 4) and the helper set H(c) will
be equaled to the creator c (i.e. line 5). Then, we loop through until we cover all
devices or reach the threshold of replication λ(c) while selecting the consumer with
highest |σ(u)| from the remaining consumers.
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Algorithm 4 greedy-helpers(Gt,∆, λ, c)
1. D ← H(c)← ∅
2. for all u ∈ V do
3. Find σ(u)
4. D ← σ(c)
5. H(c)← c

6. while |H(c)| ≤ λ(c) or D 6= V do
7. Let u ∈ (V \ (H(c) ∪D)) maximising |σ(u)|
8. H(c)← u

9. D ← D ∪ σ(u)
10. return H(c)

This set-covering based solution has considerably high level of approximation factor.
Kempe et al. [98] shows that this type of greedy algorithm is (1− 1/e) approxima-
tion, where e is the base of the natural algorithm. Even though, this provides an
acceptable approximation algorithm for cr problem, finding σ(u) for all u ∈ V is
computationally too complex in a dynamic network under resource constraints. To
this end, we propose, in the next section, computationally simple dynamic centrality
metrics for greedy choice that exploit the temporal and spatial regularity of social
wireless connectivity patterns.

6.3 Community based Content Replication

6.3.1 Dynamic centrality metrics

As the first step, we aggregate every contact for a single graph without loosing any
temporal information. Let an aggregated weighted graph G = (V,E) consists of all
edges in Gt, ∀t ∈ (1, 2, · · · , n) such that G = G1∪G2∪· · ·∪Gn and αtu,v be the edge
weights at time t of each e ∈ Et. αtu,v is the contact duration between the two users
u and v at time t. For instance, if ∃ (u, v, α1

u,v = 20) ∈ E1 and (u, v, α2
u,v = 30) ∈ E2,

there are two edges in E connecting u and v with the contact duration of 20 and 30
seconds and happening at t = 1 and t = 2. Then, we focus on centrality metrics in
G which provides better approximations for σ(·), i.e. expected number of covered
consumers.
Hereafter, we propose two kinds of centrality metrics: local and global. Local

metrics consider the information available locally (i.e. one-hop away) to decide the
influence of the user. In addition to its simplicity and distributed calculation, the
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Table 6.4: Summary of symbols for dynamic centrality metrics
Symbol Description

D set of consumers covered by c and
the selected helpers H(c)

αtu,v contact duration between u, v at time t
G aggregated weighted graph of Gt∀t with

αtu,v as edge weights
E total set of edges ∀t

N(u) set of neighbours of u
CLD(u) local metric: |N(u)|
I(u, v) initial contact time for u, v for a given ∆
D(u, v) aggregated contact duration for u, v over ∆
w(u, v) I(u, v) + (1/D(u, v))
CLID(u) local improved metric: |N(u)|+ |N(u)|∑

v∈N(u) wu,v

p(u, v) binary parameter for the existence of
path between u and v

G′(V ′, E′) directed aggregated contact graph
CGP (u) global metric:

∑
v∈V p(u, v)

sp(u, v) shortest path between u and v
in terms of w(u, v)

CGIP (u) global improved metric:∑
v∈V ′ p(u, v) +

∑
v∈V ′ p(u,v)∑
v∈V ′ sp(u,v)

com(u) set of users in u’s community

privacy of the users can be well preserved: The users do not need to send any
personal information, but only the aggregated value of the centrality metric, to
the central entity. On the other hand, global metrics consider the whole network
topology in order to decide the centrality value of the user, which is more complex
and needs to be carried out in a central location.

Local metrics

One of the simplest centrality metric that implies the capability of neighbourhood
coverage is the degree centrality CLD(u) = |N(u)| where N(u) is the set of neigh-
bours of u in the aggregated graph G. Degree centrality identifies popular nodes in
the network and thus, has higher influence on content propagation.
Nevertheless, simple degree centrality does not guarantee that all counted en-

counters are useful for propagations of content due to the lack of consideration
of temporal information in dynamic networks. Further, the contacts that hap-
pen early are important in propagation than those that happen later. Hence,
a centrality metric which captures temporal information could be more realistic
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to be considered in dynamic networks. To this end, we define the initial con-
tact time as I(u, v) = min{t} : αtu,v > 0 for all t ≤ ∆ and the total con-
tact duration D(u, v) = ∑∆

t=1 α
t
u,v for an edge (u, v). We calculate the weight

wu,v = I(u, v) + (1/D(u, v)) for all (u, v) ∈ E. wu,v has the meaning of earliness
and solidity of the contact (u, v). In practice, each mobile device can calculate w
locally for all other devices it encounters for a given period. To this end, we define
an improved dynamic degree centrality metric:

CLID(u) = |N(u)|+ |N(u)|∑
v∈N(u) wu,v

N(u) is the set of neighbours of u. CLID describes how early and how independently
the user makes other users into content propagators. We aim to use CLID in the
greedy choice for cr problem.

Global metrics

Even though centralised systems have disadvantages in terms of privacy and scala-
bility, we make use of the global information to perform more accurate heuristics.
Here, we define two path-based centrality metrics for node ranking. We first define
a naive simple metric CGP (u) = ∑

v∈V p(u, v) for all t ≤ ∆, where p(u, v) = 1 if
there is a path between u and v, and p(u, v) = 0 otherwise. This can be viewed as
an extended degree for node u giving heuristics about the popularity and the avail-
ability of the node. Simplicity of the metric is the main advantage, which requires
only information about existence of a path.
On the other hand, simplicity does not provide accurate heuristics. Therefore we

define an improved dynamic centrality metric by considering temporal information
such as the contact duration D(u, v) and the initial contact time I(u, v). We con-
struct a directed aggregated graph G′ = (V ′, E ′) by directing all edges in G for both
directions with same weights. Next, we prune all unrealisable edges in the network,
i.e. if content is to be propagated via a node, its outgoing contact has to take place
after at least its first incoming contact. At this point, we have an aggregated graph
and at each node there is a guarantee that content will be propagated to other nodes
if the content has arrived at the node. We calculate shortest-path sp(u, v) for all
node pairs (u, v) ∈ V ′ in terms of edge weights wu,v = I(u, v) + (1/D(u, v)). We
define a path-based dynamic centrality metric CGIP , similar to CLID, such that it
implies how early and how independently the user makes other content propagators
as,

CGIP (u) =
∑
v∈V ′

p(u, v) +
∑
v∈V ′ p(u, v)∑
v∈V ′ sp(u, v)
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6.3.2 Community based greedy algorithm

In this section, we present our content replication algorithm which combines social
sub-structural properties such as communities with previously defined dynamic cen-
trality metrics. In order to distribute helpers within the network, we extract social
sub-structures present in the contact graph.

Algorithm 5 community-greedy(G,G′,∆, λ, c)
1. D ← H(c)← ∅
2. for all u ∈ V do
3. Find centrality metric

CLD(u), CLID(u), CGP (u), CGIP (u)
4. communities ← k-clique-algorithm(G′, 3)
5. Let a community com(u) be the u’s community
6. D ← com(c)
7. H(c)← c

8. while |H(c)| ≤ λ(c) or D 6= V do
9. Let u ∈ (V \ (D ∪H(c))) maximising CLD(u), CLID(u), CGP (u), CGIP (u)
10. H(c)← u

11. D ← D ∪ com(u)
12. return H(c)

For this we detect communities using k-clique community algorithm. Then, we
distribute helpers among communities based on their ranking given by the proposed
dynamic centrality metrics as in Algorithm 5. First, the consumer with highest
centrality value is selected as a helper and rely on that helper to propagate the
content with in the community. Then, the next highest consumer from a different
community is selected, i.e. line 9 of the Algorithm 5. If the threshold of replication
λ(c) is lower than the number of communities, initial content propagators will not
be selected from the creator’s community, assuming that the creator is capable to
propagate the content within its community. There can be a scenario where the
majority of the consumers do not belong to communities. Then, the selection is
purely based on the centrality value of consumers.
Furthermore, it is expected that the selected helpers will become quasi static over

the time due to the regular behaviour of people [86]. Hence, the helper calculation
will be carried out only for users who have changed their behavioural pattern. In
practice, the number of users of the service increases incrementally and as a result
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Table 6.5: Summary of mobility trace data sets
Data set Duration Active devices Contacts Network

(weeks) (/week) (/device/week) type

Dartmouth 8 1138 12.456 WiFi
USC 8 1846 60.92 WiFi
SWIM 8 500 26.53 Bluetooth

D-SWIM 8 1500 29.85 Bluetooth
A-SWIM 8 1500 79.61 Bluetooth

helpers will only be calculated for newly added users. To this end, we believe that
the helper selection algorithm will scale up with the increasing number of users.
In the next section, we evaluate the performance of this approach with respect to
different centrality metrics.

6.4 Performance Evaluation of Community based
Replication

First, we present the dynamics of mobility traces and simulation setup that we
use for performance evaluation. Then, we compare the performance of different
centrality metrics for selecting influential consumers in terms of delivery success rate
and latency. Finally, we compare the performance of content replication with no
replication and random replication strategies and show that the proposed mechanism
can incentivise users to use mobile social networks for UGC sharing.

6.4.1 Data sets

Two real-world data sets were used in the evaluation: Dartmouth data set [93]
described in Section 6.2 and USC [99] data set, which also contains wireless con-
nectivity patterns of users in a campus environment with 1846 users on average per
week. Moreover, we use the synthetic traces that are generated using the SWIM
simulator [100] by extending the Cambridge campus data set [101]. SWIM is the 500-
nodes extended version of the original Cambridge data set of 36 Bluetooth enabled
iMotes. Then, the trace data is further scaled up to generate 1500-nodes versions:
1) D-SWIM by keeping the density constant and 2) A-SWIM by keeping the area
constant. We use these extended versions to understand the performance variations
of the content replication in different environmental conditions. A summary of basic
information of the data sets are presented in Table 6.5.
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Figure 6.4: Dynamics of trace data sets

For both Dartmouth and USC, we consider that two users are in contact when they
are connected to the same WiFi access point as described in [94]. For SWIM, when
two users are within the Bluetooth communication range of each other, we consider
those two devices are in contact. As per the complementary cumulative distribution
function of contact duration in Figure 6.4a, more than 50% of users in USC data
set have more than 3 hours of contact duration per day. This can be considered
as a very high value which can be used to transfer any mount of data between two
users, if the allowed delivery latency is one day. Even in Dartmouth more than
80% of users have more than 60 seconds contact duration per day. In contrast,
SWIM has much lower aggregated contact duration. The degree distributions of all
data sets are shown in Figure 6.4b. SWIM and A-SWIM have highly skewed degree
distributions, i.e. majority of the users have similar number of contacts. In contrast,
USC has a distributed degree while the degree distribution of the Dartmouth lies in
between those two extremes. Further, we analysed the amount of isolated consumers
when we randomly select a set of consumers. Figure 6.4c illustrates that USC trace
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contains a large number of isolated users compared to others. For the case of 100
consumers (Figure 6.4d), nearly 15 of them are isolated in USC and only 5 of them
are isolated in Dartmouth. In contrast, in all trials there are no isolated consumers
in SWIM, it is less than 5 even in D-SWIM. To this end, the five trace data sets
are not similar and cover various aspects that affect the performance of content
replication. Hence, the performance evaluation resulted from these trace data sets
would be applicable to wide variety of social environments.

6.4.2 Simulation setup

The simulator takes contact traces, content creation/access workloads, replication
algorithm and communication protocol as inputs, and outputs the content deliv-
ery time for each user in the trace. We customise the discrete-event and discrete
time simulator developed in Section 5.4.2 (Figure 5.11) for this particular content
dissemination environment.
The trace data sets were divided into weeks as shown in Figure 6.3. We select

the set of helpers according to proposed algorithms during week k (training week)
and evaluate the performance in terms of delivery success rate and delivery latency
during week k + 1 (evaluation week). Device Grouping component in the simulator
(Figure 5.11) performs the helper selection during the training week and then the
coverage is evaluated by Coverage Evaluator component during the evaluation week.
The creator and consumers are selected randomly by User Generator and Con-

sumer Generator modules of the simulator. In content propagation, we only use
opportunistic contacts among the consumers. We consider that the number of con-
sumers for a creator is 100 as it is the average size of group of friends in the popular
social networking service Facebook [85]. We select consumers randomly from the
users in the trace to evaluate the worst case scenario where the connectivity patterns
of the users within the group have a minimum level of correlation. Request Genera-
tor assigns a content of size 8.4MB for each creator, which is the median content size
in YouTube [92]. Then, Coverage Evaluator perform the evaluation of opportunistic
content delivery performance. The transfer rate among consumers are considered as
uniform and 2Mbps [10]. Hence, a consumer has to have aggregated contact dura-
tion α(u) of 33.6 seconds with the creator or any of the helpers or the propagators
to completely download the content. The content delivery deadline ∆ is considered
as 3 days considering 3 days could be the largest tolerable delay for content sharing
in social networking. If the content is delivered to a consumer before the delivery
deadline, it is considered as a successful delivery. Thereby the Delivery Success
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Figure 6.5: Delivery success rate against the threshold of replication (λ)

Rate is calculated as the ratio between number of successful deliveries and total
number of consumers. The time lag between the content sharing and the content
receiving time is considered as the Delivery Latency for a particular device. All
simulations are carried out varying the monitoring and evaluation periods through
out the duration of the data sets.
We evaluate and compare the content delivery success rate and delivery latency of

the proposed system against the cases where 1) No replication is performed and
2) Random replication, which is the simplest way of selecting helpers without any
knowledge about the contact patterns among consumers. Moreover, the increment
in the percentage of one-hop opportunistic transmission is also analysed, which is
proportional to energy and communication cost savings.

6.4.3 Evaluation of delivery performance

For all data sets in Figure 6.5, it is evident that there is a significant gain in content
delivery success rate and delivery latency for the greedy-helper selection (Algo-
rithm 1) compared to no replication approach. In fact, the greedy replication is
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Figure 6.6: Delivery latency for specific delivery success rate when λ = 0.1

always better than the random replication. Note that this greedy replication is the
worst case scenario due to random selection of consumers. In real environments, con-
sumers of the same content would have highly correlated connectivity patterns and
the performance can be expected to be improve. In Dartmouth (Figure 6.5a), the
delivery success rate is approximately 80% for 10% of content replication (λ = 0.1),
while USC has a comparatively lower success rate of approximately 60%. After a
certain level of replication (i.e. approximately λ = 0.1), the delivery rate shows lin-
ear increment, i.e. further replication will not deliver content to any other consumer
via opportunistic communication because there will be only isolated consumers to
be selected for content replication. This threshold of replication can be considered
as an effective upper bound for λ.
Even though we are dealing with delay tolerant content dissemination applica-

tions, delivery latency is still one of the prime factor to consider in mobile social
networking. Figure 6.6 shows the time taken by greedy replication, no replication,
and random replication approaches against the percentage of successful delivery. In
Dartmouth (Figure 6.6a), content replication delivers content to 40% of the con-
sumers in less than 1 day, whereas the latency is almost 3 days if there is no initial
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Figure 6.7: The variation of CDF of delivery latency with λ values

content replication. All three data sets show similar behaviour in terms of delivery
latency. For instance, the time taken to cover 40% and 60% of the consumers is
approximately 1 day and 2 days respectively, in all three cases. In random replica-
tion, sometimes the delivery latency is lower than the greedy replication. However,
in general, the delivery latency for greedy replication is lower than the random
replication.
Even though the proposed algorithms perform better than random helper selec-

tion, the results of random selection can not be negligible as it does have compa-
rable results in some cases without any prior knowledge of contact patterns. This
behaviour has been observed in the literature as well [6], [9]. For some group of
friends, one may not need an intelligent helper selection strategy. Mainly because
the connectivity graph is either too dense or too sparse.
The cumulative distribution function of the delivery latency for successful deliv-

eries are shown in Figure 6.7. In all data sets, the probability of the delivery latency
being less than 1 day is approximately 60% for λ = 10%. In [82], it has been ob-
served that 55% of Flicker content is uploaded after a lag of more than 1 day. Thus,
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Figure 6.8: Analysis of amount of opportunistic content delivery. λ = 10%

we believe that the delivery latency resulted from the opportunistic approach is
practical in such content dissemination applications. For applications/services that
require a lower delay, it is possible to increase the threshold of content replication
as shown in Figure 6.7. The common pattern is that the delivery latency reduces
with increasing λ values. In Dartmouth and USC, there is a 20% improvement in
the delivery latency being less than 1 day when we increase λ from 5% to 30% while
it is a 30% improvement in SWIM. However, the difference between two consecutive
λ values becomes smaller when λ increases.

6.4.4 Opportunistic delivery gain

The primary objective of the content replication is to increase the opportunistic
content delivery. If the content is not received by the delivery deadline through low-
cost networks, we consider that those consumers will download the content through
cellular network. Based on that, the portion of Opportunistic Delivery is calculated
out of all content deliveries. Figure 6.8a shows that the portion of opportunistic
deliveries when we use greedy replication selection algorithm. The amount of op-
portunistic deliveries increases with λ only for low λ values. In Dartmouth, it is
possible to deliver content for approximately 70% of the consumers via opportunis-
tic communication after 10% of replication which is below 40% when there is no
replication. We extended our simulations to the two extended versions of the SWIM
data set to understand the behaviour of opportunistic delivery percentage. The re-
sults are closely related to the degree distribution of the data sets as shown in Figure
6.4b. D-SWIM has the lowest performance because it was extended by increasing
the area and number of users while keeping the density of the network constant
and equal to SWIM. This makes the network more spread and increases the number
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of appearing communities and consequently requires a high level of replication to
cover the same number of consumers as in SWIM. In contrast, when we increase
the density as in A-SWIM, it improves the opportunistic delivery percentage. Sim-
ilarly, in USC, there is a large number of isolated users as shown in Figure 6.4d,
which decreases the overall density. Hence, the density of the contact graph has a
considerable impact on the opportunistic delivery performance.
Figure 6.8b summarises the Relative Opportunistic Gain as the portion of oppor-

tunistic delivery with content replication and with no replication approaches for all
data sets. Even though D-SWIM has the lowest percentage of opportunistic delivery,
it has the highest relative gain of 18.62 times because in D-SWIM, the percentage
of opportunistic delivery when there is no replication is as low as 1.3%. Dartmouth
data set shows the lowest gain of 3.27 times, since it consists of well connected users
compared to other environments. Thus, the results show that it is possible to sig-
nificantly increase the one-hop opportunistic delivery with a low number of initial
content replication, i.e. approximately less than 10% of the consumers. In addi-
tion, improvement in opportunistic transmission is proportional to the energy and
communication cost and thereby incentivise mobile users to take part in distributed
mobile social networks for content dissemination.

6.4.5 Evaluation of dynamic centrality metrics

In this section, we compare the influence of different dynamic centrality metrics
in content replication. Further, we compare the results with Random selection of
helpers, which is the simplest way of selecting helpers without any knowledge about
the contact patterns among consumers.
Figure 6.9 shows the content delivery success rate and the mean content delivery

latency when the helpers are selected based on different centrality metrics according
to the Algorithm 5. When we compare the two local centrality metrics, CLID has a
slightly better delivery success rate with lower standard deviation than CLD in all
three data sets. Similarly, the improved global centrality metric CGIP has better
performance in terms of both delivery rate and latency compared to the naive CGP .
This is due to the fact that each improved metrics, CLID and CGIP , consider the
time dependency in connectivity patterns, which improves the content propagation.
On the other hand, although the random selection has a bit worse performance than
the improved metrics, random selection is not negligible due to the heavy reduction
in resource requirements.
However, in some cases there is no significant difference between the performance
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Figure 6.9: Comparison of different dynamic centrality metrics. λ = 10%

of local and global metrics. All these general similarities are related to dynamics of
the contact patterns among consumers in these environments. For instance, when
the degree of the majority of the consumers are similar, i.e. skewed degree distribu-
tion as shown in Figure 6.4b for SWIM, the performance of a simple degree based
local centrality metric becomes significant as depicted in Figure 6.9e for the same
data set. In contrast, when the degree distribution is not skewed, the intelligent
path based selection will perform better, similar to CGIP performance for Dart-
mouth and USC. In particular, USC has the largest improvement of approximately
20% in coverage for CGIP compared to CGP because USC has the most distributed
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Figure 6.10: HCMM generated aggregated contact graph of 50 users for one
hour

degree distribution. On the other hand, due to the large number of isolated con-
sumers (Figure 6.4c), USC does not have much gain in delivery latency. In SWIM,
CGIP has much lower delivery latency because it has the lowest number of isolated
users. Hence, the selection of the appropriate centrality metric to identify the most
influential users in content dissemination is highly environment dependent and the
appropriate centrality metric can be identified by analysing the behaviour of the
users of the particular community.
As can be seen in Figure 6.9 in some cases, the random selection even without

any knowledge about contact patterns would perform better or similar to intelligent
selection. Han et al. [6] also observed similar behaviour in their target set selec-
tion for content dissemination, where the random selection performs similar to the
greedy solution. Therefore, we further investigate on random selection of helpers to
propagate the content within a given community.

6.5 Component based Random Replication

As observed in the previous section, the effectiveness of opportunistic content dis-
semination is highly dependent on the characteristics of the contact patterns among
users. Figure 6.10 shows a snapshot of a HCMM generated aggregated contact graph
of 50 users after one hour. It can be seen that the network consists of several phys-
ically disconnected components due to the social behaviour of mobile users. These
subgraphs in a MSN are composed by the users with specific similar interests or
real life social interactions. E.g. the shoppers in a specific food store in a MSN
created by all MSN users in the shopping mall, a group of friends sitting together
in a sport event, etc. can be considered as instances of creating these subgraphs in
MSNs. This temporal community structure has been observed in the literature in
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other MSN data sets as well [35].
However, the users in MSNs have very little knowledge about other users in the

network. Majority of MSNs are formed among a set of random users who happen to
be at the same location at the same time. Therefore, in most cases, there are no his-
tory of connectivity patterns to exploit regular behavioural patterns to infer future
contacts as proposed in the previous section. Furthermore, the centralised replica-
tion management is limited by the requirement of having an Internet connection.
Thus we propose two simple distributed replication strategies.
1) Random Replication: is the simplest strategy and does not require any

knowledge of the contact patterns. Replicators are randomly selected among the
users in the MSN. We consider that the maximum replication is constrained by λ -
Threshold of Replication;

λ = number of replicators
number of all MSN users

i.e. the fraction of users used for content replication (replicators) out of all MSN
users. The number of all MSN users can be obtained through the MSN service.
2) Component Replication: assumes that the creator has some knowledge of

the contact graph Gt=0 = (V,Et=0) at the time of content creation. This can be
obtained through a protocol for sharing contact patterns among the users or through
the MSN service. We consider that two users are connected if they are in the direct
wireless communication range of each other based on the geographical location of the
users. The service provider can maintain a contact graph for each MSN and update
members of the MSN periodically. Let D be the set of consumers covered by the
creator uc and the replicators R(c). The creator identifies disconnected components
in the contact graph as in Figure 6.10. Then the creator selects one replicator from
each component, as shown in Algorithm 6. To increase the coverage with minimum
replication, the creator greedily selects replicators from largest components until it
reaches the threshold of replication as in step 5 and 6.
However, all contact patterns may not be available to all creators. Therefore, we

evaluate the performance of component replication by varying the initial knowledge
at the time of replication selection. The connected components in a graph can be
computed in linear time with respect to number of vertices and edges. When the
contact graph is too complex due to large number of users and contacts, the use of
the random replication strategy is more indicated. In fact, the random replicators
and the creator itself would provide enough coverage due to high density of the
contact graph as shown in Figure 6.2c. Finally, in Section 6.6, both replication
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strategies are compared against the optimal replication obtained when assuming
the perfect future knowledge of contact patterns.

Algorithm 6 component-greedy(Gt=0, λ, c)
1. D ← R(c)← ∅
2. components ← components(G)
3. Let a component com(u) be the u’s component
4. D ← com(c)
5. while |R(c)| ≤ λ|V | or D 6= V do
6. Let u ∈ (V \ (D ∪R(c))) maximising |com(u)| randomly
7. R(c)← u

8. D ← D ∪ com(u)
9. return R(c)

6.6 Performance Evaluation of Random
Replication

In this section, we first evaluate the performance of the proposed content replication
strategies in terms of content delivery time and coverage. Then, the effects of other
influential factors such as content pre-fetching and collaboration among users are
analysed and discussed. Finally, we quantify the networking infrastructure band-
width savings that can be achieved with the proposed hybrid content dissemination
strategies.

6.6.1 Simulation Setup

Similar to the previous evaluation in Section 6.4, we customise the simulator devel-
oped in Section 5.4.2 (Figure 5.11) for this particular content dissemination envi-
ronment.

Evaluation metrics and benchmarks

A randomly selected creator initiates content dissemination by replicating the con-
tent using infrastructure network while distributing the content to the devices in
the communication range. Coverage Evaluator (Figure 5.11) component measures
the coverage as the portion of successful deliveries from the total consumers. The
content delivery time is the time lag until a user receives the last piece of the
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content from the content creation time. These metrics are calculated for each user
in the MSN and then the sample mean and standard deviation are presented. We
evaluate the trade-off between replication and performance by varying the thresh-
old of replication, i.e. the maximum replication per content. If the content does
not arrive via opportunistic communication at the end of the delivery deadline, we
assume that the user accesses the content using infrastructure.
We compare the coverage and content delivery time of the two replication strate-

gies described in Section 6.5. Device Grouping component in the simulator (Figure
5.11) is customised to select replicators for each user such that;

• Random Replication: replicators are selected randomly from the consumers
of the content.

• Component Replication: replicators are selected according to the Algo-
rithm 6. First, we consider perfect knowledge of the network at the time of
content creation and replication selection. Then the knowledge of the network
is varied later in this section to study the impact of low collaboration of users
on the delivery performance.

Then, we benchmark these strategies with;

• Oracle Replication: replicators are selected to maximise coverage assuming
future knowledge of contact patterns of all users. Even if we have the future
knowledge, optimal replication selection is not possible, since it is a NP-Hard
problem as shown in [102]. Therefore we use optimal greedy selection for
this evaluation by selecting users who can cover maximum remaining users as
proposed in [102]. This can be considered as an upper bound for performance
metrics.

• No Replication: opportunistic dissemination initiates only from the creator,
which gives the lower bound for performance metrics.

Data sets and content creation/access models

Sigcomm [95], Dartmouth [93] and HCMM [96] data sets described in Section 6.1.2
are again used for this evaluation. The content creation/access workload and the
data communication are modelled according to Table 6.6. The number of users is
limited to 50. Content access delay (CAD) is the time lag between the content
creation by a creator and content access by a consumer, i.e. the time when the

135



Chapter 6 Yalut: Content delivery over opportunistic networks

Table 6.6: Content creation/access workload and content dissemination model
for emulating MSNs

Content creation and access model
No. of users 50
Content access delay Gamma (mean=20min)
Size of a content 8MB
Delivery deadline (∆) 60 minutes

Content dissemination model
Transfer rate 2 Mbps
Dissemination protocol Epidemic P2P
Piece size 265KB

consumer starts downloading the content. We model CAD as Gamma distributed
among the 49 consumers and then vary the mean value to evaluate the impact of
CAD. It is worth noting that even when the mean access delay is 60min, there are
users who access the content immediately after the content creation. The size of the
generated content is considered as 8MB which is the mean content size on popular
UGC sharing service YouTube [92]. Since local WiFi is the most common network
type for MSNs, we consider a practical data transfer rate of 2Mbps as observed in
[10]. For this evaluation, we consider that one piece of content can be shared in
one second contact duration, i.e. the piece size is 256KB. We emulate Epidemic
P2P(peer-to-peer) content dissemination model with these parameters. The users
exchange pieces of content that they do not have when they are in the communication
range of each other. In practice, this can be achieved by using any peer-to-peer data
transferring protocol such as BitTorrent. We have demonstrated the feasibility of
such an implementation in Android smartphones in [103]. The users may not be
able to download all pieces in a single contact duration with one user. Therefore,
when a user completes an aggregated contact duration of 32 seconds with others who
have the required pieces of the content, it is considered as a successfully downloaded
assuming a zero bit error rate.

We assume that all users are collaborative and propagate the content to nearby
devices. Moreover, we consider that the networking infrastructure is reliable and
always available to all users. Since the main purpose of the evaluation is to measure
the performance gains in the opportunistic delivery after the content replication,
all evaluations are carried out considering that the content replication through the
infrastructure has been already finished.
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Figure 6.11: Performance of replication strategies vs threshold of replication
for HCMM generate contact patterns

6.6.2 Coverage, delivery delay and replication trade-off

First, we study the behaviour of the performance metrics, coverage and delivery
time, in a controlled simulation environment for HCMM generated contact patterns.
Then, we evaluate them on real-world contact traces of Dartmouth and Sigcomm.
As expected, opportunistic coverage for all replication strategies increases with the

number of replicas as shown in Figure 6.11a. For this evaluation, we assume complete
knowledge of the network at the time of content creation to perform component-
based replication. Component replication achieves 100% coverage when we allow
replicas of 10% of users (5 out of 50 users in this case) and performs as good as
oracle replication. Note that even the random replication has a relatively high
performance compared to no replication. In fact 75% of coverage is achieved with
10% of replication. Compared to no replication even random replication achieves
approximately 50% of more coverage with just 10% of replication.
Actual replication is the fraction of replicators out of all MSN users, which is lim-

ited by the algorithm parameter - the threshold of replication (λ). The actual repli-
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Figure 6.12: Cumulative distribution function (CDF) for content delivery time
of individual users for HCMM.

cation in component-based strategy does not increase beyond 10% (Figure 6.11b)
similar to oracle replication, even though λ is increased beyond 10%. Whereas the
actual replication in random selection linearly increases with λ. The reason behind
this is that there are only 5 disconnected components in this particular MSN, which
limits the component replication to 10% of users. This network characteristic based
limit of replication is quite useful when there is a large number of users in the MSN.

Figure 6.11c shows the decrease in content delivery time with respect to the num-
ber of replicas. Similar to coverage, delivery time for component replication con-
verges to around 20min (mean access delay) after 10% of replication. Delivery time
for random replication continuously goes down as the replication linearly grows with
λ because replicators always pre-fetch the content using infrastructure. The cumu-
lative distributions of the delivery time for λ up to 10% are shown in Figure 6.12.
As can be observed in Figure 6.12, even a single replica significantly increases the
probability of receiving the content with lower delivery delay. For instance, the
probability of delivery time less than 2000 seconds increases by 0.25 with just one
replica (λ = 0.02) and reaches 0.9 when replication increases to 5 (λ = 0.1).

In Figures 6.13a and 6.13b, we compare the coverage gain from content replication
compared to the no replication approach in real-world environments. In Sigcomm
(Figure 6.13b), there is a considerable coverage gain compared to no replication
irrespective of the replication strategy. In fact, the probability of the coverage
being higher than 80% is 0.8 for component replication and 0.1 for no replication.
Due to the high connectivity in the conference scenario, the difference between the
random selection and component-based selection is not very large in Sigcomm. On
the other hand, due to the low density of the connectivity network in Dartmouth as
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Figure 6.13: Cumulative distribution function (CDF) of coverage, ∆ =
60min, λ = 0.1.

discussed in Section 6.1, the component-based replication improves the coverage a lot
in Dartmouth (Figure 6.13a). For instance, the coverage is higher than 50% and 70%
of consumers approximately with random and component replication respectively,
for all creators in the MSN. Whereas the maximum coverage for no replication is
only 20%. Thus, the content replication has shown promise in increasing content
dissemination in both simulated and real-world MSN environments. It is worth
noting that the surprisingly high coverage of random replication has been observed
in some other studies in the literature as well [6], [9], [104]. In some environments
like Sigcomm, we may not need an intelligent replication strategy because majority
of the users are anyway connected.
In summary, infrastructure supported content replication significantly increases

the opportunistic coverage and decreases the content delivery time with small num-
ber of replicas, approximately 10% of the total consumers, irrespective of the repli-
cation strategy.

6.6.3 Effects of content pre-fetching

The main advantage of content pre-fetching is the improved user satisfaction where
there is no startup delay. Furthermore, it saves cellular bandwidth usage, if the
content is requested when the user is connected to cellular network as the pre-
fetching is performed through other networks. MSN application installed in the
mobile device monitors content sharing feeds in the background and starts searching
for the pieces of the shared content in nearby devices immediately after the shared
notification. If all the pieces of the content is fetched before the content access delay,
we consider it as a cache hit.
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Figure 6.14: Performance of cache hit rate for HCMM (mean and standard
deviation).

Figure 6.14a shows that the cache hit rate increases with the number of replicas
for HCMM. Even with random replication, it is possible to achieve 70% cache hit
rate for just 10% of replication when the mean content access delay is 20 minutes
(delay is Gamma distributed). However, the standard deviation is high for random
replication when there is only a small number of replicas, and it decreases gradually
as the number of replicas increase. Furthermore, we evaluate cache hit rate by
varying content access delay and the size of the created content. Cache hit rate is
very low for very short access delays (less than 1 minute) as shown in Figure 6.14b.
However, it increases rapidly to about 80-90% when the mean access delay is larger
than one minute. In practice, it is not unreasonable to assume one minute content
access delay in MSN environments. Thus access delay does not significantly affect
the opportunistic delivery performance in these particular environments. Similarly,
cache hit rate does not drop significantly with the size of the created content even if it
is as large as 100MB as shown in Figure 6.14c. This is a result of very high aggregated
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Figure 6.15: Coverage (mean and standard deviation) vs knowledge of the
network and availability of nodes to replicate others content for
HCMM, λ = 0.08.

contact duration with other users in these environments. In general, the standard
deviation is higher in random replication because of the intrinsic nature of that
selection, whereas intelligent component replication always has a small deviation.
To this end, we argue that content pre-fetching provides a fairly high cache hit rate
under all circumstances with infrastructure supported content replication. This can
be used to incentivise users to take part in MSN service and moreover to become
replicators, because all replicators pre-fetch content.

6.6.4 Effects of collaboration of users

When selecting component-based replicators (Algorithm 6), we considered that the
creator has complete knowledge of the connectivity network at the time of content
creation. However, it is not reasonable to assume that all creators have this com-
plete knowledge because of a number of practical issues such as some users may
not agree to disclose their contact patterns to other users or to the service provider
due to privacy and security concerns. If users do not get in contact with many
users they may have partial knowledge of the network until they receive an update
of the contact graph from the MSN service. To understand the effect of low user
collaboration, we vary the knowledge of the connectivity network at the time of
content creation by randomly removing known edges from the connectivity network
of HCMM generated contact patterns. In Figure 6.15a, it can be seen that random
selection is not affected by the knowledge of the network and thereby can be con-
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sidered as an advantage over other strategies. It is interesting to see that even if we
reduce the known edges to 10% from all existing edges, there is no significant drop
in coverage for component-based replication. The coverage decreases and becomes
similar to random replication only when there is 10% or low knowledge of the con-
nectivity network at the time of content creation. The main reason for this is the
small-world phenomena in MSN environments, which is robust to random perturba-
tions. Therefore, even if we remove majority of the social links, the basic structure
of the network is preserved and thus the components to select replications. Thus,
if the content creator or the contact pattern sharing protocol has a little knowledge
(at least 10% of the edges) of the network, it can achieve high coverage through the
proposed component-based greedy replicator selection.
As described in Section 6.5, users have the option to become replicators based

on the device or network context such as spare storage, battery and available in-
frastructure network type. Also, it can be purely based on social context such as
privacy, security and personal preference. We evaluate the coverage along with the
availability of devices to replicate others’ content in Figure 6.15b. We assume all
users are willing to opportunistically propagate content to others in the communi-
cation range, even if they refuse to become an initial replicator. Similar to partial
knowledge in Figure 6.15a, random replication is not affected by reduction in poten-
tial replicator set. Moreover, coverage from the component-based replication does
not drop significantly until 80% of the users are unavailable for replication. Usually,
MSNs are formed among users who are willing to collaborate and thus it is not un-
reasonable to assume that at least 20% of them agree to replicate content. Thus, the
proposed content replication strategies are robust enough to maintain high coverage
even under very low user collaboration within the particular MSN.

6.6.5 Infrastructure bandwidth usage

Infrastructure bandwidth typically poses higher cost to the user and minimising its
usage is one of the key goals of the proposed system. If the content is not received at
the end of the delivery deadline through opportunistic dissemination, we assume that
these consumers fetch the content via the existing networking infrastructure (WiFi
or Cellular). In Figure 6.16, infrastructure bandwidth consumption is compared
with no replication strategies. It is natural to assume that infrastructure supported
content replication consumes more infrastructure bandwidth. However the cover-
age increment achieved through replication reduces the infrastructure usage of all
consumers at the end of the delivery deadline. Figure 6.16 depicts the normalised
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cation for HCMM generated contact patterns.
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Figure 6.17: Infrastructure bandwidth saving (mean and standard deviation)
for different data sets compared to no replication.

infrastructure usage where it equals one, when all consumers access the content us-
ing infrastructure. The infrastructure usage of no replication is not equal to one
because consumers around the creator receive the content through opportunistic
propagation. Although the number of replicas for random replication increases lin-
early with threshold of replication, the infrastructure usage converges to around 0.3.
Since component-based replication achieves high coverage after 10% of replication,
the infrastructure is only used to replicate content which reflects 0.1 normalised
infrastructure usage.
In Figure 6.17a, we show the infrastructure bandwidth saving of content replica-

tion compared to no replication. When there is only one replica (λ = 0.02), some-
times random replication does not perform effectively, whereas component-based
replication saves around 30% of infrastructure bandwidth. In addition, the stan-
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Chapter 6 Yalut: Content delivery over opportunistic networks

dard deviation in random replication is always higher than component replication
because sometimes random replication selects isolated users for content replication.
However, if we increase the threshold of replication, the standard deviation would be
reduced as observed in Figure 6.14a. When the replication is about 10% of total con-
sumers (λ = 0.1), component replication saves approximately 60% of infrastructure
usage.
Then we compare the results with two different real-world MSN environments in

Figure 6.17b. Dartmouth is a sparsely connected environment of 1146 users in a
university and Sigcomm is a densely connected network of 76 users in a conference.
Due to the high coverage gain from content replication in Dartmouth (Figure 6.13a),
the saving in infrastructure usage is considerably high, i.e. 80% saving for component
replication. Moreover, the standard deviation in Dartmouth is smaller reflecting
the high confidence of achieving high coverage by content replication. Since the
users in Sigcomm trace are well connected, its infrastructure saving compared to
no replication is not that high (approximately 20%) and for some users there is no
infrastructure saving for random replication due to their high opportunistic contact
rate with others. For HCMM, the infrastructure saving is in-between Sigcomm and
Dartmouth. This reflects the fact that we generate the HCMM contacts patterns
for a moderately dense MSN. Similar to other analysis, random replication shows
high variation of the results. In summary, the hybrid content replication effectively
reduces the total infrastructure usage at the end, compared to simple opportunistic
content dissemination.

6.7 Summary

In this chapter, we first showed that the traditional opportunistic content dissemina-
tion schemes are not suitable for disseminating content in mobile social networking
environments due to the relatively low number of content consumers and short con-
tent delivery deadlines. Starting from this, we formally defined the content replica-
tion problem in mobile social networks and showed that this is NP-hard. Then, we
developed a community based greedy algorithm for efficient content replication by
taking advantage of routine behavioural patterns of users. Using both real world and
synthetic traces, we showed that content replication can attain a delivery success
rate of 80% with less than 10% replication and approximately 60% of the content
can be delivered in less than one day. Further, different dynamic centrality metrics
were proposed to identify the most influential users within a community and to show
that the performance are highly environment dependent.
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6.7 Summary

Since random replication results have shown significant results even without any
knowledge of contact patterns of users, it has been further analysed using a hu-
man mobility simulator for opportunistic environments. Then, a component based
greedy algorithm has been presented and the results show that replicating on just
10% of consumers significantly increases the content delivery to almost all consumers.
Moreover, content pre-fetching provides a 80-90% cache hit rate, increasing user sat-
isfaction of the MSN service. Although we propose using networking infrastructure
supported replication, the proposed hybrid content dissemination ultimately reduces
the networking infrastructure bandwidth usages by approximately 60% when com-
pared to using no replication or a standard dissemination method. In addition,
the proposed replication strategies are robust and are not sensitive to the level of
collaboration of consumers for supporting replication of content on their devices.
In Chapter 7, we demonstrate the feasibility of the proposed system, namely Yalut,

by implementing it on Android smartphones, Mac and Windows desktop platforms.
Even though the communication level operations are quite different from the exist-
ing centralised content sharing mechanisms, the users do not need to change their
behaviour considerably compared to other decentralised content sharing systems. In
particular, Yalut leverages of the users’ preferred existing content sharing services
to interact with their friends. We believe that Yalut will motivate mobile users to
take part in decentralised social networking systems as it provides improved privacy,
user control and minimises communications cost for the users.
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Chapter 7

Realisation on Smart Mobile
Devices

In previous chapters, we proposed three novel mobile content delivery mechanisms,
namely User-Stash, MobiTribe and Yalut, which address cost and privacy asso-

ciated problems in current mobile content delivery architectures. In this chapter, we
demonstrate the feasibility of implementing the proposed mechanisms on commodity
mobile devices.

The User-Stash content delivery mechanisms are implemented on Android smart-
phones as a mobile app. Section 7.1 presents the design decisions and methods of
implementation that were used to optimise the scarce resource usage and enhance
the usability of the system as an attractive alternative solution for general mobile
users. We are in the process of releasing User-Stash for public use and especially on
busses from the Central Station, Sydney to the University of New South Wales1

The two mechanism of decentralised content sharing, MobiTribe and Yalut, have
been combined together for a mobile app, which we named as Yalut. In the process
of developing the Android application, we realised that it is vital to have desk-
top companion applications to enable accessing and sharing content on Yalut using
desktop computers. Therefore, Mac and Windows desktop applications were also
been developed. Yalut has been released for public use on the Android app store2

and on the Yalut landing webpage3. The details of the implementations of Yalut is
described in Section 7.2.

1http://www.userstash.com
2https://play.google.com/store/apps/details?id=com.yalut&hl=en
3http://www.yalut.com
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Figure 7.1: US-app implementation and the communication protocol.

7.1 Implementation of User-Stash

User-Stash consists of two main components US-app and US-server as described in
Sections 3.1. The US-app enables users to consume and contribute the content that
they have downloaded and consumed to a local store, US-server. The US-server
hosts the local store and makes it available to US-app users by enabling a local
network US-LAN. Although the system concepts are valid for any popular content
type, e.g. videos, photos, music, in this implementation we consider the viability of
the User-Stash system by focusing only on video content.

7.1.1 US-app client application

US-app can be developed as a standalone mobile app or an extension (plug-in) to
mobile web-browsers. Further, it is also possible to provide US-app as an SDK to be
used with any app due to the applicability of User-Stash concepts for various other
apps. We develop US-app as a standalone mobile app for Android smartphones
evaluating the performance of User-Stash as it provides much greater flexibility and
allows seamless distribution via mobile app stores.
The basic components of the US-app client application are illustrated in Figure

7.1 and the communication flow of the US-app with other entities (US-server and
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external servers) are illustrated in Figure 7.1b. User Activity and Player Activity are
the main activities that interact with the user, which initiates the relevant flow of
steps based on the user inputs. When the US-app is launched, User Activity initiates
a request to get the unique IDs (URLs) of the most popular videos from the video
service providers as shown in Figure 7.1b. This version of the US-app was integrated
with YouTube and Dailymotion video service providers. Data Manager component
forwards these requests to Request Generator through relevant APIs, e.g. YouTube
Data API4 and Dailymotion Graph API5. Data Manager can be easily extended to
other local video service providers such as PPTV6. The Request Generator directs
these requests via the user’s private cellular or WiFi network connection and then,
first get the video IDs of the requested content. User Activity compares the received
video IDs with the video IDs that are already cached in the device via a Database
query. Then, if there are new video IDs, a new request is generated to fetch the
related meta data for those videos such as keywords and thumbnails of the videos.
In addition to the most popular content, US-app enables the user to search for a
particular video or a set of related videos for a particular keyword on the service
provider (currently YouTube and Dailymotion). In this case, the same process will
be repeated to receive the video IDs and relevant meta data.
Once the User Activity receives all relevant information for the most popular

videos or user requested videos, it invokes switching of networking interface to the
available US-LAN to obtain the list of videos that are stashed in the US-server as
shown in Figure 7.1b. Then, the results are shown to the user with an indication
of whether the video is stashed in the US-server or not, as described in Section
7.1.3. At the same time, if there is any new content in the local cache of the US-
app that is not in the stash, the app pushes it to the US-server in the background
while the user is scrolling through search results. Then the user can select a video
clip that is either, (1) cached in the device (Local Cache), (2) stashed in the US-
server (User-Stash), or (3) need to be downloaded from the custodian (External).
Player Activity implements all the services related to video playback (e.g. play,
pause, scrolling and full screen) including the content downloading protocol. If
a video that can be obtained locally from US-server is chosen by the user, the
User Activity fetches the content from the US-server via the US-LAN to which,
the device is already connected. If a video that needs to be obtained externally
is selected, the network interface is switched back to the cellular network, and the

4YouTube Data API - https://developers.google.com/youtube/v3/
5Dailymotion Graph API - http://www.dailymotion.com/doc/api/graph-api.html
6http://www.pptv.com
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video is downloaded via the cellular network as shown in the flow diagram in Figure
7.1b. In accessing content either from the US-server or the external website, the
content is downloaded to the device instead of streaming the content as it allows
US-app to cache the content locally. We developed a custom HTTP client for this
purpose using Apache HttpCore [105] libraries. If the user wishes to watch the same
video again, it will be played from the local cache. In the case of external websites,
then it is possible to upload the locally cached copy to the US-server when the user
next connects to a US-LAN. Switching network interfaces is required because the
cellular network interface is not active while the device is connected to US-LAN
as the majority of current smartphones does not allow simultaneous use of cellular
and WiFi networking interfaces. However, this will be a temporary issue, as the
most recent smartphones are enabling the simultaneous use of multiple network
interfaces7.
In Section 3.1.3, we proposed an advertisement based incentive scheme for the

User-Stash system. US-app has registered with Google AdMob8 to receive Ads. Ad
Manager integrates the ad library provided by the registered ad network (Google
AdMob) to the US-app. In this prototype implementation, Google Ads are displayed
at the bottom of the UI as shown in Figure 7.3 when the user connects to Internet
via the user’s cellular network. When the user connected to US-LAN, Ad Manager
displays the Ads provided by the US-server. These local Ads will be stored in the
local cache once downloaded. However, we do not cache Google Ads as it is not
allowed by the AdMob library. Moreover, Ad Manager keeps records of the number
of Ads impressions and clicks count of local Ads for accounting purposes.
The local Cache and Database entries are managed by the Storage Manager. The

Database contains all meta data information related to a particular video file and
it also contains the mapping between related thumbnails and Ads for the particular
video. External storage (SD-Card) is used to store US-app data, where it is avail-
able. Storage Manager employs LRU cache replacement algorithm and the user is
given the option to specify the maximum allocated storage for US-app Cache in the
external SD-Card of the device.

7.1.2 US-server application

Similar to US-app, there are multiple ways to implement US-server. It can be de-
veloped either on a off-the-shelf mobile device or on a dedicated device, e.g. a single

7e.g. Samsung Galaxy S5 enables to boost access speed through simultaneous downloads through
WiFi and cellular networks.

8http://www.google.com/ads/admob/
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Figure 7.2: US-server app architecture.

board linux computer [106], [107]. Mobile device implementation is an easily de-
ployable solution compared to installation and distribution of a dedicated device,
despite advantages of processing and storage of dedicated devices. Therefore to
demonstrate the feasibility of the US-server, it was implemented on Android smart-
phones. Moreover, if the User-Stash service provider distributes US-server devices,
a smartphone would be a significant incentive for users to become US-servers. In
particular, the User-Stash service provider ensures the US-server candidate device
has adequate system capabilities (hardware, memory, etc.) to provide the required
(caching and delivery) services.
As majority of the smartphones supports 64GB of external storage and latest

phones such as Samsung S5 supports 128GB storage (Table 1.1), 128GB is a suffi-
cient storage for a US-server based on our simulation results presented in Section
4.2. US-server is essentially the same as US-app with a set of extra features to
support distribution and storage of content as can be seen in Figure 7.2. The users
with appropriate credentials to access US-server features can toggle between US-app
and US-server modes through the settings menu of the app. User Activity initiates
the US-server functionalities by activating WiFi hotspot on the device. Apache
HttpCore [105] libraries are used to host HTTP server to communicate with the
US-app devices. The Request Handler decodes the requests (read or write from/to
US-server cache) generated by US-apps and forwards them to the Data Manager.
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When the user is connected to the US-LAN, US-app will display similar videos that
are stashed in the US-server as suggestions to watch next. Data Manager computes
the Jaccard Similarity Index9 between the keywords of the given video and all other
videos in the Database and returns the meta data information of the videos with
highest similarity. To reduce redundant data communication, only the 10 most sim-
ilar videos are displayed. If the user requests more (pressing the “More” button),
more information will be send to US-app. Data Manager records the usage statistics
of videos stashed in the Stash and updates the Database following each request. In
addition, MD5-Hash of each content is computed and stored in the Database for the
purpose of detecting duplicates and also to perform hash filtering to identify and
remove inappropriate content from the US-server.
Ad Manager pushes Ads locally to US-apps via US-LAN and then records Ads

statistics (impressions and clicks) for accounting purposes. In this version of the
US-server, we focused only on the Ads that can be stored in the US-server without
any ad network involvement such as an Ad campaign that directly deals with the
User-Stash service provider. Storage Manager is responsible for maintaining the
mapping of database entries and the relevant videos, Ads and thumbnails. Then,
Storage Manager takes the stash replacement decision for write requests by applying
LRU policy. Section 4.2 presented the performance of different cache replacement
policies. Although GDSP showed the highest stash hit rate, the difference between
LRU and GDSP is smaller for bandwidth saving. Therefore, LRU was chosen for this
implementation considering the trade-off between the simplicity of implementation
and performance.

7.1.3 UX-UI design

The interface of the US-app is illustrated in Figure 7.3. We have given special
attention in designing the user interface (UI) as that is what matters the most
finally10. As stated earlier, the user can search the selected video service provider for
a particular content. If it is not found, the app will display the most popular content
for the particular geographical region. Depending on the user request, the US-app
displays the search results or shows the most popular videos with an indication
whether the content can be obtained locally, i.e. from within the User-Stash network
(the green arrow) or needs to be downloaded via the cellular network connection (red
arrow) as shown in Figure 7.3. The US-app also enables the user to view the most

9Jaccard Similarity Index of video v1 and v2 = ‖keywords(v1)∩keywords(v2)‖
‖keywords(v1)∪keywords(v2)‖

10We acknowledge the support given by UX designer Phil Grimmett.
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Figure 7.3: US-app user interface - the representation of locally stashed and
external videos.

popular videos stored in the US-server in a separate tab (the “Free video” tab in
Figure 7.3). Since these videos can be obtained locally, some users may tend to
browse and view them to find out "similar popular content" and "what is free for
today".
When a user clicks on a video, it will trigger the downloading of the particular

video from the relevant source. On this screen, the app also suggests a set of related
videos to the user. If the user has switched to the US-LAN network, the related
videos that are stashed in the User-Stash will be displayed as it allows the user to
obtain the content locally, thus reducing the usage of cellular data and the network
switching overhead. Otherwise, the suggestions will be similar to YouTube and
Dailymotion content service providers. In this case, the app displays whether those
suggestions are stashed in the US-server. Moreover, it enables the user to filter
the content based on usual video categories such as sports, music, news etc. For
example, if the user selects “sports” category, the US-app will fetch the most popular
“sports” videos from the particular service provider. Thus, US-app provides services
to the user similar to traditional centralised content providers, but for lower cost
and improved QoE due to localised content delivery.
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Figure 7.4: Components of Yalut mobile app

7.2 Implementation of Yalut

User-Stash demonstrates the advantages of local content distribution. However, it
does not address the issues associated with privacy and user control of data. As dis-
cussed thoroughly in Chapter 3, MobiTribe and Yalut content delivery mechanisms
are designed to overcome the above shortcomings by acting as an overlay on top
of the widely used centralised online social networking services and provides highly
efficient content sharing and storage methods, ensures the same level of content
availability, reduces the cost of communication and battery usage. In the following,
we demonstrate the feasibility of realising these mechanisms proposed in Chapter
5 and 6 on real mobile devices. MobiTribe and Yalut mechanisms are combined to
develop a unified mobile system, namely Yalut. Yalut consists of two main entities
1) Yalut mobile app and (2) Yalut cloud service.

7.2.1 Yalut mobile app

The basic components of the mobile application are shown in Figure 7.4 and the
message flow to/from the mobile app to other entities (Yalut cloud service and
third party services) are illustrated in Figure 7.5. The Core Service component
is the main service, which receives Intents from Android OS such as the action of
sharing a photo or accessing a link, and then it orchestrates the appropriate flows and
components. In the case of sharing a photo, Core Service calls Connection Manager,
which manages peer-to-peer communication in Yalut using modified BitTorrent as
the communication protocol. tTorrent [109] and libTorrent [111] libraries are used

154



7.2 Implementation of Yalut

2. Upload torrent file!

1. Create torrent file!

3. Receive the link !

4. Advertise the link in Facebook!

Creator! Yalut Cloud!
Service!

Social Networking!
Services!

(e.g. Facebook)!

(a) Content sharing

2. Monitor Facebook feeds!

3. Download torrent file!

Consumers and!
Helpers!

Yalut Cloud!
Service!

Yalut Users!
(Creator, Helpers, !

Consumers)!1. Content access prediction!

Peer-to-Peer Network!

4. Pre-fetch the content!

(b) Content downloading

Figure 7.5: Yalut message flows in content sharing and downloading.

in this implementation. Even though there are some other open source torrent
libraries available, those were not chosen due to license incompatibility and Android
support issues. For instance, libraries with GNU GPL version 2.0 license are not
compatible with Apache License version 2.011, which is the base licence for most of
Android libraries. All the external libraries used are summered in Table 7.1, which
are compatible with each other.

Connection Manager first creates a torrent file for the content to be shared and
then uploads the torrent file to the Yalut cloud service requesting a link to that par-
ticular torrent file as shown in Figure 7.5a. With this resulting link, Core Service
requests Social Network Manager to send the “shared notification” through the se-
lected social networking service. In the current version of the app, we have integrated
Yalut with three major social networking services, namely Facebook, Google+ and
Twitter. Further, we enable the users to send shared notifications through Email
and text messages (SMS). It is possible to provide an API to other external services
if they wish to link Yalut to disseminate content in order to send this notifica-
tion through Yalut app. The users have to sign in to the social networking service
through the app if they want to send shared notifications using a particular social
networking service. This is managed by Social Network Manager, which makes use
of the Google+ [113], Facebook SDK for Android [117] and the Twitter API [119].
Use of these external libraries makes the system dependent to their terms and con-
ditions of usage as summarised in Table 7.1. For instance, Google APIs Terms of
Service [113] forces to have a “Data Breach Policy”. This is overcome by promptly

11Fedora Licensing Guidelines: https://fedoraproject.org/wiki/Licensing:Main?rd=
Licensing

155

[J D [J D 



Chapter 7 Realisation on Smart Mobile Devices

Table 7.1: Summary of APIs, Libraries, SDKs used in Yalut development

APIs/Libs/SDKs Purpose Terms and Conditions

Android 4.4 SDK Android development Android Developer Terms [108]
tTorrent [109] P2P content distribution Apache License 2.0 [110]
libTorrent [111] P2P content distribution BSD-2 Clause license [112]
Google+ SDK Integrate with Google+ Google APIs Terms of Service [113]

User Content and Conduct Policy [114]
Platform Terms of Service [115]
Platform Developer Policy [116]

Facebook SDK Integrate with Facebook Apache License 2.0 [110]
Facebook Developer Terms [117]
Statement of Rights and Responsibili-
ties [118]

Twitter API Integrate with Twitter Twitter API Terms [119]
Apache Commons Filename operations Apache License 2.0 [110]
SQL Lite [120] Database operations Apache License 2.0 [110]
Thumbnailator [121] Thumbnails for images MIT License [122]
Xuggle-xuggler [123] Thumbnails for videos GNU GPL Version 3.0 [124]
Apache HttpClient and
HttpCore [105]

Http server at the CMS Apache License 2.0 [110]

notifying all Yalut users if there is a security breach in the system12.
After advertising the link to Yalut cloud service, the Connection Manager starts

seeding the content, i.e. sending periodic messages to the tracker updating the
location and contact information of the device. To minimise the increase in energy
consumption of the device due to seeding, the maximum number of concurrent
seeds that a device can handle is limited to 50 and the default time that a user seeds
content after sharing or downloading it, is limited to 1 day. All these parameters
can be configured in the advanced settings of the app.
Access Prediction Engine monitors social networking feeds in the background and

predicts the content that is likely to be consumed by the user based on the history of
content access patterns. For this experimental implementation, the app periodically
pre-fetches all content shared through the Yalut service. The content pre-fetching
interval is set to 10 minutes by default and can also be set to any value through app
settings. Once a shared notification is identified by the Access Prediction Engine
or by the user, the Core Service initiates the content downloading process first by
fetching the related torrent file for that content from the Yalut cloud service. The
torrent file contains the announce-URL of the tracker (Table 7.3) and the Connec-
tion Manager triggers the peer-to-peer content downloading process contacting the
tracker as shown in Figure 7.5b. The content creator or other online users who have

12The data breach policy is documented in the Terms of Services of Yalut in Appendix A.1.
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Table 7.2: Android permission table for Yalut

Permission Usage Purpose

receive_boot_completed Receive broadcast message
after booting

Automatically restart Yalut at
system reboot

write_external_storage Write to external storage Write relevant info to external
storage

internet Open network sockets Upload/download content
access_network_state Get connected network info Upload/download content
access_wifi_state Get WiFi network info Upload/download when only

connected to WiFi networks
wake_lock Keep processor from sleep-

ing
Run Yalut even when the phone
screen is off

get_accounts Use by Google+ Integrate with Google+
use_credentials Use by Google+ Integrate with Google+

the same torrent file will take part in forming the peer-to-peer network. The con-
tent sharing is set to perform only when devices are connected via WiFi networks
to reduce the cost of usage. However, the user is given the ability to change that to
any network through the settings menu.
Besides that, Context Info Collector records context information such as infor-

mation of the WiFi access points, remaining battery capacity and spare storage
capacity to compute the Device Availability to host others’ content described in
Section 5.1. Device availability pattern will be periodically (once per day via WiFi
networks) uploaded to the Yalut cloud server for the purpose of replicator selec-
tion. In addition, only if the user permits, Context Info Collector records the Yalut
app usage statistics for the purpose of Yalut app improvements and future research.
Both collected context information and downloaded content are stored in an SQL
Lite database [120] on the external storage of the device.
In Android, some operations such as automatic restart of an app after reboot

requires user permission at the time of installation. Table 7.2 summarises the user
permissions required to install Yalut, the usage and the purpose of the particular
permission block. Since Yalut is a privacy preserving app, the app requires the
minimum number of user permissions to provide the desired functionalities. As the
Android app is to be distributed via the Google Play Store, there are a number of
other policies and terms that were considered during the development of Yalut13.
The Yalut Terms of Services (Appendix A.1) and Privacy Policy (Appendix A.2)
were developed by carefully analysing all these policies.

13Google Play Terms and Conditions: Developer Distribution Agreement [125], Developer Program
Policies [126], Google Content Rating Guidelines [127], Google Privacy Policy [128], Google Play
Terms of Service [115] and Google Terms of Service [129]
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Security related features

The security threats for Yalut emanate from two sources. 1) Internally, through
the trusted social networking friends and through the integrated centralised ser-
vice providers as they may attempt to access data stored in user devices to gather
more information about the users. 2) Externally, through numerous parties such
as crawlers and hackers. For this version of the app, we utilise some techniques to
improve the security aspects although it can be further improved in the future.
We provide ephemeral content sharing capability in Yalut. Similar to apps such as

Snapchat, the content creator will be given the ability to specify the duration that
the content is to be made available for consumers. This information is integrated to
the torrent file and uploaded to the Yalut cloud service. At the consumers device,
this expiry time information is extracted from the torrent file and stored in the
local app database. Once the content is downloaded, Core Service starts a count
down timer for the duration of the expiry time. After the specified expiry time, the
content will be removed from all devices as well as the "share notifications" from the
social networking services. To make it reliable, all downloaded content are stored
in a hidden directory within the Yalut app directory and can only be accessed
through the Yalut app. In addition, the content can be encrypted, if necessary.
Therefore, even if the smartphone is lost or is hacked, there will not be any security
threat as the content is no longer available. The creator is also given the ability to
remove any content hosted on the friends’ devices through the Yalut service. If the
creator deletes any content, Yalut app puts a notification in the Yalut cloud service
associated with the particular torrent file. Then, the devices of all users who have
downloaded this particular torrent file will be informed to delete the content when
they connect with the Yalut cloud service next time. The local Yalut app of the
devices takes care of executing these delete requests without any requirement of user
interaction. However, it is inevitable to restrict someone copying the content as there
are many undetectable ways to copy content such as taking a photo of the content
using another device. The idea is to reduce the leakage of private information to
third parties such as the centralised social networking services.
In order to enable blacklisting as a way of excluding malicious users from the sys-

tem and also to restrict sharing copyright violated content, we introduce a "Signup"
process at the time of installation. Then, the Yalut cloud server uses the Yalut
user ID assigned at Signup in all communications with users to keep records of the
identities of the Yalut enabled devices. In addition to that, we enable an additional
security step by allowing the users enter a user name and password to open the app
in Android. Then, even if someone forgot to lock the device, an intruder will not be
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Figure 7.6: Components of Yalut cloud service

able to open the Yalut app without these credentials.
Moreover, Yalut inherits all the security measures imposed by centralised service

providers. At the time of sharing, the creator can select which friends or friend circle
that the content is to be shared with. At the consumer device, when the user clicks
on a Yalut notification to initiate the peer-to-peer download, the Social Network
Manager ensures whether that particular link appears on the social networking
feeds of the user. If it is not in the feeds, Yalut app prevents the downloading of
the particular content. This is an extra step of authentication provided by Yalut to
restrict downloading of content by stealing the link.

Desktop applications

MobiTribe and Yalut have been initially proposed to be implemented on smart
mobile devices. However, it was realised that a desktop companion application is also
an essential requirement during our development and initial user testing processes, as
people still access content using desktop and laptop computers. Therefore, dedicated
Mac and Windows desktop applications were developed using Java as the baseline
programming language. It is also possible to develop a web-browser plug-in for
Yalut. However, a dedicated application provides the option to create Yalut groups
to share content in future and to keep consistency in terms of features and UX-UI
designs. All functionalities of desktop app are made similar to the Android app,
except the following two additions: (1) The users can initiate content sharing by
dragging and dropping files into the Yalut directory inside the user’s home directory.
(2) The users can copy the link to be shared and then distribute the link using any
service available to the user such as chat applications.
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Table 7.3: Essential user information stored in the CMS

Item Description

Torrent file Torrent file contains - announce URL of the tracker, cre-
ation date, file length, file name

Hash of the social network IDs This is used to uniquely identify the owner of the content
Encrypted Yalut user ID to rectify copyright violations
Encrypted Yalut password
Hash of the content In order to comply with legal terms, hash of the content

is used to filter illegal content. This is used to stop fur-
ther sharing of content and notify the creators if there is a
complaint.

Expiry time This information is transferred to all downloaders along
with the torrent file

Delete Flag Yalut app checks this flag periodically for the downloaded
content

Thumbnail In order to display thumbnail in social network feeds, it is
required to store thumbnail.

Public Flag If not public, the app checks that the creator is a social
networking friend of the downloader.

Device availability Replication manager uses this information for replicator se-
lection.

7.2.2 Yalut cloud service - Connection Management Server

Yalut central entity is the Connection Management Server (CMS) that manages the
communication between Yalut enabled devices. Replication Manager (Figure 7.6)
determines the replicators to be used for each user periodically, using the device
availability patterns stored in the Database of the CMS. This is done by the repli-
cation algorithms proposed in Sections 3.2 and 3.3. Replication Manager notifies
all users when there is a change in the set of helper devices for a particular user.
The Connection Manager component works as a torrent tracker and an indexer.
Moreover, it is possible to provide an API to external content providers such as ad-
vertisers if they wish to use Yalut content sharing platform to disseminate content
among its users.

All the information that are required for the functionalities of Yalut is summarised
in Table 7.3. Thumbnail of the content is stored in the CMS to display it in social
networking feeds. The creator has the option to stop uploading the thumbnail in
the settings menu of the app. As described earlier, Yalut has to keep records of
the owners of the shared content for the purpose of blacklisting malicious users and
to stop sharing copyright violated content. Therefore, CMS stores hashed social
networking IDs, encrypted Yalut username and password for all shared content. In
addition, MD5-Hash of each content is also stored to comply with legal terms and
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Figure 7.7: Yalut Android app interfaces.

to take down the content if there is a complaint of copyright violations.
In addition, the collected user statistics from Yalut users will also be stored in

Yalut cloud service for the purpose of Yalut system improvements and also for
research and development of privacy preserving social networking applications. We
seek user consent before collecting this information. Further, the users can disable
uploading these information via settings menu of the app.

7.2.3 UX-UI design

In real-life implementations, ultimately what matters is the user experience. There-
fore, extra effort was taken to design the user interface of the app and to design the
process of content sharing and downloading from the user’s perspective14. To be
consistent among different platforms, Android, Mac and Windows UIs are designed
to be exactly the same.
At the time of installation, all users are asked to create a Yalut user account,

which is shown in Figure 7.7. The users are required to accept the Terms of Services
(Appendix A.1) and Privacy Policy (Appendix A.2). These terms and policies are
developed by consulting professional lawyers. The next two screens in Figure 7.7 are

14The design of Yalut UI was given as an assignment to UX-UI design students at General Assem-
bly, Sydney (https://generalassemb.ly/sydney). We acknowledge their support in making
user experience more natural and their suggestions has been considered in the final design of
the UI.
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Figure 7.8: Yalut content sharing steps.

the thumbnail grid view and detailed list view of the content shared (Uploads tab)
and content downloaded (Downloads tab) of each user. The list view shows content
creation time, expiry time, file name, file type and the channel that the content
is being shared. Then, the drop down menu provides additional control actions
of stopping, re-sharing, re-naming and deleting a shared content. For instance, if
the user deleted any content shared by him which is under Uploads, the particular
content will be deleted from all other devices as soon as those devices connect with
the Yalut Cloud Service. On the other hand, if the user deleted any downloaded
content, it will only be deleted from the local cache of the device.

Figure 7.8 shows the flow of views that the user goes through when sharing con-
tent. When the sharing icon is invoked, the app asks to select the type of content
that the user wishes to share. Then, the user is directed to either the photo, video
or audio gallery or to the file explorer based on the user input. After that, the app
shows Yalut content sharing page, where the user can select the content expiry time
and the service through which to send the shared notification, which was designed
with the help of a UX-UI design expert. This is shown in Figure 7.8. Once a ser-
vice is selected, the user is directed to that service. For example, if Facebook is
selected, the user is directed to the Facebook sharing page, in which the process
will be similar to any usual content sharing in Facebook. Yalut sharing notification
looks visually similar to other feeds in the social networks where the link to the
CMS is embedded inside. Figure 7.9 depicts Yalut shared notifications in Facebook
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Figure 7.9: Yalut shared notifications in Facebook and Google+.

and Google+. Furthermore, the Mac and Windows application provides the option
to copy the link to the clipboard, which can then be copied to any service to send
the shared notification, e.g. e-mail and iChat.

7.3 Summary

In this chapter, we presented an overview of prototype implementations of two mo-
bile systems: User-Stash and Yalut, which were developed based on the content
delivery mechanisms proposed in Chapters 4, 5 and 6. In User-Stash, US-app and
US-server applications have been successfully realised on Android smartphones and
the feasibility of providing cost-efficient content access was demonstrated. Yalut and
MobiTribe mechanisms are implemented on Android, Mac and Windows platforms
as a privacy-aware overlay service for social networking services. Since Yalut en-
ables users to share content from user-to-user without a centralised storage, special
measures have been taken to mitigate the malicious usage of the service such as
the capability to take down and blacklist rouge users. In addition, terms of ser-
vices, take down policy and privacy policy have been developed for Yalut by taking
legal advice, as this experimental Yalut app is now available for public users via
the Google Play Store and Yalut website. Both User-Stash and Yalut implementa-
tions have been demonstrated in ACM SIGMOBILE MobiSys’14 conference in July
2014 highlighting the successful realisation of both systems on real devices. From
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the lessons learnt during this prototype implementations, we aim to further develop
these two systems for the purpose of taking the research outcomes of this thesis for
the benefit of general mobile users.
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Chapter 8

Thesis Conclusion and Future
Work

The primary objective of this thesis was to develop novel mobile content delivery
mechanisms to mitigate the problems associated with user privacy and control

over user’s own data and to reduce the use of cellular network data while improving
the user quality of experience and usability. As discussed in Chapter 1, the aim
was to take the proposed solutions as close to the ideal performance as possible
(Figure 1.1), in the sense high performance in privacy, usability and resource-usage-
efficiency.

Privacy Resource Usage 
Efficiency 

Usability 

Resource Usage 
Efficiency 

Privacy Usability 

Yalut User-Stash MobiTribe 

Low Medium High 

Low 

High 

Medium 

(a) (b) (c)

Figure 8.1: Projection of three proposed mechanisms on to the 2D plains of
three primary objectives.

The success of achieving the ideal operating conditions with respect to privacy,
usability and resource-usage-efficiency is illustrated in Figure 8.1. It schematically
illustrates the level of benefits provided by each mechanism - namely User-Stash,
MobiTribe and Yalut, in the 2-dimensional (2D) planes of the above three objectives.
Firstly, User-Stash presented in Chapter 4 provides high resource-usage-efficiency
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Figure 8.2: Operating regions of proposed mechanisms in 3D solution space.

and high usability as shown in Figure 8.1(b). However, it does not solve issues
associated with user privacy and user control of data and thus the level of privacy
preservation is low (Figure 8.1(a)). Secondly, MobiTribe presented in Chapter 5
primarily focused on protecting user privacy and improving user control of data.
Thus, MobiTribe operates in the ideal operating region in privacy – usability plane
as shown in Figure 8.1(a). The level of resource-usage-efficiency of MobiTribe can
be considered as medium compared to User-Stash as MobiTribe users need to use
more cellular bandwidth in general. Thirdly, Yalut presented in Chapter 6 further
improved the resource-usage-efficiency of MobiTribe by exploiting the locality and
opportunistic low-cost networks. This takes Yalut to the ideal operating region in
resource-usage-efficiency – privacy plane as shown in Figure 8.1(c). Yalut provides
the same level of privacy as MobiTribe, but it reduces the usability to medium
level (Figure 8.1(a)) due to the additional content delivery delays associated with
opportunistic content dissemination.

The progress of the operating regions of User-Stash, MobiTribe and Yalut in the
3D solution space is illustrated in Figure 8.2. Starting from the bottom of the cube
(User-Stash), the proposed mobile content delivery mechanisms move MobiTribe
and Yalut solutions adjacent to the ideal operating region. The combination of
MobiTribe and Yalut thus provides the best solution as shown in Figure 8.2 and
achieves the aims of this thesis that was described in Chapter 1di. In the remainder
of this section, we succinctly summarise the novel contributions and subsequent
findings realised in the process of developing these mechanisms.
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8.1 Summary and Conclusion

User-Stash is a novel crowd-sourced content delivery mechanism that enables users
to consume popular content for free in locations such as public transportation sys-
tems where there is no access to cheap networks such as WiFi.
The novelty of User-Stash stems from:

• The use of crowd to cache and distribute geographically popular content lo-
cally, exploiting the transient co-location and spatio-temporal correlation of
content consumption patterns of mobile users.

• Eliminating the need for prediction of user demand as well as low-cost net-
works, while exploiting the spare storage capacity on mobile devices and the
capabilities to host a local WiFi network to create a new low-cost network for
all users in the vicinity.

• The method of downloading the content via one network (cellular) and up-
loading to a stash via another network (WiFi) to which it was download.

• An advertisement based incentive scheme to encourage users to become User-
Stash devices.

Using a real-world dataset of video content access patterns and probabilistically
modelling the behaviour of users in public transportation systems, we evaluated the
performance of User-Stash in terms of stash hit rate and cellular bandwidth usage.
We showed that:

• More than 60% stash hit rate can be achieved during a one hour bus ride re-
gardless of the content popularity distribution and User-Stash achieves higher
stash hit rate for short travel distances - e.g. metro type transport services,
where there is frequent arrival and departure of new commuters.

• More than 80% of the users reduce their cellular network usage at least by
40% when there is a 128GB of storage at the stash in US-server.

• Using the measurements obtained from the experimental implementation on
Android mobile devices, the throughput when accessing content locally via the
US-LAN from the US-server varies from 1Mbps to 6Mbps depending on the
mobile device manufacturers and capabilities.
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• The larger the size of the requested content, the lower the relative energy
consumption of US-app to download from cellular networks and if the system
is able to provide at least a 10% stash hit rate, users are very likely to save on
the device energy consumption.

MobiTribe is a novel content sharing mechanism that preserves user privacy and
improves user control over their own data by keeping user data away from centralised
service providers. MobiTribe addresses the challenges of enabling decentralised so-
cial networking services on smart mobile devices by providing continuous availability
of content over low-cost network connections. The novelty of MobiTribe can be sum-
marised as follows:

• The formation of Mobile Private Storage Tribe (mTribe) using the mobile
devices of groups of friends, which stores and distributes user data whilst
improving user privacy and providing the user more control over their own
data.

• Formalisation of content replication problem in distributed peer-to-peer archi-
tectures and proving that it is NP-Hard.

• Scalable content replication algorithm based on a combination of bipartite b-
matching and greedy heuristics that was developed to increase the availability
of content exploiting low-cost network availability, battery usage and storage
capacity of mobile users.

• Seamless ability to interact with users of existing centralised social networking
services improving the usability of the proposed mechanism and the deploya-
bility as a service.

MobiTribe content delivery performance in terms of content availability via a low-
cost networks and cellular bandwidth saving were evaluated using real-world WiFi
connectivity patterns of mobile users and with content creation and consumption
modelling. We showed that:

• Persistent availability of content via low-cost networks can be achieved with
approximately two to three replicas per content for the considered data sets.

• The theoretical worst case asymptotic time complexity of the proposed content
replication algorithm is O(n∆), where n is the number of friends of the content
creator and ∆ is the limit of replication per content.
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• MobiTribe saves 76% of the uplink and 46% of the downlink cellular bandwidth
compared to current widely used centralised server based content sharing archi-
tectures with on-the-spot data traffic offloading when the peak content access
delay is one day. Moreover, 90% of mobile users can save at least 40% of the
cost of their cellular communications.

• Device energy consumption decays exponentially with energy consumption
ratio between low-cost networks and cellular networks. Approximately 70% of
the devices consume lower energy than a centralised server architecture when
WiFi networks are 20 times energy efficient than cellular networks.

Yalut further reduces the cost of content delivery combining the advantages of
distributed decentralised storage and opportunistic communications. Yalut’s novelty
can be highlighted as:

• Hybrid time-aware method of combining distributed storage and opportunis-
tic friend-to-friend content dissemination exploiting the regular behavioural
patterns of mobile users.

• Proposal of dynamic centrality metrics considering encounter time of users and
duration of encounters to carefully select users to replicate content such that
content delivery delay through opportunistic content propagation is minimised.

• Community based greedy content replication algorithm and the use of available
lowest cost networking infrastructure to transfer the content to be disseminated
to geographically disconnected user communities.

The performance of content delivery in Yalut using opportunistic device-to-device
contacts among groups of friends were evaluated using both real-world and synthetic
traces. We showed that:

• Content replication selection problem for maximising content delivery success
rate while minimising the number of replicas to be NP-Hard.

• Replicating on just 10% of consumers significantly increases the content deliv-
ery to almost all consumers for all considered contact patterns of users.

• The proposed hybrid content dissemination ultimately reduces the network-
ing infrastructure bandwidth usage by approximately 60% when compared
to using no replication, although the content replication is carried out using
networking infrastructure.
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• Content prefetching using Yalut provides an 80-90% cache hit rate when the
mean access delay is larger than one minute.

• The proposed replication strategies are robust and are not sensitive to the
level of collaboration of consumers for supporting replication of content on
their devices.

8.2 Future Work

The future work to be done can be categorised into two sections, 1). Research: where
we identify mechanisms to further improve the benefits of proposed content delivery
mechanisms, and 2). Implementation: where we identify the future work required to
develop usable mobile systems for real users extending the current proof-of-concept
implementations.
Research: We have not considered the existence of multiple User-Stashes at the

same location. In such a scenario, US-servers require to synchronise their stashes
by pushing their cache content to each other for optimal performance. In the public
transport use case, it is also possible to synchronise the User-Stashes at least once
a day at the bus depot. Therefore, there can be multiple ways to take advantage
of the coexistence of multiple US-servers. In addition, we focused only on video
content delivery in this thesis. However, it is possible to extend the current work for
any type of content such as dissemination of news which has very high geographical
relevance.
In MobiTribe, we highlighted the possibility of using modified content recommen-

dation algorithms available in the literature. Content recommendation has recently
gained much attention due to the significant privacy threats posed by existing con-
tent recommendation algorithms. Therefore, alternative decentralised content rec-
ommendation algorithms that keep user data on their devices for the purpose of
content pre-fetching in MobiTribe would be an interesting research question to be
considered in future.
Implementation: In the case of User-Stash, the proof-of-concept Android im-

plementation of US-app and US-server presented here are expected to be developed
further to enhance the practical feasibility of User-Stash in terms of user QoE and
appropriateness, integrity, and authenticity of content. Through activating WiFi
hotspot mode on the mobile device, US-server manages multiple socket connections
to all the clients within the communication rage. However, the WiFi chipsets on
mobile devices can only handle 8-10 simultaneous connections. This can be over-
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come by implementing US-server on single board computers such as Gumstix [106]
and Raspberry Pi [107].
Standard practices such as hash filtering (registering with content identification

databases1) need to be carried out at the US-server to identify and remove inap-
propriate content from the User-Stash similar to any other user-generated-content
distribution service. In addition, adequate take down policies, terms of services
and privacy policy need to be developed to address practical deployment issues of
integrity and content authenticity.
We consider that the US-server only stashes content that are cacheable as some

of the video content providers may not allow users to cache content. However, when
User-Stash becomes a popular service, such issues can be mitigated by negotiating
with content providers since User-Stash enhances the distribution of their content.
Moreover, it will be possible to negotiate with local content providers such as PPTV
with subscribed users because their requirement is to deliver the content to all
users as cheaply as possible. The US-app can be easily extended to support such a
scenario where there are separate channels for specific content providers, e.g. PPTV
subscribed users to access PPTV content stored in a User-Stash.
Throughout the thesis, device-to-device communication has been exploited for

the purpose of privacy-aware content dissemination. Even though mobile devices
are equipped with advanced capabilities to do so, the existing data communication
protocols still pose limitations on device-to-device communication. For instance, in
Yalut experimental implementation, the device-to-device communication is realised
using modified BitTorrent protocol libraries of tTorrent and libTorrent. In order to
build a device-to-device connection, this implementation requires UPnP protocol2

support from the connected network. However, due to the adverse usage of peer-to-
peer protocols in some other applications, some networks do not support peer-to-peer
traffic. In our initial testing, we found out that most of the cellular networks allow
peer-to-peer traffic to pass through. However, most of the free or visitor type WiFi
networks do not provide UPnP support. This remains as a potential limitation of
the current experimental implementation. Therefore, an investigation of seamless
device-to-device communication protocols would be highly beneficial in future not
only for decentralised systems such as Yalut, but also for other systems such as
increasingly popular Internet-of-Things applications.
We have linked MobiTribe and Yalut with existing social networking service

providers because users are not able to or unwilling to migrate from their current
1e.g. https://www.audiblemagic.com/content-databases/
2http://upnp.org/about/what-is-upnp/
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services due to personal data being locked in with these services and all their friends
already using these services. Therefore, the system is being developed as an overlay
service to all other centralised services. However, these centralised service providers
may consider Yalut as a threat to their service as they do not get to store user con-
tent. For instance, if Facebook thinks Yalut is a threat to their service, it is possible
for them to block their API access anytime. This can be overcome by extending
Yalut to enable users to create Yalut groups to share content without using these
centralised providers.
We had not thoroughly investigated the concerns of data storage and commu-

nication security vulnerabilities. Alternative and more secure methods to enable
ephemeral content sharing can be investigated such as self-destructive content re-
gardless of the file systems and operating platform. In addition, Yalut cloud ser-
vice has to be extended to utilise other standard techniques to detect attacks such
as denial-of-service (DoS), spamming or Sybil attacks. Further, mobile optimised
encryption techniques can be developed to strengthen the content integrity and au-
thenticity of both User-Stash and Yalut systems.
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Appendix A

Yalut – Policies

A.1 Terms of Services
Last updated 15 May 2014.

In this document, the expressions “we”, “us”, “our” and “NICTA” are a reference
to National ICT Australia Limited, ABN 62 102 206 173 of Level 5, 13 Garden
Street, Eveleigh NSW 2015, Australia.

These terms of service (“Terms of Service”) apply to your access to and use of our
Yalut social networking service (the “Services” or “Yalut Social Network”), includ-
ing to: downloading and sharing of music, photos, videos or other material (the
“Content”); use of our associated software applications (the “Software”), such as our
Android app on Google Play; and our website, http://yalut.com (the “Website”).
If you do not accept these Terms of Service, you must refrain from using our Services.

1. Amendments
These Terms of Service and all information appearing on the Yalut Social Network
are subject to change. Amendments to these Terms of Service will be effective
immediately upon notification via our Software or Website. Your continued use of
the Services following notification will represent an agreement by you to be bound
by the terms and conditions as amended.

2. General Obligations

• You must not engage in unlawful activities.

• You must comply with these Terms of Service.

• You must be at least 16 years old.

• You may only register for one user account.

• You must not pretend to be anyone else.

• You may not share your account with others.

• You must not use or access anyone else’s account.
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• You must cease using our Services if we terminate your account.

• You may only use your account for personal, non-commercial purposes.

• You must not use your account for financial benefit of any kind.

• You may only use our Software to access any portion of the Yalut Social
Network other than our Website.

3. Additional obligations relating to Content
Our Software allows you to share Content using peer-to-peer technology. If you

share, or offer to share, any Content you must ensure that it:

• does not contain any sexually explicit material;

• does not infringe copyright or other intellectual property rights (including
moral rights) of any person;

• does not infringe the confidentiality or privacy rights of any person;

• does not discriminate against any person;

• does not expose any person to viruses, malicious computer code or other forms
of interference that may damage a computer system; and is not defamatory,
illegal or otherwise prohibited by laws which apply to you or to us.

You also acknowledge and agree that:

• You are responsible for the activity that occurs under your account.

• Any use or reliance on Content you obtain via the Yalut Social Network is at
your own risk.

• You must procure on behalf of yourself and your recipients, and on behalf of us,
all proper licences, clearances, permissions and releases in writing in respect
of any material (including copyright material) included in your Content before
you distribute it via the Yalut Social Network.

4. Access to third party social networks
Our Software may allow you to access some of your third party social networking
accounts, so that you can notify your friends on other social networks about
Content that you wish to share with them via the Yalut Social Network. For
example, you may be able to access your Facebook, Google+ or Twitter accounts.

If you access another social networking service through our Software, your access
to and use of the third party service will be subject to its terms of service. To
the extent of any inconsistency, the terms of service of the third party service will
prevail over these Terms of Service with respect to your access to and use of it
through our Software.
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You acknowledge and agree that third party social networks are not under our
control, and that it is solely your responsibility to ensure that your access to and
use of any third party service complies with its terms of service. We are not
responsible for any loss arising from your use of any third party service, such as
any termination of your account on a third party social network due to your failure
to comply with its terms.

You acknowledge that our Software facilitates your access to certain third party
social networks as a convenience only. We are not affiliated with, and facilitating
such access does not constitute an endorsement of, any such third party social
network, or a representation that use of the Yalut Social Network in conjunction
with a third party social network will comply with its terms of service.

5. Privacy
These Terms of Service are to be read in conjunction with our Supplemental Privacy
Policy.

6. Notifying us about alleged copyright infringement
These Terms of Service require users of our Services to respect the intellectual
property rights (including copyright) of others. If you wish to notify us that our
Services have been used in connection with an activity that you allege constitutes
copyright infringement, please refer to the “Copyright Infringement Notifications”
page on our Website.

7. Registration
You must register in order to use the our Services.
To register, complete your registration details in the manner described in our FAQ.
Registration is free but non-transferable. When registering, you must choose a user
name and password. Your password must be kept secure and may not be shared.
You may choose to use a pseudonym as your user name, but you must not pretend
to be or otherwise impersonate another person.

By registering, you acknowledge that you have read, understood and accept
these Terms of Service. These Terms of Service, as well as our Supplemental
Privacy Policy, will be displayed to you at the time of your registration, and
will not be able to complete your registration without checking a box to af-
firm your assent to these Terms of Service and our Supplemental Privacy Policy.
If you do not understand and agree to these terms, you are not permitted to register.

8. Disclaimer
OUR SOFTWARE AND THE SERVICES ARE PROVIDED “AS IS” WITHOUT EXPRESS
OR IMPLIED WARRANTY OF ANY KIND, TO THE MAXIMUM EXTENT PERMITTED
BY APPLICABLE LAW. THE APPEARANCE OF A HYPERLINK OR CONTENT FOR
ANY DURATION DOES NOT CONSTITUTE AN APPROVAL, ADOPTION, PROMOTION,
RATIFICATION OR ENDORSEMENT OF ITS CONTENTS BY US.
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TO THE MAXIMUM EXTENT PERMITTED BY LAW, WE DISCLAIM ALL LIABILITY FOR
ANY LOSS OR DAMAGE, HOWEVER CAUSED (INCLUDING THROUGH NEGLIGENCE
OR UNAVAILABILITY OR PERFORMANCE OF THE SERVICES), WHICH YOU MAY
DIRECTLY OR INDIRECTLY SUFFER IN CONNECTION WITH YOUR USE OF OUR
SERVICES AND SOFTWARE, INCLUDING LOSS OR DAMAGE SUFFERED BY DIRECTLY
OR INDIRECTLY RELYING ON ANY INFORMATION APPEARING ON OUR WEBSITE
OR THE SOFTWARE.

TO THE MAXIMUM EXTENT PERMITTED BY LAW, ANY CONDITION OR WARRANTY
WHICH WOULD OTHERWISE BE IMPLIED INTO THESE TERMS AND CONDITIONS
IS HEREBY EXCLUDED. WHERE LEGISLATION IMPLIES ANY CONDITION OR WAR-
RANTY, AND THAT LEGISLATION PROHIBITS US FROM EXCLUDING OR MODIFYING
THE APPLICATION OF, OR OUR LIABILITY UNDER, ANY SUCH CONDITION OR WAR-
RANTY, THAT CONDITION OR WARRANTY WILL BE DEEMED INCLUDED BUT OUR
LIABILITY WILL BE LIMITED FOR A BREACH OF THAT CONDITION OR WARRANTY
TO ONE OR MORE OF THE FOLLOWING: (A) IF THE BREACH RELATES TO GOODS,
(I) THE REPLACEMENT OF THE GOODS OR THE SUPPLY OF EQUIVALENT GOODS,
(II) THE REPAIR OF SUCH GOODS, (III) THE PAYMENT OF THE COST OF REPLACING
THE GOODS OR OF ACQUIRING EQUIVALENT GOODS OR (IV) THE PAYMENT OF
THE COST OF HAVING THE GOODS REPAIRED; AND (B) IF THE BREACH RELATES
TO SERVICES, (I) THE SUPPLYING OF THE SERVICES AGAIN OR (II) THE PAYMENT
OF THE COST OF HAVING THE SERVICES SUPPLIED AGAIN.

9. Exception to disclaimer
This disclaimer set out in these terms and conditions does not attempt or purport

to exclude liability arising under statute if, and to the extent, such liability cannot
be lawfully excluded.

10. Specific warnings
You must ensure that your access to and use of our Services, and any Content that
you access via our Services, is not illegal or prohibited by laws which apply to you.

You may incur additional cost in connection with your use of our Software and our
Services, such as additional data charges from your mobile phone carrier or internet
service provider. You are solely responsible for all such costs.

A failure to comply with these Terms of Service may result in termination of your
user account.

If we become aware of Content with child sexual abuse imagery, we will re-
port it to the appropriate authorities and delete the accounts of those involved
with the distribution. You must take your own precautions to ensure that the
processes that you employ for accessing our Services do not expose you to risk
of viruses, malicious computer code or other forms of interference which may

186



A.1 Terms of Services

damage your own computer system. For the removal of doubt, we do not accept
responsibility for any interference or damage to your own computer system which
arises in connection with your accessing of our Website, the Software, or any third
party social network. You also acknowledge that the Software may not be error-free.

11. Indemnity

You release and indemnify us, our servants and agents against all actions, claims
and demands (including the cost of defending or settling any action, claim or
demand) which may be instituted against us arising out of a breach by you of
these Terms of Service or arising as a result of your negligent or wilful misconduct
in connection with the downloading or sharing of Content pursuant to the Terms
of Service, including without limitiation against all actions, clause and demands
(including the cost of defending or settling any action, claim or demand) relating
to infringement of intellectual property rights.

Our facilitation of access to your third party social network accounts should not
be construed as an endorsement, approval or recommendation by us of the owners
or operators of those third party social networks, or of any information, graphics,
materials, products or services referred to or contained on those third party social
networks, unless and to the extent stipulated to the contrary.

In respect of any claim between the parties under or in connection with this
agreement, the parties agree that to the maximum extent permitted by law, the
operations of Part 4 of the Civil Liability Act 2002 (NSW) and of any laws having
a similar effect in the Commonwealth and other States and Territories of Aus-
tralia are excluded and have no application or effect insofar as any of them would
apportion liability to us which would not have been so apportioned but for such laws.

12. Termination of access

Your access to the Services, including the Software, may be terminated at any time
by us without notice. Our disclaimer will nevertheless survive any such termination.

13. Governing law

These terms and conditions are governed by the laws in force in New South Wales,
Australia. You agree to submit to the exclusive jurisdiction of the courts of that
jurisdiction.

14. General

If any of these terms and conditions are held to be invalid, unenforceable or illegal
for any reason, the remaining terms and conditions shall nevertheless continue in
full force.
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A.2 Privacy Policy
Last updated 15 May 2014.

In this Supplemental Privacy Policy, “NICTA” refers to National ICT Australia
Limited (ABN 62 102 206 173).

NICTA’s standard Privacy Policy is available for review at
www.nicta.com.au/privacy (“Standard Privacy Policy”). It provides you with
general information about how your “personal information” may be collected,
accessed, used, stored, disclosed or otherwise handled by NICTA.

This Supplemental Privacy Policy incorporates and supplements our Standard
Privacy Policy. It provides you with information about additional information
handling practices of NICTA that are specific to the Yalut social networking service
(the “Yalut Service”).

In the event of an inconsistency between this Supplemental Privacy Policy and our
Standard Privacy Policy, this Supplemental Privacy Policy will take precedence in
relation to your access to and use of the Yalut Service.

How we collect and use information relating to the Yalut Service

We may collect your personal information to provide, administer, and continually
improve the Yalut Service, including personal information about your use of the
Yalut Service.

You are required to register for a user name and password in order to use the Yalut
Service. However, if you do not wish to directly disclose your identity, you may
choose to use a pseudonym as your user name.

We will use and disclose the information we collect in accordance with applicable
law and our Standard Privacy Policy. For example, we may use or disclose such
information:

• to protect ourselves from liability, such as to defend against a legal claim; or

• to respond to a court order or other legal process; or

• to investigate, prevent or assist in the investigation or prevention of a suspected
breach of our Terms of Service, including any suspected unlawful activity; or

• for our research purposes.
Our research purposes may include, for example, investigating and developing
efficient content delivery methods, publishing details of such research outcomes
in journal articles or other academic papers, and preparing and discussing
Yalut Service usage patterns at academic conferences. We may also share
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anonymised usage information with researchers located in Australia or other
countries who conduct similar research.

We currently do not plan to use the information we collect for advertising or direct
marketing purposes.

Collection of essential usage information

We will track your usage of the Yalut Service. The following are some examples of
the kinds of information that we may collect and associate with your Yalut Service
user name:

• Your Internet Protocol (IP) address.

• A unique alphanumeric value (called a “hash value”) that we calculate based
on a media access control address (MAC address) or other unique identifier
relating to your mobile phone or any other device which you use to access the
Yalut Service. A hash value that we will calculate based on content that you
share with other users of the Yalut Service (but we will not ourselves store or
be recipients of such content).

• Meta-data about the content you share, including dates/times, file names and
sizes.

• If you use the Yalut Service to login to a third party social networking service
such as Facebook, Google+ or Twitter, such as for the purpose of sending a
“share notification”, we will also store a hash value that we will calculate based
on your username and/or user ID for the third party service.

Collection of optional usage information

We would also like to collect certain additional usage information, but only with
your opt-in consent.

When you register, you will be asked to consent to the automated, periodic, and
ongoing collection of certain additional information about your use of the Yalut
Service, including:

• crash log information (which may help us to rectify bugs); and

• information about your content transfers, including file names, file sizes, trans-
fer dates and expiry times, and details about content seeding, pre-fetching and
re-sharing.

If you do not give your consent to collect this additional usage information, you
will still be able to fully access and use the Yalut Service.

However, if you do provide your consent, this information may assist us to optimize
content sharing strategies and algorithms, improve integration with third party
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social networks, understand the importance and popularity of ephemeral content
sharing, and improve bandwidth consumption, and conduct and further our research.

If you do provide your consent, your continued participation will always be
completely voluntary – you may disable the collection of this additional information
by yourself at any time.

Please also be aware that the collection, if any, of such additional information
will increase your WiFi data usage (which may attract usage fees from your other
service providers depending on your WiFi data allowances). See our FAQ for
further information.

Our policy toward obtaining consents

We do not wish to collect non-essential information about you without first
obtaining your opt-in consent. If we become aware that a person does not have
the capacity to consent, we will take steps to terminate that person’s Yalut Service
registration.

As Australia’s Privacy Act does not specify an age after which individuals can make
their own privacy decisions, our current policy is to presume that any individual
aged 16 or over has the capacity to consent to the collection of their personal
information unless we have reason to believe otherwise. If you become aware that
a person under your supervision has registered to use the Yalut Service, and that
person is under 16 or does not otherwise have the capacity to consent, please
contact us using the details provided.

Deleting your account or information associated with your account

If you cease using the Yalut Service, and would like us to permanently delete your
account, please contact us using the details provided. After receiving your request,
we will take reasonable steps to destroy the information or to ensure that it is
de-identified, although we may (for example) retain a record to indicate that your
user name is not available for re-use by any other user.

Use of third party social networking services

If you use the Yalut Service to login to a third party social networking service such
as Facebook, Google+ or Twitter, for the purpose of sending a “share notification”,
your use of that social networking service will be subject to the data practices of
the third party service provider.

How to contact us

For any matter relating to this Supplemental Privacy Policy or your personal infor-
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mation, including if you wish to complain about a breach of the Australian Privacy
Principles, please contact:
Privacy Officer
Postal Address: Locked Bag 9013 Alexandria NSW 1435 Australia
Phone: +61 2 9209 4755
Email: privacy@nicta.com

We will respond to you, and we will try to resolve any complaints, as soon as possible.

A.3 Notification of Copyright Infringements
We have designated a representative and implemented other procedures to receive
and act on notices of claimed infringements of copyright from owners and agents of
owners of copyright material.

Notifications of copyright infringement must be written and signed, and should
contain the following information:

1. Your contact details.
Please provide your name, address, telephone number, fax number and email
address.

2. Description of copyright material.
Please provide a description that is sufficient to enable us to identify the copyright
material in respect of which the infringement is claimed.

3. Location of copyright material.
Please provide sufficient information for us to locate the copyright material in
respect of which infringement is claimed. For example, the IP address of a user
who you allege has engaged in peer-to-peer copying of your copyright material.

4. If you are the owner of the copyright owner, please include the
following statements:
“I am owner of the copyright in the copyright material, being copyright material
residing on your system or network. I believe, in good faith, that the storage of
the specified copyright material on your system or network is not authorised by
me or a licensee, or the Copyright Act 1968, and is therefore an infringement of
the copyright in that material. I have taken reasonable steps to ensure that the
information and statements in this notice are accurate.”

5. If you are the agent of the copyright owner, please include the
following statements:
“I am the agent of the owner of the copyright in the copyright material, being
copyright material residing on your system or network. I believe, in good faith,
that the storage of the specified copyright material on your system or network
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is not authorised by the copyright owner or a licensee of the copyright owner,
or the Copyright Act 1968, and is therefore an infringement of the copyright in
that material. I have taken reasonable steps to ensure that the information and
statements in this notice are accurate.”

If we receive such a notice alleging copyright infringement, our policy is to remove
or disable access to the infringing material. If we cannot remove or disable access
to infringing materials using technological measures, or in the case of repeated
infringements or other appropriate circumstances, we will prevent access to the
material by suspending use of any relevant user account that we can identify. We
will also send a copy of your notice of claimed infringement to such user account,
so that the user can get in touch with you to resolve your complaint.

If you wish to notify us of a claimed infringement of copyright, please send your
signed notice our designated representative using the details below:

Attention: Copyright Manager
National ICT Australia Limited
Locked Bag 9013
Alexandria NSW 1435
Australia
copyright.manager@nicta.com.au

If you are providing your notice by email, you can sign your notice by providing a
scanned physical signature or a valid electronic signature.
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