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ABSTRACT 
 

Liquid iron for steel production is produced mainly in a conventional blast 

furnace (BF). New iron-making processes have been introduced in the last two decades 

because of environmental concerns. One such process is COREX smelting technology, 

which can operate, at least in theory, without any need for coking-coal, significantly 

reducing CO2 emissions and production costs of liquid iron. However, the complicated 

gas-solid flow inside the reduction shaft (RS) of COREX gives rise to operational 

difficulties such as sticking of particles at high temperature. Understanding the flow 

patterns in RS would enhance the ability to control them, resulting in an improved 

overall process quality. To understand multiphase flow in the RS, mathematical 

modelling has been employed here, coupling discrete element method (DEM) with 

computational fluid dynamics (CFD). Using this CFD-DEM approach, gas-solid flow 

and heat transfer phenomena were investigated at microscopic level. The results 

indicate that gas inlet velocity has an insignificant effect on solid flow pattern due to 

small gas-solid interaction forces. The model was able to describe heat transfer inside 

the RS, and a new burden distribution arrangement was proposed, with some 

improvement in heat transfer in the central part of the furnace. While future analysis and 

investigation should deal with more realistic properties, these results confirm that 

mathematical modelling, in particular CFD-DEM, is an effective tool for describing 

complicated phenomena inside the RS. The findings of this study should be useful for 

control and optimization of the RS operation. 

 

Keywords: COREX; reduction shaft; multiphase flow; sticking; discrete element 

method; computational fluid dynamics. 
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1.1 Preface 
 

Until very recently, iron for steel production has mainly been produced in a 

conventional blast furnace (BF). However, BF operation is associated with a range of 

environmental concerns that include CO2 emission from the process itself as well as 

from the processing and transport of iron ore, coke and limestone. Additionally, the 

price of coke has increased dramatically in recent years, further contributing to the 

urgent need to address these issues by developing new processes. New technologies 

have been introduced with good potential to replace these processes, or at least to play 

an important role in the iron-making industry. One such smelting technology is the 

COREX/FINEX process. Developed by SIEMENS VAI and DVAI-Germany in 1985, 

COREX is the first commercially proven smelting reduction technology. 

The most innovative feature of the COREX process is the separation of the iron 

reduction and smelting into two separate reactors: reduction shaft (RS) and melter-

gasifier. As shown in Figure 1.1, the RS is located exactly over the melter-gasifier, 

minimizing the space utilized and so reducing the cost of product handling. Moreover, 

the process is capable of using non-coking coal as a reducing agent and energy source 

(Chatterjee, 2005), and the system export gas has a wide range of applications (Wall et 

al., 2011). Although this process was introduced to overcome the problems associated 

with coke consumption, coke is still used in most COREX plants worldwide. To that 

extent, COREX still has some drawbacks, such as high consumption of coal (more than 

that of a BF), the difficulty of efficiently distributing Direct Reduced Iron (DRI) and 

coal in the melter-gasifier and the segregation and sticking of particles inside the 

system. In the present study, these sticking phenomena will be investigated, particularly 

in the RS of the COREX process. 
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Figure 1.1: Simple illustration of COREX process (Barman et al., 2011). 

The first COREX commercial plant was commissioned in Pretoria, South Africa in 

1989, with an annual capacity of 315,000 tons of pig iron. Today, annual production 

from the seven COREX plants currently operating exceeds 8 million tons of pig iron. 

These plants are located in South Africa, China and India (Siemens VAI, 2011). 

The process starts by charging iron ores, pellets or lumps and flux materials into 

the RS to produce DRI by exposure to counter-current reducing gases. DRI usually 

reaches up to 93–95% metallization and contains 2–5 wt% carbon. Residence time 

inside the furnace is about 7–9 hours (Anameric and Kawatra, 2008), which is a long 

time by comparison with other DRI processes such as Midrex or Tenova HYL. 

Discharge screws convey the DRI into the melter-gasifier, where final reduction takes 

place along with other metallurgical reactions. Hot metal and slag is then tapped as in 

the conventional BF process. The coal is injected directly into the melter-gasifier and 
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gasified by oxygen injection, producing high efficient reduction gases. The gas 

produced mostly contains carbon monoxide (CO = 65–70%), hydrogen (H2 = 20–25%) 

and carbon dioxide (CO2 = 2–4%) (Anameric and Kawatra, 2008). These gases leave 

the melter-gasifier and are cleaned and cooled to about 800 C and then injected into the 

RS (bustle zone), reducing iron ores to DRI. The off-gases produced by the system have 

high calorific values of about 6.7–8.0 MJ/nm3, containing 35–45% CO, 35–45% CO2, 

15–20% H2, 1–3% N2 and 1–4% CH4 (Wingrove, 1999). These gases can be used for 

various purposes such as generating electricity, reducing ores in adjacent direct 

reduction plants and for preheating purposes inside plants. The economic efficiency of 

the COREX process depends strongly on the beneficiation of these gases.  

The quality of DRI (i.e. metallization) is an important element. This can 

generally be managed by controlling factors such as amount and quality of reducing 

gases (especially %CO and %H2), temperature of the reduction gas, reducibility of the 

iron ores, average particle size and distribution of the solids charged. On the other hand, 

the efficiency of the melter-gasifier has been found to depend on the size and chemical 

analysis of the coal used, as well as on the high percentage of H2 and CO in the 

reducing gas to ensure high metallization of the DRI, optimum distribution of oxygen 

between tuyeres and dust burners, permeability of the char bed, high system pressure 

and a large melting operation (i.e. large amounts of hot metal produced per hour). In the 

next section, the RS will be discussed in more detail. 

1.2 Reduction Shaft  (RS) 
 

The COREX RS is a tube-like reactor that utilizes the same principle as well-

known direct reduction processes like Midrex and Tenova HYL. Direct reduction is the 

process of converting iron ore into metallic iron (spongy iron) by using reductant gases 
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such as H2 and CO in gas-based reduction, or coal in coal-based reduction processes. In 

recent years, the demand for DRI has increased as an alternative to high quality scrap. 

In advanced countries, electric arc furnace (EAF) mills now are predominant in the steel 

industry, boosting the demand for DRI. Figure 1.2 shows the share of each process in 

DRI production from 2009 to 2011 (Midrex Technologies, 2014). 

 

Figure 1.2: Share of each process in DRI production (with annual increases) (Midrex Technologies, 2014). 

The iron reduction mechanism is simple; fresh iron ores are exposed in a reactor or 

the RS to reductant gases or coal at high temperature (usually in the range of 750–1050 

C) to reduce (extract) oxygen from the iron and introduce metallic iron (DRI). The 

reactions converting Hematite (Fe2O3) into metallic iron (Fe) are listed below. 

- Reactions with H2: 

3Fe2O3 + H2 = 2Fe3O4 + H2O     (1.1) 

Fe3O4 + H2 = 3FeO + H2O     (1.2) 

FeO + H2 = Fe + H2O                      (1.3) 

- Reactions with CO: 

3Fe2O3 + CO = 2Fe3O4 + CO2    (1.4) 

Fe3O4 + CO = 3FeO + CO2      (1.5) 
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FeO + CO = Fe + CO2     (1.6) 

The most widely-known DRI production technologies are the MIDREX® and 

Tenova HYL® processes. The first Midrex plant was commissioned at Portland, Oregon 

USA in 1969; by 2017, the company expects to produce a cumulative one billion tons of 

DRI (Midrex Technologies, 2014). The second largest producer of DRI is Tenova HYL; 

the Mexican company HYL was established in 1957. Many of these processing facilities 

have been built in developing countries, particularly those producing natural gas. 

In all direct reduction furnaces, the two most common issues are segregation and 

sticking of feed materials. Segregation is introduced in a RS as a consequence of natural 

size distribution among ore particles or between ore and coal particles. Many previous 

studies have investigated the root cause of this issue (e.g. (Alavi Shoushtari et al., 2013, 

Drahun and Bridgwater, 1983, Gernon and Gilbertson, 2012, Rahman et al., 2011, 

Standish, 1985, Williams, 1976). Although most studies have concentrated on other 

particulate systems such as hopper or fluidization systems, an understanding of solid 

flow in the COREX reduction shaft is of great importance as the first step in achieving a 

smooth operation. In COREX, most of the feed materials are large in size, but the 

introduction of fines during the transportation and processing of iron ores and coal is 

also possible. In association with injected reducing gases, these fines may have 

significant effects on both segregation and sticking. High temperatures, along with the 

physical and chemical properties of iron ores, also have a crucial effect on either 

increasing or minimizing the sticking. In the following sections, an attempt will be 

made to understand the phenomenon of sticking. 

1.3 Aim of the Project 
 

Although COREX is a promising new process, there is to date relatively little 



7 

significant research relating specifically to its first component, the RS. From related 

experience with the Midrex RS and on the basis of this literature survey, it becomes 

clear that sticking and segregation of solid particles are the major two problems facing 

the direct reduction industry. An understanding of these issues will therefore contribute 

significantly to smooth operation and increased productivity. The literature indicates 

that CFD-DEM mathematical simulation can generate detailed particle-scale 

information, for instance, about the trajectories of individual particles and the forces 

acting on them (Yu, 2004), enabling interpretation of the mechanisms governing 

complicated flow behaviours like sticking or segregation. On that basis, the CFD-DEM 

method has proved to be an effective approach to simulate a COREX RS (Hou et al., 

2014). 

The present study will apply the CFD-DEM approach to further fundamental 

understanding of sticking phenomena, which should be useful for process control and 

optimization. The specific research objectives are to investigate: 

1. Gas-solid flow inside the RS, using the CFD-DEM model 

2. Effect of gas flow on solid movement 

3. Heat transfer characteristics in the RS 

4. Effect of burden distribution 
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2.1 Effects of Cohesive Force on Solid-fluid Flow inside the Reduction Shaft 

For large particles, effective weight dominates flow behaviour. Effective particle 

weight decreases with decreasing particle size while the ratio of cohesive force between 

particles to particle weight increases, and therefore, the cohesive force finally becomes 

the key factor in controlling flow behaviour. COREX RS feedstock commonly contains 

different types and sizes of raw materials: ores, coals and coal dust. These differences 

increase the segregation of particles owing to percolation or sifting phenomena, in 

which smaller particles will move down through the centre of the moving bed, and 

larger ones will descend near the furnace wall. Following this uneven distribution of 

particles, the bed’s permeability will vary; areas of high permeability (larger particles) 

will achieve better gas-solid interaction, leading to variations of quality in DRI 

production.  

From the point of view of cohesion, a high cohesion occurs when particles are so 

small as to exist in powder form. These tend to stick together, forming an agglomerate 

and leading to harsh effects on solid flow. The following are some brief examples of 

these forces. 

(a) Capillary forces 

Liquid bridges formed between particles induce capillary forces. Total capillary 

force is the sum of surface tension force and force created by the pressure difference 

across the air-liquid interface. Depending on the amount of liquid added to the system, 

there are four degrees of saturation: pendular, funicular, capillary and droplet 

(Figure 2.1). In the pendular regime, all liquid bridges are separate and independent, and 

the attractive forces between particles are larger as compared to those in the other three 

regimes. With the addition of more liquid to the system, the degree of saturation of the 
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system changes—first to funicular, then to capillary and finally reaching the droplet 

state. The effect of capillary forces was excluded because no liquid is introduced in 

normal RS operation. However, this force might become effective if particles reached 

their melting point. 

 

Figure 2.1: Degree of liquid saturation: (a) pendular; (b) funicular; (c) capillary; (d) droplet (Payam and 

Fathipour, 2011). 

(b) Electrostatic forces 

Electrostatic forces can be introduced through friction, leading to electrostatic 

charging of particles by the transfer of electrons between them. One simple instance of 

this force occurs when a small balloon is rubbed with wool cloth.  

(c) Van der Waals force 

This is a short-range force, acting when surfaces are sufficiently close together and 

caused by spontaneous electrical and magnetic polarizations that create a fluctuating 

electromagnetic field within the medium in the gap between the surfaces involved. 

Again, this force can be ignored in practice, as the majority of feedstock is large in size. 



 

 

2.2 Cohesion Phenomena 
 

Many studies have been conducted to investigate the inter-particle forces 

affecting particle-particle or particle-wall interactions, but most of these studies have 

examined only the effects of these forces on fine particles (powders in μm range) in a 

fluidized bed (Gransden and Sheasby, 1974, Hayashi and Iguchi, 1992, Zhang et al., 

2012). However, the intention in the present study is to examine inter-particle forces 

between spherical large particles (> 5 mm), and in particular, those forces that promote 

sticking of the particles. In COREX RS, the feedstock contains iron ore pellets, lumps, 

fluxes and coal. This feedstock is subjected to different types of interactions. The high 

temperature of the furnace is one of the crucial factors that usually causes a partial 

melting of some particles (chiefly, smaller ones), which eventually increases the 

sticking tendency or cohesive forces among solid particles. On the other hand, the 

concentration of reduced gases also makes an important contribution to process 

stability, as does the type of oxide ore and its physical and chemical properties. 

In COREX, most of the feedstock is in large-size particles, but fine particles 

may be introduced during transportation of oxides by the friction between particle-

particle and particle-wall, or by particle disintegration caused by falling effect or 

swelling of iron oxides. Most of these events happen at low temperatures (El-Geassy et 

al., 1996, Higuchi and Heerema, 2005, Wang and Sohn, 2012). These fines fit in 

between larger particles or simply stick to the furnace wall. An understanding of inter-

particle forces between large particles is crucial in order to avoid interruptions to the 

operation. However, up to now, relatively few studies have been carried out in this area 

(Higuchi and Heerema, 2005). Fine particles (powders) attract most of the attention; 

several studies have examined the effect of cohesive forces inside a fluidized bed (see 

for example (Gransden and Sheasby, 1974, Hayashi and Iguchi, 1992, Zhang et al., 
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2012). Cohesion in particulate solids can be classified into two very broad types: wet 

and dry. In wet cohesion, capillary forces dominate particle interactions. In dry 

cohesion, for solids of less than 10 μm, van der Waals forces and electrostatic forces are 

also significant (Chaudhuri et al., 2006).  

Many studies have shown that propensity to sticking is promoted or enhanced by 

multiple factors. Some of these factors relate to operating conditions while others relate 

to physical and chemical properties of reducing gases and iron ores. These factors may 

be summarized as follows: (a) In respect of reduction temperature, it was found that iron 

pellets start to accumulate and stick to each other at higher temperatures (Yi et al., 

2013). The transformation from Hematite to Magnetite happens at a very early stage of 

the reaction, leading with other associated factors (iron precipitations, whisker 

formation) to increased metallic forces between the particles, and therefore to sticking; 

(b) Many studies (Wang and Sohn, 2012, Yi et al., 2013, Wang et al., 2012) have shown  

that reductant gas composition (such as high CO concentration in reductant gas) 

promotes the sticking tendency, and that this behaviour decreases as H2 concentration 

increases. The ratio of these gases (CO and H2), known as the reductant ratio, was also 

investigated in the literature; (c) Physical properties of iron pellets, such as porosity and 

strength, are crucial factors in inhibiting sticking and agglomeration of pellets. Formal 

investigation by Huang et al. (2012) found that the strength of the pellets decreased 

dramatically at the beginning of reduction. On the other hand, a certain amount of 

porosity always enhances the penetration of reductant gases into the pellets, so 

improving the reduction reaction (Higuchi and Heerema, 2005). However, as porosity 

increases, pellet strength will decrease, leading to fines production inside the RS. The 

shape of iron oxides plays an important role in sticking tendency, and spherical shape 

has the lowest sticking propensity by virtue of the minimal surface contact area; and (d) 
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Chemical properties of iron oxides are also relevant, and there is evidence that gangue 

content, particularly in the form of Al2O3 and MgO, has a negative impact on sticking, 

reducing the possibility of forming iron whiskers and decreasing the swelling index 

(Wang and Sohn, 2011). Again, gangue materials may have positive effects on sticking 

propensity by decreasing the melting point of iron oxide and so introducing capillary 

forces between partially melted surfaces. DRI production decreases as a consequence of 

having to minimize the reduction temperature to overcome low melting point. Clearly, 

then, sticking can be reduced at the cost of DRI chemistry and productivity of DR plant, 

with adverse economic and operational consequences for conditions in steel making 

plants (Basdağ and Arol, 2002). All of the above factors will now be addressed in 

greater detail. 

a) Operational Conditions 

 

The association between high reduction temperature and sticking tendency is 

well understood (Wang et al., 2012, Yi et al., 2013); as the reduction temperature 

increases, pellets tend to enlarge, and cracking on pellet surfaces therefore increases, 

leading to fracture or even spilling of the pellets. Yi et al. (2013) investigated the effect 

of temperature on sticking index in different reducing gas environments. Figure 2.2 

shows that sticking index increased with increasing reduction temperature in all 

reduction atmospheres.  
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Figure 2.2 : Effect of reduction temperature on sticking index of pellets in different atmospheres (Yi et al., 

2013). 

As temperature increases to what is known as Tammann temperature (often 

taken to be half the material’s melting point on the absolute temperature scale (Vayenas, 

1992)), the amount of precipitated iron increases (Figure 2.3), leading to higher surface 

energy and causing particles to stick (Zhang et al., 2011). As the temperature changed 

from 800–900 °C, the sticking indices were identical for each atmosphere. However, 

sticking index increased noticeably when the temperature increased to 950 °C and then 

reached the experimental maximum of 1000 °C. It follows that 950 °C can be viewed as 

a critical temperature on the sticking index.  
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Figure 2.3: Schematic diagram of the mechanism of sticking caused by precipitated iron (Zhang et al., 2011). 

With an increasing CO proportion in the reductant gas, the propensity to 

swelling and sticking will increase (Wang et al., 2012, Yi et al., 2013); the effects of 

different reductant concentrations on swelling index are shown in Figure 2.4. However, 

increasing the content of H2 leads to lower swelling and sticking indices. The effect of 

CO reducing gas on whisker formation was also investigated by Wang and Sohn (2012), 

they found that CO reducing gas promotes long whisker formation and therefore 

increases the swelling index of iron pellets. Another result indicated that sticking time 

decreased with increasing CO concentration, but the metallization ratio increased. In 

summary, sticking tendency increased in line with high temperature, CO concentration, 

reduction potential and gas velocity, respectively (Yi et al., 2013). However, the 

presence of H2 in the reducing gas mixture (even at a low concentration of 10%) 

diminished whisker formation and reduced swelling (Wang and Sohn, 2012). 
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Figure 2.4: Effect of temperature and reductant concentration on swelling index (Wang et al., 2012). 

The effects of differential reductant composition and temperature on reduction 

behaviour are shown in Figure 2.5. As can be seen, a higher H2 concentration in the 

reducing gas achieves a faster reduction rate because the molecular diffusion coefficient 

and reducing power of H2 are better than those of CO at high temperature (~ > 810 °C). 

 

Figure 2.5: Effects of reduction atmosphere and temperature on variation of reduction ratio with time (Wang 

et al., 2012). 
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b) Physical Properties 

 

Physical properties of iron oxides such as strength and porosity distributions 

critically affect the rate of reduction, fines generation and ultimately sticking 

propensity. Formal investigation by Huang et al. (2012) found that pellet strength 

decreased dramatically at the beginning of the reduction reaction (from 2800 to 1506 

N/Pellet) and then improved slightly when the metallic irons appeared. On the other 

hand, a certain amount of porosity is always favourable in enhancing the penetration of 

reductant gases into the pellets and so improves the reduction rate (Higuchi and 

Heerema, 2005). However, when porosity increases, pellet strength decreases, leading 

to fines production inside the RS. The shape of iron oxides also plays an important role 

in determining the sticking tendency; a spherical shape has the lowest sticking 

propensity because of the minimal surface contact area. Higuchi et al. (2005) proposed 

two ways of minimizing strength loss during reduction: first, by increasing pore 

diameter to achieve a lower reduction rate; and second, by increasing pore diameter to 

form a homogenous reduction, resulting in more uniform stress distribution and less 

particle expansion during reduction. Wang et al. (2012) found that increasing the CO 

content of the reducing gas drastically reduced the strength of the pellets at 950 °C. This 

phenomenon can be explained as follows. The reduction of oxides by CO is an 

exothermic reaction, causing temperature variance between the inner and outer surfaces 

of the pellets. The structure of the pellets also becomes looser after reduction because of 

the repositioning of carbon during the reaction with CO. Additionally, the binding 

power among iron grains is diminished when pellets are reduced by CO, resulting in 

higher porosity and lower strength after reduction.  

c) Iron oxides chemistry 

 

While most of the studies were concerned with the external parameters affecting 
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the reduction and sticking of the pellets, Abdel-Halim et al. (2011) considered the 

properties of iron oxides as well as external loads applied during the process. Increasing 

the load allowed for close packing of the particles, which in turn increased the points of 

contact between metallic irons, enhancing sintering and densification processes. The 

sticking phenomena were observed only for acidic pellets, where the presence of a 

silicate phase had a noticeable effect on the enhancement of clustering tendency. Acidic 

iron ore pellets (0.37 basicity) show a greater tendency to clustering than basic pellets 

(1.62 basicity). This variation in clustering tendency is most probably related to 

differences in chemical and mineralogical composition.  

On the other hand, gangue contents affect the strength, swelling and sticking 

behaviours of iron oxide pellets. When the pellets are reduced, the materials undergo 

volume expansion changes, involving thermal expansion due to heating, phase 

transformation and growth of iron whiskers during reduction. Where volume change is 

extreme, the bonding between adjacent planes becomes weak and the pellet cracks. To 

minimize swelling, the growth of iron whiskers should be restricted. The presence of 

gangue (SiO2 and MgO) seems to strengthen pellets by developing slag bonds (Sharma 

et al., 1990),which is why the swelling index of pure iron oxide pellets is higher than 

that of non-pure iron (containing gangue). So, as the Fe content of pellets increases, the 

sticking index increases, as shown in Figure 2.6. However, laboratory tests (Basdağ and 

Arol, 2002) have shown that certain organic materials like limestone + bentonite, 

bauxite and serpentine can efficiently be used for this purpose. As a result, pellets with a 

higher Fe and lower gangue content can be reduced at higher temperatures, leading to 

productivity improvements. 

Unfortunately, gangue materials can also lower the melting point of iron oxides, 

and any increment in temperature will therefore be limited to prevention of sticking, so 
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minimizing productivity. 

 

Figure 2.6: Effect of Fe content on sticking of pellets (Basdağ and Arol, 2002). 

d) Particle-Wall Interactions 

 

The interaction between particles and the furnace wall is also important. The 

formation of oxide layers over the wall is a crucial issue in that it may cause production 

interruption or, in severe cases, may require a major shutdown for removal of these 

layers. Ortiz et al. (1999) identified the important variables and interactions responsible 

for the formation of oxide layers over the refractory bricks on the wall of a DRI RS. It is 

known that various types of cohesive force may account for layer formation. In this 

case, magnetic attraction was eliminated as the wall refractory was not made of a 

magnetic material and the iron temperature was higher than the Curie point. 

Accordingly, Ortiz et al.’s experiments revealed that, at the laboratory scale, shear stress 

causes layer formation when the powder fines sintered inside the wall pores are 

accumulated to form layers over the wall. However, adhesion between DRI particles 

and the wall surface could be avoided by treating the refractory bricks at 1700 C with 

silica sand, the purpose being to minimize the porosity of the brick surface. However, 

unlike those RSs utilized in natural gas-based direct reduction processes, sticking of 
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iron oxide feedstocks to furnace walls is not a problem in the COREX reduction RS 

because the reducing gas usually contains coal dust, which serves as a lubricant 

(Anameric and Kawatra, 2008). 

2.3 Computer Simulation 
 

Granular material studies are carried out mainly by conducting conventional 

experiments to develop the understanding of granular physics; however, particle scale 

(microscopic) information cannot be gathered by these means. The bulk behaviour of a 

granular system depends on the collective interactions of individual particles. Particle 

scale analysis is crucial in establishing the fundamental mechanisms of granular 

physics. An experimental technique such as PEPT is one of the particle scale research 

techniques that can measure a single particle trajectory, but it is difficult to obtain all of 

the micro-dynamic information of particles.  

Computer simulations have become increasingly effective as a tool for studying 

granular materials. The interior state and transient data of a granular flow can readily be 

examined and measured easily, and simulations can model hypothetical environments 

that are not easily produced in experiments, such as altered gravity or frictionless 

particle environments. 

2.4 Simulation Methods 
 

In physical simulation area of COREX RS, H. Zhou et al. (2015) studied the 

effect of a new design called areal gas distribution (AGD) for measuring the solid flow 

profile in a semi-cylindrical model. The results revealed that the solid flow pattern in 

the RS model followed a Flat → Wave → W shape profiles as the burden descends. The 

input gas volume has a minimal effect on solid flow behaviour as well. Additionally, 

four solid flow zones have been identified as follows; plug flow zone at the top area of 
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the RS (1), stagnant zone at the lower central part (4), funnel flow zones above the tips 

of screw dischargers area (2) and quasi-stagnant zone between the funnel flow zone and 

furnace wall (3), as shown in Figure 2.7.  

 

Figure 2.7: Internal structure of solid flow in COREX RS (1: Plug flow; 2: funnel flow; 3- quasi-stagnant 
zone; 4- stagnant zone (H. Zhou et al., 2015). 

 

The Monte Carlo method has been widely used as a numerical technique to 

study particle motions. It was introduced into the field of granular materials in studies of 

size segregation (Rosato et al., 1986) and varying granular dynamics (Rosato et al., 

1987). However, the method has some limitations—for instance, it has no physical time 

scale, and collision time is assumed to be zero. On the other hand, the normal restitution 

coefficient must be zero in order to minimize potential energy during each particle 

move, making it difficult to relate physical material properties to granular dynamics. 

Driven by the method of ballistic deposition (Jullien and Meakin, 1987, Jullien 

and Meakin, 2000), the Method of Steepest Descent can deal with a very large number 
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of particles. In this kind of simulation, particles reach a local surface minimum after 

following the path of steepest descent. New particle contacts are treated as completely 

inelastic collisions. This method was used to study piles with many particles, as well as 

segregation. Because inertia and elasticity of particles are neglected, and simulation 

time steps are not connected to physical time, this model is insufficient to describe the 

full dynamics of granular materials with differing material properties. 

Caram and Hong proposed a diffusing void model based on a random walk 

process of a discrete lattice , which was mostly used to study particle outflow from two-

dimensional hoppers (Caram and Hong, 1991, Hong and Caram, 1992). The model 

makes many assumptions and simplifications, and again does not provide realistic 

granular dynamics simulation. 

A cellular automaton is a discrete model studied in computability theory, 

mathematics, theoretical biology and microstructure modelling. In these models, space 

is discretized into cells that have the size of the particles and can be either occupied or 

empty. The particle dynamics are modelled by a set of particle and collision rules, 

which apply when certain conditions are satisfied. They have been also used to simulate 

the behaviour of granular materials during vibration, piling, falling, segregation, 

displacement of a retaining wall and rapid flow (Kozicki and Tejchman, 2005). The 

main weakness is that the models are purely kinematic; no flow dynamics is involved, 

and the underlying physics of the update or collision rules is not clear. 

Pioneered by Cundall and Strack in 1979, the discrete element method is 

perhaps the most common simulation technique. Two types of particle dynamics 

methods are used in DEM: hard-sphere and soft-sphere. In hard-sphere method, 

collisions are prompt and binary; in soft-sphere method, collisions are finite and can 

occur between multiple particles. Soft-sphere method is widely used in granular flow 
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simulations because most granular flow phenomena have multiple, long-duration 

particle contacts. The forces acting on each particle in the system are determined and 

positions of particles are updated. 

2.4.1 Discrete Element Method (DEM) and Computational Fluid Dynamics 

(CFD) 

 

Discrete element method (DEM) (Strack, 1979) is a numerical technique for 

modelling the multi-body collision behaviour of particulate systems. The principle of 

DEM is to track, in a time-stepping simulation, the trajectory and rotation of each 

element in a system to evaluate its position and orientation, and then to calculate the 

interactions among elements as well as between elements and their surrounding 

environment. These interactions will subsequently be used to update element positions. 

In general, elements are individual particles, but they may also represent clusters 

(Asmar et al., 2002). The motion of each particle in the system in question is described 

by Newton's equations of motion. The only limiting factor in the DEM approach 

concerns the limitations of computer capacity. Because the number of particles is so 

constrained, the method cannot be easily used in real process modelling with the current 

technology.  

In DEM, all forces acting on each particle are modelled and calculated on the basis 

of the Voigt model, involving a spring-dashpot-slider setup as shown in Figure 2.8. 

Essentially, the particle i is affected by two types of forces: self-gravity and the contact 

forces due to particle-particle and particle-wall interactions. In addition, the particle i is 

also affected by two torques: the torque due to tangential force and rolling friction 

torque. 
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Figure 2.8: Illustration of interaction forces between two particles (Asmar et al., 2002). 

Computational Fluid Dynamics (CFD), on the other hand, is an approach that 

utilizes numerical methods and algorithms to solve and analyze problems that involve 

fluid flows. The most fundamental consideration in CFD is how to treat a continuous 

fluid in a discretized way. As pointed out by Yu and Xu (2003), the difficulty in 

particle-fluid flow modelling relates mainly to solid phase rather than fluid phase. These 

problems can be solved by coupling CFD and DEM because of its convenience and its 

capabilities in capturing particle physics behaviours. 

This coupling of CFD and DEM is more popular in the study of fluidization. 

Fluidization is a process of treating solid particles inside a reactor and under appropriate 

conditions as a fluid-like flow. This is usually achieved when a pressurized gas or liquid 

is blown upward and evenly through the particulate medium with sufficient force to 
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cause the particles to rise up and move around inside the reactor so that particles 

become well mixed with one another and with the liquid or gas. This mixture is then 

treated as a fluid-like mixture. In the present case, however, the RS is consider as a 

confined system, as the gravity force of the materials is much higher than the lifting 

force of the reducing gases. An understanding of heat and mass transfer mechanisms is 

essential to study phenomena involving segregation and sticking tendencies. In CFD-

DEM, the motion of discrete particles is obtained by solving Newton’s second law of 

motion as in DEM, and the flow of the continuum fluid is obtained by solving the 

Navier-Stokes equations, based on the concept of local average as in CFD, coupling 

CFD and DEM through particle-fluid interaction forces (Xu and Yu, 1997). The main 

advantage of CFD-DEM is that it can generate detailed particle-scale information, such 

as the trajectories of and forces acting on individual particles, which is a key to 

interpreting the mechanisms governing the complicated flow behaviour. With the rapid 

development of computer technology, the CFD–DEM approach has increasingly been 

used to study various particle-fluid flow systems (see for example (Ren et al., 2012, Sun 

et al., 2013, Zhao and Shan, 2013, Zhou et al., 2011). 

2.4.2 Applications of CFD-DEM 

 

The CFD-DEM model has been widely used to study the particle-fluid flow 

observed in almost all types of particulate processes. In process industries, this method 

is used to gather the following information: 

1. Segregation and Mixing efficiency 

2. Flow behaviour and jamming 

3. Granulation, agglomeration and surface coating 

4. Fluidization phenomena and Pneumatic transport 

5. Conductive heat transfer and mass transfer 
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The focus here will be on CFD-DEM applications to blast furnace process. 

Mio et al. (2007) built a model of solid particle flow (without gas effect) in the 

blast furnace. The objective of the model was to analyse solid particle flow in a blast 

furnace with a bell-type charging system, using large-scale DEM. About 500,000 

particles were used in this work. The melting behaviour of iron ore and combustion of 

coke in an actual blast furnace were modelled by shrinking particles. The results 

showed a particle pulsating flow in the upper area of the blast furnace, and in this 

calculation, the descending velocity near the sidewall was much larger than at the 

centre. The melting position of the ore was mapped, establishing that most of iron ore 

were melted above the raceway. As shown in Figure 2.9, this area was characterised as 

the cohesive zone. 

 

Figure 2.9: Mapping of mass of melted ore (Mio et al., 2007). 

Zhou et al. (2011) analysed gas-solid flow in a blast furnace by combining discrete 

particle simulation (DPS) or DEM with computational fluid dynamics (CFD). The 

conditions considered included different gas and solid flow rates, asymmetric conditions 

such as non-uniform gas and solid flow rates in blast furnace raceways and existence of 
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scabs on the sidewalls. The model was able to capture blast furnace solid flow patterns 

(Figure 2.10, as well as microscopic-level information about particles such as porosity, 

velocity and force structure (Figure 2.11). The results revealed that stagnant zone size 

increases with increasing gas flow rate or with decreasing solid flow rate. The results 

also showed that solid pressure and porosity vary spatially. Generally, solid pressure 

increases from top to bottom on the central axis. Porosity increases from the top to the 

stagnant zone on the central axis, and from the top sidewall to the central region, but 

decreases from the raceway to its surroundings. Three regions were identified 

(Figure 2.12): region I (plug flow zone), where solid pressure increases with the 

increase of porosity; region II (quasi-stagnant zone and stagnant zone), where solid 

pressure scatters and varies within a large range; and region III (vicinity of raceway), 

where solid pressure decreases with increasing porosity. 

 

Figure 2.10:  Solid flow patterns for different gas flow rates: (a) 0 m3/s; (b) 1.93 × 10− 2 m3/s; and (c) 5.79 × 10− 

2 m3/s when the solid flow rate is 0.3 kg/s (Zhou et al., 2011). 
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Figure 2.11: Normal force network for different gas flow rates: (a) 1.93 × 10− 2 m3/s; (b) 5.79 × 10− 2 m3/s; and 

(c) 6.94 × 10− 2 m3/s when the solid flow rate is 0.3 kg/s (Zhou et al., 2011). 

 

Figure 2.12: Spatial distribution of porosity corresponding to the three regions (Zhou et al., 2011). 

Xu et al. (2000) analysed the gas solid flow in a raceway that was formed by lateral 

gas blasting. The model simulated the motion of 10,000 spherical particles of 4 mm 

diameter. It was shown that, depending on gas velocity, the bed could be transformed 
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from fixed to fluidized or vice versa; particle velocity and motion could be described by 

a CFD-DEM model, as shown in Figure 2.13. Results also showed that large particle-

particle contact forces occurred along the boundary between the moving and stagnant 

zones while large fluid drag forces occurred in the roof of the raceway. 

 

Figure 2.13: Gas streamlines and particle velocity showing the circulating flow of particles in the raceway 

when gas velocity is 25 m/s (Xu et al., 2000).



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Chapter 3 MODEL DESCRIPTION 
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In the present study, the CFD-DEM method is used to investigate and analyse gas-

solid flow, heat transfer and the effects of cohesive force on the flow in the COREX RS. 

The advantages of this method were outlined previously in Chapter 2. Here, the specific 

governing equations of CFD and DEM are described. 

3.1 Governing Equations for DEM 
 

In this study, gas-solid flow in the RS is considered to be composed of a discrete 

solid phase, which is analysed by DEM, and a continuum gas phase, which is described 

by CFD. In DEM, each individual particle has two types of motion: rotational and 

translational. While moving, and at every time step, the particle may interact with its 

neighbouring particles and/or adjacent wall, through which energy and momentum 

exchange takes place. At any given time t, the equations governing the motions of 

particle i of mass mi and radius Ri can be described as: 

 

gffff iipfj ijcijdijeii mdtdvm  ,,,, )( ,   (3.1) 

and 

 
j ijrijtii dtdI )( ,, TTω ,           (3.2) 

where vi and i are the translational and rotational velocities, and Ii )5/2( 2

ii Rm  is the 

moment of inertia of the particle. The forces involved are: the particle-fluid interaction 

force fpf,i; the gravitational force mig; and the forces between particles (and between 

particles and walls), which include the elastic force fe,ij, the viscous damping force fd,ij 

and the cohesive force fc,ij. The torque acting on particle i due to particle j includes two 

components: Tt,ij, which is generated by the tangential force and causes particle i to 

rotate; and Tr,ij, commonly known as the rolling friction torque, which is generated by 
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the asymmetric normal contact forces and slows down the relative rotation between 

contacting particles. If particle i undergoes multiple interactions, the individual 

interaction forces and torques are summed for all particles interacting with particle i. 

Figure 3.1 shows the forces and torques schematically.  

 

Figure 3.1: Schematic illustration of the forces acting on particle i from contacting particle j and non-

contacting particle k (capillary force here) (Zhu et al., 2007). 

The equations used in this model are well described in the literature (Zhu et al., 

2007) and are summarized here in Table 3.1 (Hou et al., 2012c). Once the forces and 

torques are obtained, the equations (3.1) and (3.2) can be solved, and the motion 

information for particles, including trajectories, velocities and transient forces, can be 

determined. 
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Table 3.1: List of equations to calculate forces and torques on particle i (Hou et al., 2012c). 

 

3.2 Governing Equations for CFD 
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The fluid phase in this study is described by the CFD method. In CFD, the fluid 

domain is discretized into cells, as seen for 1D and 2D cases in Figure 3.2. In each cell, 

all variables such as fluid velocity, pressure and density are locally averaged quantities. 

There are, then, three sets of governing equations as first developed by Anderson and 

Jackson (1967) and then further modified by (Xu and Yu, 1997, Zhou et al., 2010, Feng 

and Yu, 2004).  

 

 
 

Figure 3.2: A representation of one-dimensional and two-dimensional uniformly distributed Cartesian cells. 

 

In Set I, the fluid governing equation is derived directly, based on the point equation 

of motion of the fluid and the solid phase governing equation, on the basis of the 

equation of motion for the centre of mass of a single particle. In Set II, in order to solve 

the undetermined terms, Anderson and Jackson (1967) formulated some constitutive 

equations for the solid stress tensor and decomposed the particle-fluid interaction force 

into two components, at ‘macroscopic’ and particle scales. To eliminate the fluid stress 
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tensor in the solid phase governing equation in Set II, Set III is derived on the 

assumption that fluid flow through the particle phase should be steady and uniform. 

According to Zhou et al. (2010), Set II and in particular Set I can be used generally 

while Set III can be used only conditionally. In the present case, Set I is used. 

Accordingly, the governing equations comply with the conservation of mass and 

momentum over computational cells, based on the local-average method for a 

computational cell, which can be written as 

0)()(  uffff t  ,    (3.3) 

and 

gτFuuu fffpffff pt   )()( ,        (3.4) 

where u, ρf , and p are the fluid velocity, density and pressure, respectively; Fϝp is the 

volumetric fluid-particle interaction force; and τ and ɛ are the fluid viscous stress tensor 

and porosity of a computational cell, given as: 

𝝉 = 𝝁𝒆[(𝛁𝒖) + (𝛁𝒖)−𝟏],     (3.5) 

𝜺 = 𝟏 − (∑ 𝑽𝒊
𝒌𝒄
𝒋=𝟏 ) /∆𝑽,    (3.6) 

where μe is the fluid molecular viscosity and Vi is the volume of particle i. 

3.3 Calculation of Particle-Fluid Interaction Force 
 

The particle-fluid interaction force FPf ,i is the sum of all kinds of particle-fluid 

interaction forces acting on single particles by fluid, including fluid drag force, pressure 

gradient force, viscous force, virtual mass force, basset force and lift force (Zhu et al., 

2007). The drag force Fd ,i and the pressure gradient force Fp are considered here, the 

drag forces on a single particle i can be written as: 

𝑭𝒅,𝒊 = 𝑭𝒇𝟎,𝒊𝜺𝒊
−(𝒙+𝟏)

        (3.7)  
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where ɛi is the porosity around particle i; 𝐹𝑓0,𝑖 is the fluid drag force on particle i in the 

absence of other particles; and x is the coefficient, given by: 

𝑭𝒇𝟎,𝒊 = 𝟎. 𝟓𝑪𝒅𝟎,𝒊𝝆𝒇𝝅𝑹𝒊
𝟐𝜺𝒊

𝟐|𝐮𝒊 − 𝐯𝒊|(𝐮𝒊 − 𝐯𝒊)       (3.8)  

𝒙 = 𝟑. 𝟕 − 𝟎. 𝟔𝟓𝐞𝐱𝐩 [−(𝟏. 𝟓 − 𝐥𝐨𝐠𝟏𝟎 𝑹𝒆𝒊)
𝟐/𝟐]      (3.9)  

The fluid drag coefficient 𝐶𝑑0,𝑖   and the particle Reynolds number 𝑅𝑒𝑖 are given as 

𝑪𝒅𝟎,𝒊 = (𝟎. 𝟔𝟑 + 𝟒. 𝟖/𝑹𝒆𝒊
𝟎.𝟓)𝟐    (3.10) 

𝑹𝒆𝒊 = 𝝆𝒇𝒅𝒊𝜺𝒊|𝐮𝒊 − 𝐯𝒊|/𝝁𝒇     (3.11) 

 and the pressure gradient force Fp can be written as 

𝑭𝒑 = −𝑽𝒑 ∙ 𝛁𝐩        (3.12) 

After particle-fluid drag forces and the pressure gradient force on a single particle have 

been determined, the volumetric particle-fluid drag force in a computational cell can be 

determined by: 

𝑭𝒑𝒇,𝒊 = ∑ (𝑭𝒅,𝒊 + 𝑭𝒑)/∆𝑽
𝒌𝒄
𝒊=𝟏      (3.13) 

  

3.4 Coupling Scheme of CFD and DEM Methods 
 

In the CFD-DEM coupling approach, the motion of individual particles is acquired 

by solving Newton’s equations while fluid flow is determined by CFD at the 

computational cell scale (Hoomans et al., 1996, Tsuji et al., 1993). As pointed out by 

Xu and Yu (1997), the coupling of CFD and DEM methods can be achieved 

mathematically as follows. At each time step, DEM will determine the positions and 

velocities of individual particles for the evaluation of porosity and volumetric fluid drag 

force in a computational cell. CFD will use these data to determine the fluid flow field 

and will then calculate the fluid drag forces acting on individual particles. Incorporation 
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of the resulting forces into DEM will produce information about the motion of 

individual particles for the next time step. 

3.5 Heat Transfer Model 
 

Heat transfer between particle i and its surroundings involves three heat transfer 

mechanisms: particle-fluid convection, particle-particle or particle-wall conduction and 

particle radiation. According to the energy balance, the governing equation for particle i 

can be generally written as (Zhou et al., 2009, Hou et al., 2012b, Hou et al., 2012a) 

𝒎𝒊𝒄𝒑,𝒊
𝒅𝑻𝒊

𝒅𝒕
= ∑ �̇�𝒊,𝒋

𝒌𝒊
𝒋=𝟏 + �̇�𝒊,𝒇 + �̇�𝒊,𝒓𝒂𝒅 + �̇�𝒊,𝒘𝒂𝒍𝒍  (3.14) 

where �̇�𝑖,𝑗 is the heat exchange rate between particles i and j due to conduction; �̇�𝑖,𝑓 is 

the heat exchange rate between particle i and its surrounding fluid; �̇�𝑖,𝑟𝑎𝑑 is the heat 

exchange rate between particle i and its surrounding environment by radiation; �̇�𝑖,𝑤𝑎𝑙𝑙 is 

the heat exchange rate between particle i and the wall; 𝑘𝑖  is the number of particles 

exchanging heat with particle i; and 𝑐𝑝,𝑖 is the particle specific heat at constant pressure. 

The detail of each mechanism as noted by Zhou et al. (2009) is addressed here as 

follows. 

a) Convective Heat Transfer 

The convective heat transfer rate between particle i and fluid is commonly calculated 

according to eq. 3-15: 

�̇�𝒊,𝒇 = 𝒉𝒊,𝒄𝒐𝒏𝒗𝑨𝒊(𝑻𝒇,𝒊 − 𝑻𝒊)    (3-15)  

where Ai is the particle surface area; 𝑇𝑓,𝑖 is the fluid temperature inside a computational 

cell where particle i is located; and ℎ𝑖,𝑐𝑜𝑛𝑣 is the convective heat transfer coefficient 

(HTC). ℎ𝑖,𝑐𝑜𝑛𝑣  is related to the Nusselt number, a function of the particle Reynolds 

number and the gas Prandtl number, which is given by 
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𝑵𝒖𝒊 =
𝒉𝒊,𝒄𝒐𝒏𝒗𝒅𝒑𝒊

𝒌𝒇
= 𝟐. 𝟎 + 𝒂𝑹𝒆𝒊

𝒃𝑷𝒓𝟏/𝟑    (3-16)  

where 𝑘𝑓 and 𝑑𝑝𝑖 are the fluid thermal conductivity and partial diameter, respectively, 

and 𝑅𝑒𝑖 is the local relative Reynolds number for particle i. The variation of Prandtl 

number is minor with temperature and here the value is set to 0.712 at 300K. The 

constant, 2.0, represents the contribution from particle-fluid natural convection; a = 1.2, 

and b = 0.5 are assumptions based on the recent literature data; 2.0 represents the 

contribution from particle-fluid natural convection. 

The equation used to determine the fluid-wall heat transfer coefficient hf,wall is 

𝑵𝒖𝑫 =
𝒉𝒇,𝒘𝒂𝒍𝒍𝑫

𝒌𝒇
= 𝟎. 𝟎𝟐𝟑𝑹𝒆𝟎.𝟖𝑷𝒓𝒏   (3-17) 

where D is the hydraulic diameter, and the exponent n is 0.4 for heating and 0.3 for 

cooling. Then, the heat flux �̇�𝑓,𝑤𝑎𝑙𝑙  between particle and wall is determined by 

�̇�𝒇,𝒘𝒂𝒍𝒍 = 𝒉𝒇,𝒘𝒂𝒍𝒍 ∙ 𝑨𝒇,𝒘𝒂𝒍𝒍 ∙ (𝑻𝒘𝒂𝒍𝒍 − 𝑻𝒇)   (3-18) 

where 𝐴𝑓,𝑤𝑎𝑙𝑙 is the contact area between fluid and wall. 

 

b) Conductive Heat Transfer 

Most conduction between particles involves particle-fluid-particle conduction heat 

transfer and particle-particle conduction heat transfer. 

 Particle-fluid-particle conduction heat transfer 

The particle-fluid-particle heat transfer model used here is the one proposed by 

Cheng et al. (1999) with some modifications as proposed by (Zhou et al., 2009). 

Figure 3.3 shows the contact conditions between two adjacent particles i and j. Ti 

and Tj are the temperatures of particles i and j respectively. The heat flux between 

particles can be described as: 
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�̇�𝒊𝒋 = (𝑻𝒋 − 𝑻𝒊) ∫
𝟐𝝅∙𝒓𝒅𝒓

(√𝑹𝟐−𝒓𝟐)−
𝒓(𝑹+𝑯)

𝒓𝒊𝒋
∙(

𝟏

𝒌𝒑𝒊
+

𝟏

𝒌𝒑𝒋
)+𝟐[(𝑹+𝑯)−√𝑹𝟐−𝒓𝟐]/𝒌𝒇

𝒓𝒔𝒇

𝒓𝒔𝒊𝒋
   (3.19a) 

where  

𝑯 =
𝒅𝒊𝒋−𝟐𝑹

𝟐
     (3.20b) 

𝒓𝒔𝒇 =
𝑹∙𝒓𝒊𝒋

√𝒓𝒊𝒋
𝟐 +(𝑹+𝑯)𝟐

    (3.19c) 

𝒓𝒊𝒋 = 𝟎. 𝟓𝟔𝟎𝑹𝒊(𝟏 − 𝜺𝒊)
−𝟐/𝟑   (3.19d) 

and where 𝑘𝑝𝑖 and 𝑘𝑝𝑗 are the thermal conductivities of particles i and j, respectively. 

As shown in Figure 3.3, parameter 𝑟𝑠𝑖𝑗 = 0 when H ⩾ 0 and 𝑟𝑠𝑖𝑗 = rc when H < 0, where 

rc is the radius of the contact area of two contacting particles; 𝑟𝑖𝑗 is the radius of the lens 

of fluid between two contacting or near-contacting spheres; ɛi is the local porosity of 

particle i; and 𝑑𝑖𝑗 is obtained from DEM simulation. When the distance of 2H is greater 

than the particle radius R, heat flux between the two particles can be ignored. 

 

 
Figure 3.3: Relative positions of two spheres: (a) non-contact case; (b) contact with overlap case (Zhou et al., 

2009). 

 

 Particle-particle conduction heat transfer 
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Conduction heat transfer occurs between two solid materials: particle-particle or 

particle-wall. Generally, conduction due to elastic deformation involves two 

mechanisms: conduction due to particle-particle static contact (i.e. packed bed 

condition), and conduction due to particle-particle collision, which is common in a 

moving or fluidized bed reactor (Zhou et al., 2009). In conduction due to particle-

particle static contact, equation 3-20 is adopted as first proposed by Batchelor and 

Brien (1977)  and subsequently modified by Cheng et al. (1999). This equation is 

used to calculate heat flux through the contact area between particles i and j as 

follows: 

�̇�𝒊,𝒋 =
𝟒𝒓𝒄(𝑻𝒋−𝑻𝒊)

(
𝟏

𝒌𝒑𝒊
+

𝟏

𝒌𝒑𝒋
)

    (3.20) 

The equations used to determine particle-particle collision were first proposed 

by Sun and Chen (1988) and subsequently modified by Zhou et el. (2008a) for ease 

of implementation in the CFD-DEM model: 

�̇�𝒊,𝒋 = 𝒄′ (𝑻𝒋−𝑻𝒊)𝝅𝒓𝒄
𝟐𝒕𝒄

−𝟏/𝟐

(𝝆𝒑𝒊𝒄𝒑𝒊𝒌𝒑𝒊)−𝟏/𝟐+(𝝆𝒑𝒋𝒄𝒑𝒋𝒌𝒑𝒋)−𝟏/𝟐    (3.21a) 

𝑐′ = 0.435 ∙ (√𝑐2
2 − 4𝑐1(𝑐3 − 𝐹0) − 𝑐2)/𝑐1   (3.21b) 

𝑐1 = −2.300 ∙ (
𝜌𝑝𝑖𝑐𝑝𝑖

𝜌𝑝𝑗𝑐𝑝𝑗
)

2

+ 8.909 ∙ (
𝜌𝑝𝑖𝑐𝑝𝑖

𝜌𝑝𝑗𝑐𝑝𝑗
) − 4.235  (3.21c) 

𝑐2 = 8.169 ∙ (
𝜌𝑝𝑖𝑐𝑝𝑖

𝜌𝑝𝑗𝑐𝑝𝑗
)

2

− 33.770 ∙ (
𝜌𝑝𝑖𝑐𝑝𝑖

𝜌𝑝𝑗𝑐𝑝𝑗
) + 24.885  (3.21d) 

𝑐3 = −5.758 ∙ (
𝜌𝑝𝑖𝑐𝑝𝑖

𝜌𝑝𝑗𝑐𝑝𝑗
)

2

+ 24.464 ∙ (
𝜌𝑝𝑖𝑐𝑝𝑖

𝜌𝑝𝑗𝑐𝑝𝑗
) − 20.511  (3.21e) 

𝑡𝑐 = 2.94 (
5𝑚𝑖𝑗

4𝐸𝑖𝑗
)

2

5
(𝑅𝑖𝑗 ∙ 𝑣𝑛𝑖𝑗)−1/5    (3.21f) 

where rc and tc are particle-particle contact radius and collision duration, 

respectively; Fo is the Fourier number and can be defined as 𝑎 ∙ 𝑡𝑐/𝑟𝑐
2, where 𝑎 is 

particle thermal diffusivity; vnij is the normal relative velocity between particles i 
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and j. For heat transfer through particle-wall contact, a wall can be treated as a 

particle whose mass and properties are the same as the other particles used here. tc 

can be obtained by equation 3.21f; td is the particle-particle contact duration time, 

which can be obtained from simulation. The specific calculation scheme used here 

is that for two colliding particles; if tc ≥ td, only collisional heat transfer applies. If tc 

< td, two particles will remain stuck together after collision. In this case, collision 

heat transfer applies first during the time tc, and then static heat transfer applies 

during the time (td - tc). 

 Radiative heat transfer 

Inside the RS, a particle is surrounded by particles and fluid. In radiative heat 

transfer, however, the heat transfer between a particle and its environment is 

described as: 

�̇�𝒊,𝒓𝒂𝒅 = 𝝈𝜺𝒑𝒊𝑨𝒊(𝑻𝒍𝒐𝒄𝒂𝒍,𝒊
𝟒 − 𝑻𝒊

𝟒)   (3.22) 

where σ is the Stefan-Boltzmann constant equal to 5.67 x 10-8 W/(m2.K4), and 𝜀𝑝𝑖 is 

the sphere emissivity (set to 0.8 in the present case). Gas radiation is ignored in this 

study because gas emissivity is low. 

The parameter 𝑇𝑙𝑜𝑐𝑎𝑙,𝑖 is the averaged temperature of particles and fluid by volume 

fraction in an enclosed spherical domain Ω given by: 

𝑻𝒍𝒐𝒄𝒂𝒍,𝒊 = 𝜺𝒇𝑻𝒇,𝛀 + (𝟏 − 𝜺𝒇)
𝟏

𝒌𝛀
∑ 𝑻𝒋(𝒋 ≠ 𝟏)

𝒌𝛀
𝒋=𝟏   (3.23) 

where 𝑇𝑓,Ω is the fluid temperature and 𝑘Ω is the number of particles located in the 

domain Ω . For present purposes, the domain radius is assumed to be 2dp. 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Chapter 4 GAS-SOLID FLOW IN REDUCTION SHAFT 
 

Some parts of this Chapter were published on ISIJ International Journal with title 

“Modelling the Gas-solid Flow in the Reduction Shaft of COREX”; Qin-Fu HOU, Mohammed 

SAMMAN, Jian LI and Ai-Bing YU. ISIJ International, Vol. 54 (2014), No. 8, pp. 1772–1780  
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Three phases (solid, gas and powder) are generated in the RS; powders or fines are a 

minor occurrence in the system and can be safely ignored here. The RS itself is a tube-

like reactor, approximately 18 m in height and 7.8 m in diameter at its base, as shown in 

Figure 4.1.  

 

Figure 4.1: Reduction shaft (RS) of COREX process. 

In this process, the iron oxides and coal are charged from the top while reducing 

gases are injected from the lower part of the RS. Solids and gases react in counter-

current interactions to produce DRI, which is then discharged into the melter-gasifier by 

the screw feeders at the bottom of the RS. Understanding the gas-solid flow of the RS 

process is of great importance for improving the stability of the system and for 

enhancing overall operating efficiency. In this chapter, an attempt will be made to 

understand the gas-solid flow inside the RS at different gas flow velocities.  
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4.1 Simulation Conditions 
 

Here, a 2-D CFD-DEM slot model (Figure 4.2) is used to examine the gas-solid 

flow at different gas velocity conditions. The numerical method for CFD-DEM 

simulation has already been detailed in Chapter 3, and the coupling scheme was set out 

in section 3.4. 

A scaled-down model was used here: one quarter of the size of a practical RS, (as 

illustrated in Figure 4.2) with a larger particle size of 60 mm diameter, as is common 

practice in DEM or CFD-DEM simulations in order to overcome computing limitations. 

Two particle types are used: iron and coke. It is expected that the effect of density is 

insignificant in the dense flow regime, so the particles’ properties are assumed in both 

cases to be the same as those of iron, and are listed in Table 4.1. Two gas inlets and two 

discharging zones are represented schematically in Figure 4.2. In practice, inclined inlets 

are adopted. One of the important advantages of such a design is to reduce the chocking 

risk by fine powders. However, because the discharging screw feeder outlets are normally 

well sealed the development of downward gas flow is limited.  Furthermore, all particles 

used in the simulation are of large size and the focus is not on choking phenomena. For the 

present study of heat transfer in the transient gas-solid flow, it is assumed for simplicity 

that the effect of inclined inlets is insignificant. Further study will be conducted to examine 

whether the effect of such a design is significant on heat transfer. Gas is charged at the 

inlets and particles are removed from the discharging zones and recycled to the top. The 

standard gas velocity (4 m/s in this case) is based on the real gas flowrate in plant 

operation and the ratio between the volumes of the real system and the scaled-down 

model. To eliminate the effect of walls, periodic boundary conditions are applied to the 

solid phase along the front and rear boundaries as illustrated in Figure 4.3. 
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Table 4.1: Particle properties used in CFD-DEM model. 

Particle diameter dp, mm 60 

Bed thickness, mm 4dp 

Density ρp, kg/m3 2500  

Young’s modules, Pa 1×107 

Poisson’s ratio, - 0.3 

Friction coefficient, - 0.3 

Restitution coefficient, -  0.8 

Time step, s 7.50 × 10-5 

Total number, - 25000 

 

 

Figure 4.2: 2D slot model of RS (dimensions in mm) and CFD mesh (20 × 44). 

  
Figure 4.3: Schematic illustration of periodic boundary condition. 
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4.2 Effect of Gas Flow 
 

To investigate coupled gas-solid flow in the 2-D slot model, the effect of gas flow 

was examined at different inlet gas velocities with the particle discharge rate fixed at 

36.14 kg/s in order to obtain a stable flow configuration for a short period. 

The initial packed bed is shown in Figure 4.4, followed by snapshots of flow 

patterns at an inlet gas velocity of 2 m/s (Figure 4.5).  

                                                   t = 0 s 

 

Figure 4.4: Initial state of packed bed: particles colour-coded by index (ID). 
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                      t = 39 s 

 

                    55 s 

 
 

210 s 

 
 

                    368 s 

 
 

Figure 4.5: Snapshots of solid flow patterns at different times with inlet velocity of 2 m/s. 
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A relatively uniform charge or burden distribution is adopted, as its effect is not the 

focus of interest here (this effect will be considered in Chapter 6). As can be seen in 

Figure 4.5, a relatively stable solid flow is observed at 55 s; after this time, however, 

some minor changes are observed, with two main features. The first of these is the slow 

motion of particles near wall, due mainly to particle-wall friction. The second feature is 

the formation of three different flow zones, such as the plug flow zone at the top (Ι), the 

stagnant zone (commonly called the “deadman” in this context) at the lower central part 

(ΙΙΙ), and the quasi-stagnant zone (ΙΙ), as indicated schematically by the white lines in 

the snapshot at 368 s (Figure 4.5). In the plug flow zone, particles descend with a 

relatively uniform velocity across the model. It is worth noting that the quasi-stagnant 

zone in the COREX RS is similar in location to that in BF (Zhou et al., 2011). The main 

reason for this phenomenon is that during discharging, particles tend to move under 

gravitational force into the voids formed at the tips of the screws. The granules are then 

mechanically transferred from the RS and through the spiral path between the screws’ 

blades. In this way, a quasi-stagnant zone is formed above the screws, ending near the 

wall. The motion of particles in the stagnant zone is slow by comparison with other 

zones, mainly because of the complicated flow characteristics and high particle-particle 

contact forces in this area. 

The same analysis was carried out at different inlet gas velocities (4–6 m/s) as 

shown in Figure 4.6. As can be seen, there is no pronounced difference in all cases, 

which was to be expected, as the gas velocity inlet has only a minor effect on the 

moving bed solid flow inside the RS, agreeing well with physical simulation results by 

H. Zhou et al. (2015). 
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             v = 4 m/s 

 

             v = 5 m/s 

 

            v = 6 m/s 

 

Figure 4.6: Snapshots of solid flow patterns at different inlet gas velocities at 368 s. 

 

 Further analyses were conducted in relation to gas flow and porosity 

distribution. As shown in Figure 4.7, flow fields are almost identical at all inlet gas 

velocities (2–6 m/s). The areas showing small velocities correspond to the quasi-

stagnant and stagnant zones of the solid flow. In the plug flow zone, the gas velocity is 

fairly uniform, providing a good environment for iron ore reduction, while in the quasi-

stagnant zones, the gas velocity fades as it moves across the discharging outlet. No 

significant difference of porosity distribution is observed, indicating that gas flow has 

only a minor effect on the gas-solid flow pattern.  
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      v = 2 m/s 

 

     v = 4 m/s 

 

      v = 6 m/s 

 

   

Figure 4.7: Gas flow (top) and porosity distribution (bottom) at different inlet gas velocities. 

 

4.3 Summary 
 

CFD-DEM techniques have been employed here to understand gas-solid flow in the 

reduction shaft of the COREX process, and to investigate the effect of different gas 

velocities on solid flow pattern. The results indicate that gas flow has a minimal effect 

on solid flow pattern due to small gas-solid interaction forces. It follows that solid flow 

in the reduction shaft can be investigated by examining only the solid phase, if the 

effects of other factors like chemical reactions and heat transfer are not necessarily 

considered. In the current model, two main features are observed. The first is the slow 
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motion of particles near the wall, owing mainly to particle-wall friction. The second 

feature is the formation of different flow zones, such as the plug flow zone at the top, 

the stagnant zone at the central-bottom and the quasi-stagnant zone in-between and near 

the discharging outlet. 

 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Chapter 5 HEAT TRANSFER CHARACTERISTICS IN 

REDUCTION SHAFT  
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There are complicated multiphase flow, heat transfer and chemical reactions taking 

place simultaneously in the COREX RS. It is important to understand heat transfer 

characteristics, as the thermal-chemical behaviour of particles in interaction with gas 

could affect the performance of moving bed reactors. The heat produced by reducing 

gas provides adequate energy for reduction. However, this energy should be optimized 

so that the iron ore is reduced to a certain degree of metallization without reaching the 

melting condition of burden materials. A 2D CFD-DEM model is used here with two 

particle types (iron and coal) as detailed in the next section. 

5.1 Simulation Conditions 
 

The geometry used here is the same as that previously used in gas-solid flow cases. 

However, in the heat transfer study, different properties are chosen for coke and iron ore 

respectively according to the data in literature. It should be noted that reducing gas is 

injected at 120 s in the simulation at a temperature of 1000 °C. Details of the particle 

and gas properties used in the simulation are listed in Table 5.1. 
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Table 5.1: Particle and gas properties. 

Parameters Values 

Iron Ore Particles Diameter = 60 mm 

Density = 4300 kg/m3 

Initial temperature = 25 °C 

Thermal conductivity = 80 Wm-1K-1 

Heat capacity = 6 Jkg-1K-1 

Coal Particles Diameter = 40 mm 

Density = 2500 kg/m3 

Initial temperature = 25 °C 

Thermal conductivity = 1.70 Wm-1K-1 

Heat capacity = 8.50 Jkg-1K-1 

Gas Density at room temperature = 1.2 kg/m3 

Viscosity at room temperature = 1.8E-5 Pa s 

Inlet temperature = 1000 °C 

Inlet velocity = 10.2 m/s 

Thermal conductivity = 0.0262 Wm-1K-1 

Heat capacity = 1000 Jkg-1K-1 

 

5.2 Effect of Discharging Flowrate 
 

Figure 5.1 shows the heating process of burden materials in a RS when the inlet 

gas velocity is 10.2 m/s. The hot reducing gas is assumed to be injected at 1000 °C from 

both sides of the RS at time 120 s. It should be noted that this gas temperature is slightly 

higher than the actual temperature of 850 °C in real operation. At the raceway region, 

particles are heated quickly, and the temperature of all particles increases gradually until 

they reach a constant temperature (i.e. the gas inlet temperature of 1000 °C). However, 

this temperature was not reached, as it takes a too long computation time to achieve the 

thermal equilibrium.  
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         t = 120 s 

 

        t = 130 s 

 

        t = 186 s 

 

      t = 282 s 

 

        t = 624 s 

 

        t = 942 s 

 

Figure 5.1: Snapshots of solid temperature distribution in the RS at 1000 °C inlet gas temperature and 10.2 

m/s gas velocity. 

 

The effect of different discharge flowrates on particles temperature was then 

investigated. In general, a fast discharging rate is responsible for poor metallization of 

product materials (DRI). On the other hand, if the discharging rate is slow, particles 

may reach melting point, which eventually increases the tendency for particles to stick 

to each other. As shown in Figure 4.2, four different discharging rates were tested here. 
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The objective was to achieve the thermal equilibrium state within a short period of time 

(i.e. simulation duration ~ 1000 s).  

 

              (a) 

 

               (b) 

 

                (c) 

 

                (d) 

Figure 5.2: Snapshots of solid temperature distribution in the RS at different discharging rates: (a) 18.07 kg/s; 

(b) 16.07 kg/s; (c) 15.22 kg/s; (d) 13.77 kg/s. 
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Figure 5.3: Average bed temperature with time at different discharging rates shows 

how average bed temperature increases as the discharging rate is reduced. Here, 13.77 

kg/s (case (d) in Figure 5.2: Snapshots of solid temperature distribution in the RS at 

different discharging rates: (a) 18.07 kg/s; (b) 16.07 kg/s; (c) 15.22 kg/s; (d) 13.77 kg/s) 

is favourable for achieving a higher reduction rate and so attaining a better DRI quality. 

However, the residence time of particles inside the RS must be optimised in order to 

achieve an optimal level of metallization with the lowest possible process duration and 

energy, and to avoid sticking of particles. The other obvious feature of the figure is that 

the heat transfer rate is noticeably higher at the initial stage because of the large 

temperature gap between gas and particles; the heat transfer rate subsequently slows 

down when the average bed temperature rises and approaches the gas temperature of the 

raceway.  

 

Figure 5.3: Average bed temperature with time at different discharging rates. 
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Figure 5.4 shows the porosity distribution at time 1000 s, at different 

discharging rates. Apparently, there are no major differences among all the cases, as the 

increment of discharging rates is minimal from one case to another. 

 
              (a) 

 
             (b) 

 
              (c) 

 
             (d) 

Figure 5.4: Porosity distribution at time 1000 s: (a) 18.07 kg/s; (b) 16.07 kg/s; (c) 15.22 kg/s; (d) 13.77 kg/s. 

 

5.3 Summary 
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The CFD-DEM approach has been successfully applied to the study of heat transfer 

in a COREX reduction shaft, and the main features of heat transfer were successfully 

captured. For instance, it is clear that particles near the bustle zone were heated first and 

faster than those located further away. Additionally, the heat transfer rate (i.e. the 

average bed temperature) increased noticeably at the initial stage of the simulation and 

then barely increased as the average bed temperature reached the inlet gas temperature. 

However, it should be noted that the simulation needs a very long computational time to 

reach the thermal equilibrium. Through the development of information technology—

for example, using GPU in future studies— computational time can be considerably 

reduced. 
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Chapter 6 EFFECT OF BURDEN DISTRIBUTION  
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Burden distribution has a pronounced effect on heat transfer, gas flow distribution 

and reduction reactions inside the COREX RS. Moreover, burden distribution can 

determine gas utilization rate and other economic indices (Xu et al., 2011). While blast 

furnace burden distribution has received most of the attention (Pandey and Yadav, 

1999, Xu et al., 2011), only a few studies have been carried out to investigate effect of 

burden distribution in the short history of COREX RS (Kou et al., 2013). 

This chapter describes a model study conducted with a view to developing a new 

distribution of burden materials in order to deliver better reduction with low energy 

consumption. In the regular COREX RS process, the SIMETAL Gimbal Top system 

charges the iron and coal from the hopper to the furnace. Among its many operational 

advantages, this charging system can control material distribution effectively by 

utilizing many chute paths (Whitfield, 2008). The idea here is to charge coal to the 

central part of furnace, with the iron ore occupying the remaining areas as shown in 

Figure 6.1. Supporting concepts for this type of burden distribution include the 

following. 

1. Development of central gas flow: Coal has better permeability due to its high 

melting point. Reducing gas prefers to travel through areas of minor resistance. 

2. Improvement of heat transfer in central region: Coal reactions are exothermic 

(heat-generating). 

3. Improved reduction: Owing to the wall effect, particles near walls usually 

descend slower than particles in the centre, affording a relatively longer time for 

particle-gas interactions, and possibly leading to a better reduction. 
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Figure 6.1: New burden arrangement in the RS. 

 

In addition, the reducing gas usually encounters noticeable resistance from the solid 

flow descending to the bottom of the RS, so that the amount of gas reaching the central 

part of the RS is not adequate. Increasing the injected gas amount means more energy 

consumption, which is not desirable. Introduction of the new burden arrangement will 

encourage more reducing gas to flow through the high permeability areas in the central 

part of the RS. This arrangement has good potential to improve the gas-coal reaction, 

leading to heat generation enhancement in this region and in neighbouring areas, and 

perhaps ultimately to less energy consumption across the whole reduction process. 

6.1 Simulation Conditions 
 

Here, a 2-D CFD-DEM slot model is used. The detail of the numerical method for 

CFD-DEM simulation is set out in section 3.4. The geometry used in this case is the 

same as that previously used in gas-solid flow cases. Particle and gas properties used in 

the simulation are detailed in Table 6.1. 

In this model, iron and coal are charged simultaneously from the top of the RS and 

then allowed to settle. After the settling of particles, the reducing gas is injected from 

the inlet region with a gas velocity of 10.2 m/s at 120 s. 
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Table 6.1: Particle and gas properties 

Parameters Values 

Iron Ore 

Particles 

No. of particles = 10000 

Diameter = 60 mm 

Density = 4300 kg/m3 

Initial temperature = 25 °C 

Thermal conductivity = 80 Wm-1K-1 

Heat capacity = 6 kg-1K-1 

Coal Particles No. of particles = 8500 

Diameter = 40 mm 

Density = 2500 kg/m3 

Initial temperature = 25 °C 

Thermal conductivity = 1.70 Wm-1K-1 

Heat capacity = 8.50 kg-1K-1 

Gas Density at room temperature = 1.2 kg/m3 

Viscosity at room temperature = 1.8E-5 Pa s 

Inlet temperature = 1000 °C 

Inlet velocity = 10.2 m/s 

Thermal conductivity = 0.0262 Wm-1K-1 

Heat capacity = 1000  Jkg-1K-1 

 

6.2 Effect of Burden Distribution on Bed Temperature 
 

Figure 6.2 shows the new arrangement of burden materials at 291s obtained from the 

CFD-DEM model. As shown in the figure, coal particles (in red) are charged in the 

middle region of the RS while ore particles (in blue) are placed so that they surround the 

coal at the core region. Figure 6.3 shows the effect of the new burden distribution on the 

average bed temperature at different discharging flowrates. It should be noted that the 

simulation was terminated in all three cases at a time of 650 s as the average bed 

temperature becomes constant (Figure 6.4), requiring extended computation time to 

reach the thermal equilibrium (i.e. inlet gas temperature). In all the cases, however, 
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some improvement in heat transfer is observed in the central part of the RS, as shown in 

Figure 6.3. Particles in the central region reach a high temperature in the vertical 

direction faster than those located near the gas inlet region, aligning well with 

theoretical observations and with the fact that the coal reaction is exothermic. On that 

basis, coal can be used in the central region to improve gas-solid reactions. However, 

neither the quantity nor the quality of coal required for optimal operation was 

investigated here, and such an optimization should be the focus of future studies. 

 

 

Figure 6.2: New burden distribution at time 291 s in CFD-DEM model. 
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              (a) 

 

            (b) 

 

             (c) 

Figure 6.3: Average bed temperature at time 644 s with different particle discharging rates (a) 72.3 kg/s; 

(b)24.1 kg/s; (c) 20.66 kg/s. 

 

Figure 6.4: Average bed temperature with time at different discharging rates. 

 

6.3 Effect of Burden Distribution on Furnace Porosity 
 

 Porosity is a measure of the void spaces in a material, usually defined as the 

fraction of the volume of the voids over the total volume, with a value between zero and 
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one. In the RS, maintaining an adequate ratio of porosity is of great importance, as the 

reducing gas travels through particle voids and voids itself in the burden material, 

during reduction reactions.  

In general, porosity distribution is related to the flow of particles; a high velocity 

corresponds to a high porosity. Regions of high porosity are associated with the 

unconfined motion of particles (Zhou et al., 2008b). As shown in Figure 6.5, the region 

around the discharging outlet has the highest porosity, and for that reason, particles tend 

to move into the voids formed at the tips of the screws. Therefore, particles move 

relatively faster in these regions as compared to other regions inside the RS. By 

contrast, the motion of particles in the stagnant zone is slow, corresponding to low 

porosity. In the upper part, corresponding to the plug flow region, porosity does not 

vary much. It should be noted (as previously elaborated in section 4.2) that inlet gas 

velocity has only a minimal effect on the porosity distribution inside the RS in all the 

cases under discussion. 

 

Figure 6.5: Porosity distribution at inlet gas velocity of 10.2 m/s with simplified burden distribution. 
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Figure 6.6 shows the effect of the proposed burden distribution on porosity ratio 

at different discharging flowrates. Contrary to expectation, the areas in the central 

region of the RS are of low porosity and are therefore less permeable for reducing 

gases. However, this is theoretically understandable, as the coal particles located in the 

central region are of smaller diameter than the iron ore particles, causing the central area 

to be more densely stacked (i.e. high coordination number). The undersize coal may 

disturb the stability of the furnace as it combusts quickly due to its high surface area. 

Kumar et al. (Kumar et al., 2009) suggests that the mean particle size (MPS) of coal 

should be kept between 19-22 mm for retaining adequate permeability .This means that, 

if the furnace contains an extensive amount of fines, the resistance to gas flow will be 

great so that the RS cannot run effectively. In future studies, more realistic particle 

properties should be utilized. It is worth noting that a new dense region (i.e. a low 

porosity area) is generated in the lower middle region of the RS; this can be identified 

as a new stagnant zone. 

    

              (a) 

 

            (b) 

 

             (c) 

Figure 6.6: Effect of the new burden distribution on porosity ratio at different discharging flowrates: (a) 72.3 

kg/s; (b)24.1 kg/s; (c) 20.66 kg/s. 
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In order to confirm the effect of coal in promoting average bed temperature, the 

percentages of heat exchange rate (HER) accounted for by convection, conduction and 

radiation were examined in both simplified and new burden distributions. As shown in 

Figure 6.7, both cases (a) and (b) have similar features for the first 300s of the 

simulation. After this period, the percentage of convective HER in the new burden 

distribution (as seen in Figure 6.7(a)) maintains its share of about 60% of the total HER, 

which means more efficient gas distribution and therefore better gas-solid reactions. 

This improvement may be related to CO production from central coal. However, any 

such argument needs to be supported by further investigation. The percentages of HER 

by conduction and radiation remained constant in the range of 18-22%, indicating that 

less heat is transferred through solid-solid contacts. On the other hand, the percentage of 

HER in normal burden distribution, as shown in Figure 6.7(b), follows a normal 

declining curve for convective HER and a rising curve for conduction and radiation 

HER, until they all reach stable condition after about 800s. 
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                                   (a) 

 

                                                    (b) 

Figure 6.7: Percentage of heat exchange rate (HER) with time: (a) new burden distribution; (b) simplified 

burden distribution. 

 

6.4 Summary 

 

A new distribution of burden material has been proposed and investigated by use of 

the CFD-DEM method. The results show that average bed temperature improved in the 
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central region of the RS, owing to the increment of convection heat exchange rate 

(HER) due to coal reactions. The optimum quality and quantity of coal required was not 

investigated here, and should be included in future studies. The analysis also shows that 

the porosity ratio in the central region of the reduction shaft decreased because of the 

smaller size of the coal particles, while the region around the discharging outlet had the 

highest porosity, owing to fast particle motion in this area. By contrast, the particle 

motion in the stagnant zone is slow, corresponding to the low porosity. It is suggested 

that more studies of this kind should be carried out in the future with a view to 

improving the gas-solid reaction and overall energy consumption.  
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Chapter 7 SUMMARY AND CONCLUSIONS  
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A gas-solid and heat transfer model for the COREX reduction shaft was formulated 

in an attempt to capture the complicated solid characteristics inside the reduction shaft. 

The effect of sticking phenomena on solid flow inside the reduction shaft was also 

investigated. The objectives of this project were successfully met by use of CFD-DEM 

techniques, and the following conclusions can be drawn. 

 A two-dimensional slot model was employed to study the effect of gas flow on 

solid flow patterns. The results indicate that gas flow has a minimal effect on 

solid flow pattern under the specified conditions, owing mainly to small gas-

solid interaction forces. As such, the solid flow inside the reduction shaft can be 

investigated by considering only the solid phase if the effects of chemical 

reactions and heat and mass transfer are not necessary to consider. 

 Analysis of the CFD-DEM model results reveals two main features inside the 

reduction shaft. The first is the slow motion of particles near the wall, owing 

mainly to particle-wall friction. The second feature is the formation of different 

flow zones such as the plug flow zone at the top, the stagnant zone at the central-

bottom, the funnel zone above the tips of the screw dischargers and the quasi-

stagnant zone above the screws.  

 Heat transfer phenomena in the reduction shaft can be well described by the 

CFD-DEM model, which includes heat transfer by convection, conduction and 

radiation. The following features of the heat transfer process were captured. 

First, particles around bustle regions are heated, and then heat flows upward. 

Additionally, the heat transfer rate (i.e. at the average bed temperature) increases 

noticeably at the initial stage of the simulation and then barely increases as the 

average bed temperature reaches the inlet gas temperature. The average bed 

temperature varies according to the solid discharging rate. 
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 A new burden arrangement was proposed, with some improvement in heat 

transfer between gas and solids. However, further analysis should be conducted 

with more realistic inputs. 

Finally, it is important to note some potential directions for future research. 

Extensive development of the CFD-DEM model would enable detection of stickiness 

between particles in in-furnace situations, taking chemical reactions into account. The 

pronounced effect of the distribution of burden material on the overall process 

parameters also warrants further study. Further, to cope with the sophisticated 

characteristics of the gas-solid flow inside the reduction shaft, discharging rates and the 

design of discharging screws should be further investigated. 
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