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Chapter 1

Introduction

1.1 Introduction

The contents of this thesis are a sequence of four papers in the area of exponential and

character sums. A typical problem in this area may be stated in the following way.

Problem 1.1. Given an integer q, a sequence of integers SN = {sn}1≤n≤N and a character

Ψq of either the additive group of residues Z/qZ or the multiplicative group of reduced

residues (Z/qZ)∗, for which 0 < ε < 1 does there exist a bound of the form∣∣∣∣∣∣
∑
s∈SN

Ψq(s)

∣∣∣∣∣∣ ≤ εN. (1.1)

Developing techniques for bounding sums of the form (1.1) have a wide range of

applications in number theory and are motivated by their arithmetic consequences. Often

one has a fixed sequence S = {sn}∞n=1 and wishes to obtain a bound of the form∣∣∣∣∣∣
∑
s∈SN

Ψq(s)

∣∣∣∣∣∣ ≤ εq,N |SN |, (1.2)

where SN = {s ∈ S : 1 ≤ s ≤ N} and εq,N → 0 as both q and N →∞. In other instances

the sequence S = Sq,N = {sn,q}1≤n≤Nq varies with both q and N . Various techniques have

been developed which may be applied to sums of the form (1.1) when S belongs to a very

general class of sequences. The methods used in this thesis bear closest resemblance to

the method of Vinogradov.

We attempt to describe the method of Vinogradov in its most general form as being

comprised of three distinct stages. One first uses properties specific to the set SN to bound
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Chapter 1. Introduction

sums of the form (1.1) in terms of certain multilinear forms∑
a1∈A1

· · ·
∑
ak∈Ak

α1(a1) . . . αk(ak)Ψ0(a1, . . . , ak). (1.3)

This is usually done through a sieve, combinatorial decomposition or certain averaging.

Once the sums (1.1) are brought into the form (1.3) one considers various applications

of partitioning summation depending on values of the function Ψ0(a1, . . . , ak), the Hölder

inequality and possibly some sort of Fourier expansion. These three strategies are applied

with the aim of separating variables occurring in summation (1.3) to reduce the problem to

bounding a number of mean values. The resulting mean values can usually be interpreted

geometrically as the number of solutions to a system of equations, as moments of certain

integrals or as complete sums over finite fields.

1.2 Illustration of Vinogradov’s method

We illustrate the use of Vinogradov’s method with a simplified version of an argument due

to Heath-Brown [35] and is related to Dirichlet L-Functions.

For a real number t > 0 consider the character Ψt(n) = nit of the multiplicative

group R∗ and summation over an interval I = (N, 2N ]. Our sums (1.1) may be written

S =
∑

N<n≤2N
nit. (1.4)

For small z, the intervals (N − z, 2N − z] and (N, 2N ] approximate each other and hence

we may approximate S by

1

UV

∑
U<u≤2U

∑
V <v≤2V

∑
N<n≤2N

(n+ uv)it,

provided UV is not too large.

Let

S′ =
∑

U<u≤2U

∑
V <v≤2V

∑
N<n≤2N

(n+ uv)it.

Since the function nit is multiplicative on N we may bound

S′ ≤
∑

N<n≤2N

∑
U<u≤2U

∣∣∣∣∣∣
∑

V <v≤2V

(n
u

+ v
)it∣∣∣∣∣∣ .

2



Chapter 1. Introduction

Partitioning summation over n and u according to the value of n/u gives

S′ ≤
∑
λ∈Q

I(λ)

∣∣∣∣∣∣
∑

V <v≤2V
(λ+ v)it

∣∣∣∣∣∣ ,
where I(λ) is defined by

I(λ) = |{ N < n ≤ 2N, U < u ≤ 2U : n = λu }| .

If δ is small, we may approximate the sum∑
V <v≤2V

(λ+ v)it ,

by the average
1

2δ

∑
V <v≤2V

∫ λ+δ

λ−δ
(z + v)itdz,

and hence approximate S′ in terms of

1

2δ

∑
λ∈Q

I(λ)

∣∣∣∣∣∣
∫ λ+δ

λ−δ

∑
V <v≤2V

(z + v)itdz

∣∣∣∣∣∣ .
Let

S′′ =
∑
λ∈Q

I(λ)

∣∣∣∣∣∣
∫ λ+δ

λ−δ

∑
V <v≤2V

(z + v)itdz

∣∣∣∣∣∣ .
An application of the Cauchy-Schwarz inequality gives

(S′′)2 ≤

∑
λ∈Q

I(λ)

∑
λ∈Q

I(λ)

∣∣∣∣∣∣
∫ λ+δ

λ−δ

∑
V <v≤2V

(z + v)itdz

∣∣∣∣∣∣
2 .

From a second application of the same inequality we get

(S′′)4 ≤

∑
λ∈Q

I(λ)

2∑
λ∈Q

I(λ)2


 ∑

λ∈Q
I(λ)6=0

∣∣∣∣∣∣
∫ λ+δ

λ−δ

∑
V <v≤2V

(z + v)itdz

∣∣∣∣∣∣
4
 .

By the Hölder inequality∣∣∣∣∣∣
∫ λ+δ

λ−δ

∑
V <v≤2V

(z + v)itdz

∣∣∣∣∣∣
4

≤ (2δ)3
∫ λ+δ

λ−δ

∣∣∣∣∣∣
∑

V <v≤2V
(z + v)it

∣∣∣∣∣∣
4

dz,

3



Chapter 1. Introduction

so that letting

S′′′ =

∑
λ∈Q

I(λ)

2∑
λ∈Q

I(λ)2


 ∑

λ∈Q
I(λ)6=0

∫ λ+δ

λ−δ

∣∣∣∣∣∣
∑

V <v≤2V
(z + v)it

∣∣∣∣∣∣
4

dz

 , (1.5)

we have

(S′′)4 ≤ (2δ)3S′′′.

For the first term on the right of (1.5), since the numbers I(λ) partition the set

{(n, u) ;N < n ≤ 2N, U < u ≤ 2U},

into disjoint subsets we get ∑
λ∈Q

I(λ) ≤ NU.

For the second term on the right of (1.5), we have∑
λ∈Q

I(λ)2 =

|{ (n1, u1, n2, u2) ; n1u2 = n2u1, N < ni ≤ 2N, U < ui ≤ 2U}| , (1.6)

which may be bounded by fixing values of n1 and u2 in (1.6) then counting divisors of the

product n1u2.

For the last term on the right of (1.5), we consider the set of λ ∈ Q such that I(λ) 6= 0

as a subset of the set of reduced fractions with denominator at most U and numerator at

most N . This set is U−2 spaced which implies that for suitably chosen δ, the intervals

[λ− δ, λ+ δ] with λ ∈ Q and I(λ) 6= 0,

do not overlap and hence

∑
λ∈Q
I(λ)6=0

∫ λ+δ

λ−δ

∣∣∣∣∣∣
∑

V <v≤2V
(z + v)it

∣∣∣∣∣∣
4

dz ≤
∫ 4N/U

N/4U

∣∣∣∣∣∣
∑

V <v≤2V
(z + v)it

∣∣∣∣∣∣
4

dz.

4



Chapter 1. Introduction

To bound the mean value on the right, we interchange summation and integration to

get

∫ 4N/U

N/4U

∣∣∣∣∣∣
∑

V <v≤2V
(z + v)it

∣∣∣∣∣∣
4

dz ≤
∑

V <vi≤2V
1≤i≤4

∣∣∣∣∣
∫ 4N/U

N/4U

(
(z + v1)(z + v2)

(z + v3)(z + v4)

)it
dz

∣∣∣∣∣ .
For a fixed tuple (v1, v2, v3, v4) we may estimate the integral∫ 4N/U

N/4U

(
(z + v1)(z + v2)

(z + v3)(z + v4)

)it
dz,

via stationary phase or by considering the following elementary argument.

Let

F (z) =
(z + v1)(z + v2)

(z + v3)(z + v4)
, (1.7)

and define the sets I1(ε) and I2(ε) by

I1(ε) =

{
N

4U
≤ z ≤ 4N

U
: |F ′(z)| ≤ ε

}
, I2(ε) =

{
N

4U
≤ z ≤ 4N

U
: |F ′(z)| > ε

}
.

We have ∫ 4N/U

N/4U

(
(z + v1)(z + v2)

(z + v3)(z + v4)

)it
dz = S1 + S2,

where

S1 =

∫
I1(ε)

F (z)itdz, S2 =

∫
I2(ε)

eit log(F (z))dz.

Considering S1, we have

|S1| ≤ µ(I1(ε)),

where µ denotes the Lebesgue measure. This allows one to estimate S1 by a consideration

of the zeros of the rational function F ′(z).

For S2 we first note that I2(ε) splits as a union over disjoint intervals I1, . . . , Ik, so

we may write

S2 =

k∑
j=1

∫
Ij

(
F (z)

tF ′(z)

)(
tF ′(z)

F (z)
eit log (F (z))

)
dz.

The above sum may be bounded by combining an integration by parts with the fact that

|F ′(z)| > ε whenever z ∈ Ij .

5
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1.3 Outline of Thesis

The following problems comprise the main four sections of this thesis.

1.3.1 Rational Exponential Sums Over the Divisor Function

For integers q and a with (a, q) = 1 we consider giving nontrivial bounds for the sums∑
1≤n≤N

e2πiaτ(n)/q, (1.8)

where τ(n) counts the number of divisors of n. This problem does not seem to be considered

before although has been posed by Shparlinski [64]. We consider two different approaches.

Our first approach involves a decomposition of integers based on their squarefree part

and reduces bounding the sums (1.8) to bounding sums over multiplicative subgroups. This

allows us to apply results of Bourgain [4] and Shkredov [62, 63] concerning such sums. Our

second approach applies only for prime modulus and involves applying the Selberg-Delange

method to the Dirichlet series
∞∑
n=1

χ(τ(n))

ns
,

where χ is a multiplicative character mod p.

1.3.2 Character Sums Over Shifted Primes

For integers q and a with (a, q) = 1 and a character χ of the multiplicative group (Z/qZ)∗

we consider giving nontrivial bounds for the sums∑
M≤n≤M+N

Λ(n)χ(n+ a),

where Λ(n) is the Von Mangoldt function defined by

Λ(n) =

log p if n = pk and p prime,

0 otherwise.

This problem has been considered by Karatsuba [43] for the case of prime q and for

arbitrary q by Friedlander, Gong and Shparlinski [26] and Rakhmonov [56]. Our result

improves on the strength of a bound of Rakhmonov [56] in the range N ≥ q5/6+o(1).

6
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1.3.3 Mixed Character Sums

Let q be an integer, χ a character of the multiplicative group (Z/qZ)∗ and F a polynomial

with real coefficients. We consider giving nontrivial bounds for a number of different sums

consisting of terms involving both χ(n) and e2πiF (n). The simplest example of such sums

being ∑
M≤n≤M+N

χ(n)e2πiF (n).

These sums and their generalizations have been considered by Enflo [22], Chang [15],

Heath-Brown and Pierce [38] and Pierce [53]. We extend some bounds of Heath-Brown

and Pierce [38] and Pierce [53] in various directions and improve on a bound of Chang [15].

1.3.4 The Fourth Moment of Character Sums

For a prime number q, we consider giving nontrivial bounds for the fourth moment

1

q − 1

∑
χ 6=χ0

∣∣∣∣∣∣
∑

M≤n≤M+n

χ(n)

∣∣∣∣∣∣
4

, (1.9)

where the above sum is over all non principal characters of the multiplicative group

(Z/qZ)∗. The sum (1.9) is related to the distribution of solutions to the congruence

x1x2 ≡ x3x4 mod q, (1.10)

with each xi lying in an interval Ii.

This problem has been considered by Ayyad, Cochrane and Zheng [1] and Garaev

and Garcia [31]. We give new bounds concerning the distribution of solutions to the

equation (1.10) and as a Corollary give new bounds for the sums (1.9) which improve on

previous results by a power of a logarithm. Our techniques are based on Ayyad, Cochrane

and Zheng [1], Garaev [29] and Garaev and Garcia [31].

1.4 Notation

We adopt the following standard notation common to all four sections of this thesis.

Given two expressions f and g depending on a number of parameters, we write

f � g and f = O(g),

7
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to mean that there exists some absolute constant C > 0 such that

|f | ≤ C|g|, (1.11)

as the parameters approach some specified values. If there is no mention of the values

which the parameters approach then we will mean as the parameters approach infinity. In

a similar fashion we write

f = o(g),

when (1.11) holds for any C > 0 provided the parameters are sufficiently large.

Given a positive integer q, we use Z/qZ to denote the additive group of residues

mod q and (Z/qZ)∗ to denote the multiplicative group of reduced residues mod q. We let

eq(an) denote the character

eq(an) = e2πian/q,

of the group Z/qZ which we assume to be extended to Z by first identifying Z/qZ with

the set [0, 1, . . . , q − 1] and defining

eq(an) = eq(ab) whenever n ≡ b mod q.

The symbol χ will always denote a character of the multiplicative group (Z/qZ)∗ which

we assume to be extended to Z by first identifying (Z/qZ)∗ with the set

{1 ≤ n ≤ q : (n, q) = 1},

and defining

χ(n) =

χ(a) whenever n ≡ a mod q and (a, q) = 1,

0 if (n, q) 6= 1.

Given any finite set of integers A we let |A| denote its cardinality.
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Chapter 2

Rational Exponential Sums over

the Divisor Function

2.1 Introduction

We consider a problem posed by Shparlinski [64, Problem 3.27] of bounding rational

exponential sums over the divisor function. More specifically, for integers a and m with

(a,m) = 1 and m odd we consider the sums

Ta,m(N) =
N∑
n=1

em(aτ(n)), (2.1)

where em(z) = e2πiz/m and τ(n) counts the number of divisors of n.

Arithmetic properties of the divisor function have been considered in a number of

works, see for example [21, 24, 36, 47]. We are concerned mainly with congruence proper-

ties of the divisor function, which have been considered in [19, 51, 58]. Exponential sums

over some other arithmetic functions have been considered in [2, 3].

Our first step in bounding the sums (2.1) uses a combinatorial decomposition of the

integers based on Sathe [58]. This requires a sharper version of a result of Sathe [58,

Lemma 1] concerning the distribution of the function ω(n) in residue classes, where ω(n)

counts the number of distinct prime factors of n.

The ideas outlined above allow us to reduce the problem of bounding (2.1) to bound-

ing sums of the form

Sm(r) =

t∑
n=1

em(r2n), (2.2)

11



Chapter 2. Rational Exponential Sums over the Divisor Function

where t denotes the order of 2 (mod m) and we may not necessarily have (r,m) = 1. Such

sums have been well studied and we rely on previous work bounding these sums. See for

example Bourgain [4], Heath-Brown and Konyagin [37] Korobov [45] and more recently

Shkredov [62, 63].

2.1.1 Notation

If p|n and θ has the property that pθ is the largest power of p dividing n then we write

pθ||n.

We let S denote the set of all square-free integers.

For integer m ≥ 3 we let Mm the set of integers which are perfect m-th powers, Qm
the set of integers n, such that if pθ||n then 2 ≤ θ ≤ m − 1 and K the set of squarefull

integers n defined by the property that if pθ||n then θ ≥ 2.

Given an arbitrary set of integers A, we let A(x) count the number of integers in A
less than x. In particular we have

Qm(x) ≤ K(x)� x1/2.

This implies that the sums

H(r,m) =
∑
q∈Qm

τ(q)≡r (mod m)

h(q)

q
, h(q) =

∏
p|q

(
1 +

1

p

)−1
, (2.3)

converge.

We let ζ(s) denote the Riemann-zeta function,

ζ(s) =
∞∑
n=1

1

ns
, <(s) > 1,

and Γ(s) the Gamma function,

Γ(s) =

∫ ∞
0

xs−1e−xdx, <(s) > 0.

For odd integer m we let t denote the order of 2 (mod m) and define

αt = 1− cos(2π/t). (2.4)

12



Chapter 2. Rational Exponential Sums over the Divisor Function

2.2 Main Results

Theorem 2.1. Suppose m is odd and sufficiently large. With notation as in (2.1), (2.2), (2.3)

and (2.4) we have

Ta,m(N) =
ζ(m)

t

6

π2

(
m−1∑
r=0

H(r,m)Sm(ar)

)
N +O

(
tN(logN)−αt

)
.

When m = p is prime we use a different approach to save an extra power of logN in

the asymptotic formula above, although our bound is worse in the t aspect.

Theorem 2.2. Suppose p > 2 is prime, then

Ta,p(N) =
ζ(p)

t

6

π2

(
p−1∑
r=0

H(r, p)Sp(ar)

)
N +O

(
pN(logN)−(αt+1)

)
.

Combining Theorem 2.1 with the main result from [4] we obtain a bound which is

nontrivial for N ≥ ect1/αt for some fixed constant c.

Theorem 2.3. Suppose m is odd and sufficiently large, then for all ε > 0 there exists

δ > 0 such that if t > mε then we have

max
(a,m)=1

|Ta,m(N)| �
(

1

mδ
+ t(logN)−αt

)
N.

We may combine Theorem 2.2 with a number of different bounds for exponential

sums over subgroups in prime fields to deduce corresponding bounds for exponential sums

with the divisor function. The sharpness of such bounds usually depend on the order of

the subgroup and in our setting this corresponds to the order of 2 mod p. For example,

combining Theorem 2.2 with a bound of Shkredov [63] gives.

Theorem 2.4. Suppose p > 2 is prime. If t ≤ p2/3 then we have

max
(a,p)=1

|Ta,p(N)| �
(
t−1/2p1/6 log1/6 t+ p logN−(αt+1)

)
N.

To deduce bounds for the quantity max(a,p)=1 |Ta,p(N)| which are sharper depending

on the order of t relative to p one may consider combining Theorem 2.2 with results of

Korobov [45] and Shkredov [62].

2.3 Combinatorial Decomposition

We use the decomposition of integers as in [58].

13



Chapter 2. Rational Exponential Sums over the Divisor Function

Lemma 2.5. For any integer m ≥ 3, any n ∈ N may be written uniquely in the form

n = sqk,

with s ∈ S, q ∈ Qm, k ∈Mm and gcd(q, s) = 1. For such a representation, we have

τ(n) ≡ τ(s)τ(q) (mod m).

Proof. We first fix an integer m. Given any integer n, let n = pα1
1 . . . p

αj
j be the prime

factorisation of n. We have

τ(n) = (α1 + 1) . . . (αj + 1). (2.5)

Let βi be the remainder when αi is divided by m. For some k ∈Mm we have

n = kpβ11 . . . b
βj
j = k

∏
βi=1

pβii
∏
βi 6=1

pβii = ksq,

with s ∈ S, q ∈ Qm and gcd(q, s) = 1. Finally, we have from (2.5)

τ(n) ≡ (β1 + 1) . . . (βj + 1) ≡ τ(qs) ≡ τ(q)τ(s) (mod m),

since gcd(q, s) = 1.

2.4 Approximation of Preliminary Sums

Given an integer k, we let ω(k) denote the number of distinct prime factors of k. For a

squarefree number q we let Aq(X) count the number of non-negative integers n ≤ X such

that any prime dividing n also divides q.

Techniques related to bounding Aq(X) have been well studied in a number of different

contexts. For example, Lehmer [46] interprets the problem geometrically as counting

lattice points inside a tetrahedron. In the same paper Lehmer also considers an argument

based on an idea of Rankin [57]. Hooley [41, Section 16] considers a related problem in

which terms of Aq(X) are weighted with certain multiplicative coefficients and uses the

same idea of Rankin [57]. Granville [32] considers the problem of counting lattice points

inside a tetrahedron from which bounds for Aq(X) occur as a special case.

The problem of bounding Aq(X) is also related to counting numbers with small prime

factors to which we refer the reader to [23, 40, 50].

14
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Lemma 2.6. Suppose q is squarefree and let Aq(X) be as above. We have

Aq(X)� 1

ω(q)!
(logX + ω(q))ω(q) .

Proof. Suppose first that q is odd. Let p1, . . . , pk be the distinct primes dividing q. We

see that Aq(X) counts the number of non-negative integers h1, . . . , hk such that

h1 log p1 + · · ·+ hk log pk ≤ logX. (2.6)

The assumption q is odd implies that each log pi ≥ 1. Hence if h1, . . . , hk satisfy (2.6) then

h1 + · · ·+ hk ≤ logX.

Since each hi is integral, we see that

h1 + · · ·+ hk ≤ blogXc. (2.7)

The number of solutions to (2.7) is known to be (see for example [46, Equation 4])(
k + blogXc

k

)
.

Writing H = blogXc, this gives

Aq(X) ≤ (k +H)!

k!H!
≤ (H + k)k

k!
≤ (logX + ω(q))ω(q)

ω(q)!
. (2.8)

Consider next when q is even. Letting r = q/2 we have

Aq(X) ≤
∑

0≤h≤logX/ log 2

Ar(X2−h) ≤ Ar(X) +

∫ logX/ log 2

0
Ar(X2−α)dα.

An application of (2.8) gives

Aq(X) ≤ (logX + ω(r))ω(r)

ω(r)!
+

1

ω(r)!

∫ logX/ log 2

0
(logX − α log 2 + ω(r))ω(r)dα,

which implies that

Aq(X)� 1

ω(q)!
(logX + ω(q))ω(q) ,

since ω(q) = ω(r) + 1.

We use the following result of Selberg [61]. For related and more precise results see

[65, II.6].
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Lemma 2.7. For any z ∈ C∑
n≤x
n∈S

zω(n) = G(z)x(log x)z−1 +O
(
x(log x)<(z)−2

)
,

with

G(z) =
1

Γ(z)

∏
p

(
1 +

z

p

)(
1− 1

p

)z
,

and the implied constant is uniform for all |z| = 1.

We combine Lemma 2.6 and Lemma 2.7 to give a sharper version of [58, Lemma 1].

Lemma 2.8. For integers q, r and t let

M(x, q, r, t) = #{ n ≤ x : n ∈ S, ω(n) ≡ r (mod t), (n, q) = 1}.

Then for x ≥ q we have

M(x, q, r, t) =
6h(q)

π2t
x+O

(
x1/2(2 log x)ω(q) + x(log x)−αt log log q

)
.

Proof. Suppose first q is squarefree. Let

S(a, x) =
∑
n≤x
n∈S

et(aω(n)),

and

S1(a, q, x) =
∑
n≤x
n∈S

(n,q)=1

et(aω(n)).

Since the numbers et(aω(n)) with (n, q) = 1 and n ∈ S are the coefficients of the Dirichlet

series ∏
p-q

(
1 +

et(a)

ps

)
=
∏
p|q

1(
1 + et(a)

ps

)∏
p

(
1 +

et(a)

ps

)
,

we let the numbers an and bn be defined by

∏
p|q

1(
1 + et(a)

ps

) =

∞∑
n=1

an
ns
,

∏
p

(
1 +

et(a)

ps

)
=
∞∑
n=1

bn
ns
.

This gives

S(a, x) =
∑
n≤x

bn,

16
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and

S1(a, q, x) =
∑
n≤x

∑
d1d2=n

bd1ad2 =
∑
n≤x

anS(a, x/n).

Consider when a 6= 0. With notation as in Lemma 2.7∑
n≤x

anS(a, x/n) = G(et(a))x
∑
n≤x

an
n

(log (x/n))et(a)−1

+O

∑
n≤x
|an|

x

n
(log x/n)cos (2π/t)−2


� x(log x)−(1−cos(2π/t))

∑
n≤x

|an|
n

� x(log x)−αt
∏
p|q

(
1− 1

p

)−1
.

Letting φ denote Euler’s totient function, since

∏
p|q

(
1− 1

p

)−1
=

q

φ(q)
� log log q,

we see that

S1(a, q, x)� x(log x)−αt log log q. (2.9)

For a = 0, by [33, Theorem 334]

S1(0, q, x) =
∑
n≤x

anS(0, x/n)

=
6x

π2

∑
n≤x

an
n

+O

x1/2∑
n≤x

|an|
n1/2


=

6x

π2

∏
p|q

(
1 +

1

p

)−1
+O

x∑
n≥x

|an|
n

+ x1/2
∑
n≤x

|an|
n1/2

 .

Considering the first error term, with notation as in Lemma 2.6, we have∑
n≤t
|an| = Aq(t),

17
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so that ∑
n≥x

|an|
n
�
∫ ∞
x

Aq(t)

t2
dt

� 1

ω(q)!

∫ ∞
x

(log t+ ω(q))ω(q)

t2
dt. (2.10)

From an application of the binomial theorem we get

∫ ∞
x

(log t+ ω(q))ω(q)

t2
dt =

ω(q)∑
n=0

(
ω(q)

n

)
ω(q)ω(q)−n

∫ ∞
x

(log t)n

t2
dt. (2.11)

The integral ∫ ∞
x

(log t)n

t2
dt,

is the n-th derivative of the function

H(z) =

∫ ∞
x

tz−2dz =
xz−1

1− z
,

evaluated at z = 0. By Cauchy’s Theorem letting γ ⊂ C be the circle centred at 0 with

radius 1/ log x we have∫ ∞
x

(log t)n

t2
dt =

n!

2πi

∫
γ

xz−1

1− z
1

zn+1
dz � n!(log x)n

x
.

Combining the above with (2.10) and (2.11) gives

∑
n≥x

|an|
n
� 1

x

ω(q)ω(q)

ω(q)!

ω(q)∑
n=0

(
ω(q)

n

)
n!

(
log x

ω(q)

)n
.

By Stirling’s formula [49, Equation B.26]

ω(q)∑
n=0

(
ω(q)

n

)
n!

(
log x

ω(q)

)n
�

ω(q)∑
n=0

(
ω(q)

n

)
n1/2

(n
e

)n( log x

ω(q)

)n

≤ ω(q)1/2
ω(q)∑
n=0

(
ω(q)

n

)(
log x

e

)n
� ω(q)1/2

(
log x

e
+ 1

)ω(q)
,

which implies that

∑
n≥x

|an|
n
� 1

x

ω(q)ω(q)+1/2

ω(q)!

(
log x

e
+ 1

)ω(q)
.
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By the above and another application of Stirling’s formula we arrive at

∑
n≥x

|an|
n
� 1

x
(log x+ e)ω(q) .

This gives

S1(0, q, x) =
6h(q)

π2
x+O

(log x+ e)ω(q) + x1/2
∑
n≤x

|an|
n1/2

 .

For the last term∑
n≤x

|an|
n1/2

≤
∏
p|q

(1− p−1/2)−1

=
∏
p|q

(1 + p−1/2)
∏
p|q

(
1− p−1

)−1 � 2ω(q) log log q,

so that

S1(0, q, x) =
6h(q)

π2
x+O

(
(2 log x)ω(q) + x1/22ω(q) log log q

)
. (2.12)

Since

M(x, q, r, t) =
1

t

t−1∑
a=0

et(−ar)S1(a, q, x)

=
1

t
S1(0, q, x) +

1

t

t−1∑
a=1

et(−ar)S1(a, q, x),

we have from (2.9) and (2.12)

M(x, q, r, t) =
6h(q)

π2t
x

+O
(

(2 log x)ω(q) + x1/22ω(q) log log q + x(log x)−αt log log q
)
.

If q is not squarefree, repeating the above argument with q replaced by its squarefree

part gives the desired result since the error term is increasing with q.

2.5 Dirichlet Series Involving the Divisor Function

For complex s we write s = σ + it with both σ and t real.
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Lemma 2.9. Let m be odd, χ a multiplicative character mod m and define

L(s, χ, τ) =
∞∑
n=1

χ(τ(n))

ns
.

For σ > 1 we have

L(s, χ, τ) = ζ(s)χ(2)F (s, χ),

where F (1, χ) 6= 0 and

F (s, χ) =

∞∑
n=1

b(χ, n)

ns
,

for some coefficients b(χ, n). Uniformly over all χ we have

∞∑
n=1

|b(χ, n)|
n1/2+δ

= O(1),

for any δ > 0, with the implied constant depending only on δ.

Proof. Since both χ and τ are multiplicative, we have for σ > 1

L(s, χ, τ) =
∏
p

(
1 +

∞∑
n=1

χ(τ(pn))

pns

)
= ζ(s)χ(2)F (s, χ),

with

F (s, χ) =
∏
p

(
1 +

∞∑
n=1

χ(n+ 1)

pns

)(
1− 1

ps

)χ(2)
.

We have

F (s, χ) =
∏
p

(
1− χ(2)

ps

)(
1 +

χ(2)

ps
+

∞∑
n=2

χ(n+ 1)

pns

)
×

∏
p

(
1− χ(2)

ps

)−1(
1− 1

ps

)χ(2)
= F1(s, χ)F2(s, χ),

where

F1(s, χ) =
∏
p

(
1− χ(2)

ps

)(
1 +

χ(2)

ps
+
∞∑
n=2

χ(n+ 1)

pns

)

=
∏
p

(
1 +

∞∑
n=2

χ(n+ 1)− χ(2n)

pns

)
, (2.13)
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and

F2(s, χ) =
∏
p

(
1− χ(2)

ps

)−1(
1− 1

ps

)χ(2)
.

Considering F2(s, χ), we have for σ > 1

logF2(s, χ) =
∑
p

∞∑
n=1

1

n

(
χ(2n)

pns
− χ(2)

pns

)

=
∑
p

∞∑
n=2

χ(2n)− χ(2)

n

1

pns
. (2.14)

Since the sum in (2.14) converges absolutely for s = 1 we see that F2(1, χ) 6= 0.

To show that F1(1, χ) 6= 0, we note that the product in (2.13) converges absolutely

for s = 1, hence it suffices to show that for each prime p we have

1 +
∞∑
n=2

χ(n+ 1)− χ(2n)

pn
6= 0.

Consider first when p ≥ 3, then

1 +
∞∑
n=2

χ(n+ 1)− χ(2n)

pn
≥ 1− 2

p2

∞∑
n=0

1

pn
= 1− 2

p(p− 1)

≥ 2

3
.

For the case p = 2, we choose m satisfying χ(m+ 1)− χ(2m) = 1. Then we may write

1 +
∞∑
n=2

χ(n+ 1)− χ(2n)

2n
= 1 +

∞∑
n=2
n6=m

χ(n+ 1)− χ(2n)

2n
+

1

2m

≥ 1−
∞∑
n=1

1

2n
+

1

2m
=

1

2m
,

which completes the proof that

F (1, χ) 6= 0.

To prove the last part of the statement, since |χ(j) − χ(k)| ≤ 2 for all integers k, j

we see that the coefficients b(χ, n) in

F (s, χ) =
∞∑
n=1

b(χ, n)

ns
,
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satisfy

|b(χ, n)| ≤ cn,

where the numbers cn are defined by

∏
p

1 +

∞∑
j=2

2

pjs

 exp

∑
p

∞∑
j=2

2

j

1

pjs

 =

∞∑
n=1

cn
ns
.

The function defined by the above formula converges uniformly in any halfplane σ ≥ σ0 >
1/2, so that ∑

n≤X
cn = O(X1/2+ε),

and the last statement of the Lemma follows by partial summation.

The following is [49, Theorem 7.18].

Lemma 2.10. Suppose for each complex z we have a sequence (bz(n))∞n=1 such that the

sum
∞∑
n=1

|bz(n)|(log n)2R+1

n
,

is uniformly bounded for |z| ≤ R and for σ ≥ 1 let

F (s, z) =
∞∑
n=1

bz(m)

ms
.

Suppose for σ > 1 we have

ζ(s)zF (s, z) =
∞∑
n=1

az(n)

ns
,

for some az(n) and let Sz(x) =
∑
n≤x

az(n). Then for x ≥ 2, uniformly over all |z| ≤ R we

have

Sz(x) =
F (1, z)

Γ(z)
x(log x)z−1 +O(x(log x)<(z)−2).

Combining Lemma 2.9 and Lemma 2.10 gives

Lemma 2.11. For integer m let χ be a multiplicative character mod m and let

G(χ) =
1

Γ(χ(2))

∏
p

( ∞∑
n=0

χ(n+ 1)

pn

)(
1− 1

p

)χ(2)
.

Then uniformly over all characters χ we have∑
n≤x

χ(τ(n)) = G(χ)x(log x)χ(2)−1 +O
(
x(log x)<(χ(2))−2

)
. (2.15)
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We require a sharper estimate for the case of the principal character χ0 to prime

modulus.

Lemma 2.12. Let p be an odd prime and χ0 be the principal multiplicative character

mod p. Then for some constant βp and any A > 0 we have

∑
n≤x

χ0(τ(n)) = βpx+O

(
x

logA x

)
.

Proof. We first note that since p is odd we have

χ0(2) = 1.

With notation as in Lemma 2.9, considering the Dirichlet series

L(s, χ0, τ) =

∞∑
n=1

χ0(τ(n))

ns
.

We have

L(s, χ0, τ) = ζ(s)F (s, χ0), (2.16)

where

F (s, χ0) =
∏
q

q prime

(
1 +

∞∑
n=1

χ0(n+ 1)

qns

)(
1− 1

qs

)

=
∏
q

q prime

(
1 +

∞∑
n=2

χ0(n+ 1)− χ0(n)

qns

)
.

Since F (x, χ0) is analytic and bounded in any halfplane σ > 1/2 + ε uniformly over

all odd primes p, the stated bound follows by combining (2.16) with the Perron summation

formulae and standard estimates for ζ(s).

Lemma 2.13. For any integer m we have

∑
q∈K

τ(q)≡0 mod m

1

q
� 1

mlog 2/2
,

and if p is prime ∑
q∈K

τ(q)≡0 mod p

1

q
� 1

2p/2
.
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Proof. Suppose τ(q) ≡ 0 mod m and let q = pα1
1 . . . pαkk be the prime factorization of q.

We have

τ(q) = (α1 + 1) . . . (αk + 1) ≥ m.

By the arithmetic-geometric mean inequality

q ≥ 2(α1+1)+···+(αk+1)−k ≥ 2k(τ(q)
1/k−1) ≥ 2k(m

1/k−1) ≥ 2logm = mlog 2,

and since K(x)� x1/2 we get

∑
q∈K

τ(q)≡0 (mod m)

1

q
≤

∑
q∈K

q≥mlog 2

1

q
�
∫ ∞
mlog 2

K(x)

x2
dx� 1

mlog 2/2
.

Suppose p is prime. If τ(n) ≡ 0 mod p then n ≥ 2p−1. Arguing as before we get

∑
q∈K

τ(q)≡0 (mod p)

1

q
� 1

2p/2
.

2.6 Proof of Theorem 2.1

By Lemma 2.5 we have

N∑
n=1

em(aτ(n)) =
∑

k∈Mm
k≤N

∑
q∈Qm
q≤N/k

∑
s∈S

gcd(s,q)=1
s≤N/qk

em(aτ(kqs))

=
∑

k∈Mm
k≤N

∑
q∈Qm
q≤N/k

∑
s∈S

gcd(s,q)=1
s≤N/qk

em(aτ(q)τ(s))

=
∑

k∈Mm
k≤N

∑
q∈Qm
q≤N/k

∑
s∈S

gcd(s,q)=1
s≤N/qk

em(aτ(q)2ω(s)).
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Taking K = N1/2, partitioning summation over q depending on K and grouping together

values of 2ω(s) in the same residue class mod m gives

N∑
n=1

em(aτ(n)) =
∑

k∈Mm
k≤N

∑
q∈Qm
q≤K/k

t∑
r=1

M(N/qk, q, r, t)em(aτ(q)2r)

+
∑

k∈Mm
k≤N

∑
q∈Qm

K/k<q≤N/k

t∑
r=1

M(N/qk, q, r, t)em(aτ(q)2r),

where M(x, q, r, t) is defined as in Lemma 2.8. By choice of K we see that N/qk ≥ q when

q ≤ K/k. Hence we may apply Lemma 2.8 to the first sum above

N∑
n=1

em(aτ(n)) =
6

π2
N

t

∑
k∈Mm
k≤N

∑
q∈Qm
q≤N/k

t∑
r=1

h(q)

qk
em(aτ(q)2r)

+O

 ∑
k∈Mm
k≤N

∑
q∈Qm

K/k<q≤N/k

tN

qk
+
∑

k∈Mm
k≤N

∑
q∈Qm
q≤K/k

Nt log log q

qk
(log (N/qk))−αt



+O

 ∑
k∈Mm
k≤N

∑
q∈Qm
q≤K/k

(2 log (N/kq))ω(q)
(
N

kq

)1/2

 .

Considering the first error term

∑
k∈Mm
k≤N

∑
q∈Qm

K/k<q≤N/k

tN

qk
� tN

∫ N

K

K(x)

x2
dx� tN

K1/2
. (2.17)

For the second error term, since the sum

∑
k∈Mm
k≤N

∑
q∈Qm
q≤K/k

log log q

qk
,

is bounded uniformly in m as K,N →∞, we get

∑
k∈Mm
k≤N

∑
q∈Qm
q≤K/k

Nt log q

qk
(log (N/qk))−αt � Nt log(N/K)−αt

∑
k∈Mm
k≤N

∑
q∈Qm
q≤K/k

log log q

qk

� Nt(log(N/K))−αt . (2.18)
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For the last term

∑
k∈Mm
k≤N

∑
q∈Qm
q≤K/k

(e4 log (N/kq))ω(q)
(
N

kq

)1/2

≤ N2/3
∑
n∈K
n≤N

(
1

n

)2/3

(2 logN)ω(n).

Since

ω(n) ≤ (1 + o(1))
log n

log logn
,

we get

N2/3
∑

k∈Mm
k≤N

∑
q∈Qm
q≤K/k

(2 logN)ω(q)
(

1

kq

)2/3

≤ N2/3 (logN)
(1+o(1)) logN

6 log logN

∑
n∈K
n≤N

(
1

n

)2/3

(2(logN)5/6)ω(n)

≤ N5/6+o(1)
∑
n∈K
n≤N

(
1

n

)2/3

(2(logN)5/6)ω(n).

We may bound the last sum on the right by noting

∑
n∈K
n≤N

(
1

n

)2/3

(2(logN)5/6)ω(n) ≤
∏
p

(
1 + 2(logN)5/6

∞∑
k=2

1

p2k/3

)
.

Taking logarithms we see that

log

(∏
p

(
1 + 2(logN)5/6

∞∑
k=2

1

p2k/3

))
=
∑
p

log

((
1 +

2(logN)5/6

p4/3
p2/3

p2/3 − 1

))

≤ 2(logN)5/6
∑
p

1

p4/3
p2/3

p2/3 − 1

� (logN)5/6.

This implies that for some absolute constant c

∑
k∈Mm
k≤N

∑
q∈Qm
q≤K/k

(e4 log (N/kq))ω(q)
(
N

kq

)1/2

� N5/6+o(1)ec(logN)5/6 . (2.19)
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Combining (2.17), (2.18) and (2.19) gives

N∑
n=1

em(aτ(n)) =
6

π2
N

t

∑
k∈Mm
k≤N

1

k

∑
q∈Qm
q≤N/k

h(q)

q

t∑
r=1

em(aτ(q)2r)

+O

(
Nt(log(N/K))−αt +

tN

K1/2
+N5/6+o(1)ec(logN)5/6

)
,

and recalling the choice of K we get

N∑
n=1

em(aτ(n)) =
6

π2
N

t

∑
k∈Mm
k≤N

1

k

∑
q∈Qm
q≤N/k

h(q)

q

t∑
r=1

em(aτ(q)2r) +O
(
Nt(logN)−αt

)
. (2.20)

For the main term

∑
k∈Mm
k≤N

1

k

∑
q∈Qm
q≤N/k

h(q)

q

t∑
r=1

em(aτ(q)2r)

=
∑

k∈Mm
k≤N

1

k

∑
q∈Qm

h(q)

q

t∑
r=1

em(aτ(q)2r) +O

t ∑
k∈Mm
k≤N

1

k

(
k

N

)1/2

 ,

and hence

∑
k∈Mm
k≤N

1

k

∑
q∈Qm
q≤N/k

h(q)

q

t∑
r=1

em(aτ(q)2r) =
∑

k∈Mm

1

k

∑
q∈Qm

h(q)

q

t∑
r=1

em(aτ(q)2r) +O

(
t

N1/2

)

= ζ(m)
∑
q∈Qm

h(q)

q

t∑
r=1

em(aτ(q)2r) +O

(
t

N1/2

)
.

This gives

N∑
n=1

em(aτ(n)) =
ζ(m)

t

6

π2

 ∑
r (mod m)

H(r,m)Sm(ar)

N +O
(
tN(logN)−αt

)
.

2.7 Proof of Theorem 2.2

Let

C(p, r,N) = #{n ≤ N : τ(n) ≡ r (mod p)},

so that
N∑
n=1

ep(aτ(n)) =

p−1∑
r=0

C(p, r,N)em(ar). (2.21)
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Suppose (r, p) = 1, using orthogonality of characters, Lemma 2.11 and Lemma 2.12

C(p, r,N) =
1

p− 1

N∑
n=1

∑
χ(mod p)

χ(r)χ(τ(n))

=
1

p− 1

N∑
n=1

χ0(τ(n)) +
1

p− 1

N∑
n=1

∑
χ(mod p)
χ 6=χ0

χ(r)χ(τ(n))

=
βp
p− 1

N +
1

p− 1

∑
χ(2)=1

χ(r)G(χ)N +
1

p− 1

∑
χ(2)6=1

χ(r)G(χ)N(logN)χ(2)−1

+O
(
N(logN)−(αp+1)

)
,

where βp is defined as in Lemma 2.12. For r = 0, we have by Lemma 2.12

C(p, 0, N) =
N∑
n=1

(1− χ0(τ(n))) = cpN +O
(
N(logN)−2

)
,

for some constant cp. Hence from (2.21)

N∑
n=1

ep(aτ(n)) = CpN +O
(
pN(logN)−(αt+1)

)

+
N

p− 1

p−1∑
r=1

 ∑
χ(2)=1

χ(r)G(χ)ep(ar) +
∑

χ(2)6=1

χ(r)ep(ar)G(χ)(logN)χ(2)−1


= ApN +

N

p− 1

∑
χ(2)6=1

G(χ)(logN)χ(2)−1
p−1∑
r=1

χ(r)ep(ar)

+O
(
pN(logN)−(αt+1)

)
,

for some constant Ap. If χ(2) 6= 1 then we have∣∣∣∣∣
p−1∑
r=1

χ(r)ep(ar)

∣∣∣∣∣ = p1/2,

so that

N∑
n=1

ep(aτ(n)) = ApN +O
(
p1/2N(logN)−αt + pN(logN)−(αt+1)

)
.
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Since we may assume N > pN(logN)−(αt+1) as otherwise our bound is trivial, the

above simplifies to

N∑
n=1

ep(aτ(n)) = ApN +O
(
pN(logN)−(αt+1)

)
. (2.22)

Finally, comparing (2.22) with the leading term in the asymptotic formula from Theo-

rem 2.1, we see that

Ap =
ζ(p)

t

6

π2

(
p−1∑
r=0

H(r, p)Sp(ar)

)
.

2.8 Proof of Theorem 2.3

Considering the main term in Theorem 2.1

∣∣∣∣∣
m−1∑
r=0

H(r,m)Sm(ar)

∣∣∣∣∣ ≤∑
d|m

∣∣∣∣∣∣∣∣
m−1∑
r=0

gcd(r,m)=d

H(r,m)Sm(ar)

∣∣∣∣∣∣∣∣
≤
∑
d|m

 m−1∑
r=0

gcd(r,m)=d

H(r,m)

 max
gcd(λ,m)=d

|Sm(λ)|.

Writing c = log 2/2, by Lemma 2.13

m−1∑
r=0

gcd(r,m)=d

H(r,m) =
m−1∑
r=0

gcd(r,m)=d

∑
q∈Qm

τ(q)≡r (mod m)

h(q)

q

≤
∑
q∈K

τ(q)≡0 (mod d)

1

q
� 1

dc
,

which gives
m−1∑
r=0

H(r,m)Sm(ar)�
∑
d|m

1

dc
max

gcd(λ,m)=d
|Sm(λ)|. (2.23)

Suppose gcd(λ,m) = d, so that we may write

λ = dλ′ and m = dm,′
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for some λ′ and m′ with gcd(λ′,m′) = 1. Let td denote the order of 2 mod m′, so that

Sm(λ) =
t∑

n=1

em(λ2n) =
t

td

td∑
n=1

em′(λ
′2n).

By the main result of [4], if td ≥ (m/d)ε then for some δ > 0 we have

Sm(λ)�
(
d

m

)δ
t. (2.24)

Suppose t ≥ mε, then since

td ≥
t

d
≥ mε/2

d
mε/2,

if d ≤ mε/2 then we have td ≥ (m/d)ε/2. An application of (2.24) gives

Sm(λ)�
(
d

m

)δ
t� t

mδ0
.

Hence by (2.23) for some δ1 > 0

m−1∑
r=0

H(r,m)Sm(ar)�
∑
d|m

d≤mε/2

1

dc
max

gcd(λ,m)=d
|Sm(λ)|+

∑
d|m

d≥mε/2

1

dc
max

gcd(λ,m)=d
|Sm(λ)|

�
∑
d|m

d≤mε/2

t

mδ1
+

∑
d|m

d≥mε/2

1

mδ1
=
τ(m)

mδ1
t, (2.25)

and the result follows combining (2.25) with Theorem 2.1.

2.9 Proof of Theorem 2.4

By Lemma 2.13

p−1∑
r=0

H(r, p)Sp(ar, t) =

p−1∑
r=1

H(r, p)Sp(ar) + tH(0, p)

� t

2p/2
+

(
p−1∑
r=1

H(r, p)

)
max

gcd(λ,p)=1
|Sp(λ)|

� t

2p/2
+ max

gcd(λ,p)=1
|Sp(λ)| ,

and by [63, Theorem 1]

max
gcd(λ,p)=1

|Sp(λ)| ≤ t1/2p1/6 log1/6 t,
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from which the result follows.
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Chapter 3

Character Sums over Shifted

Primes

3.1 Introduction

Let q be an arbitrary positive integer and let χ be a primitive non-principal multiplicative

character mod q. Our goal is to estimate character sums of the form

Sa(q;N) =
∑
n≤N

Λ(n)χ(n+ a), (3.1)

where a is an integer relatively prime to q and Λ(n) is the Von Mangoldt function defined

by

Λ(n) =

log p if n = pk and p prime,

0 otherwise.

For prime modulus q, Karatsuba [43] has given a nontrivial estimate of the sums

Sa(q;N) in the range N > q1/2+ε. Recently, much more general sums over primes have

been considered by Fouvry, Kowalski and Michel [25]. A special case of their result (see [25,

Corollary 1.12]) gives nontrivial bounds for character sums to prime modulus q with a

very general class of rational functions over primes and is nontrivial provided N > q3/4+ε.

Rakhmonov [54, 55] has shown that nontrivial cancellations in the sums Sa(q;N) also

occur in the case of general modulus q, but only in the narrower range N > q1+ε. This

range has been extended by Friedlander, Gong and Shparlinski [26] to N > q8/9+ε where

the bound

|Sa(q;N)| ≤ (N7/8q1/9 +N33/32q−1/18)qo(1), (3.2)

33



Chapter 2. Character Sums over Shifted Primes

is given for N ≤ q16/9. Recently Rakhmonov [56] has shown that

Sa(q;N)� Ne−
√
log q, (3.3)

provided N ≥ q5/6+o(1). Comparing the bound of Rakhmonov (3.3) with the bound of

Friedlander, Gong and Shparlinski (3.2), we see that (3.3) is valid for a wider range of the

parameter N although is quantitatively much weaker than (3.2). In this paper we improve

on the strength of Rakhmonov’s bound.

3.2 Main Result

Our main result is as follows.

Theorem 3.1. For N ≤ q we have

|Sa(q;N)| ≤
(
Nq−1/24 + q5/42N6/7

)
qo(1).

We see that Theorem 3.1 is nontrivial providedN ≥ q5/6+o(1) and can be considered as

comparable on a quantitative level to the bound of Friedlander, Gong and Shparlinski (3.2)

as it also gives a power saving.

3.3 Reduction to Bilinear Forms

As in [26] our basic tool is the Vaughan identity, see [60].

Lemma 3.2. For any complex-valued function f(n) and any real numbers U, V > 1 with

UV ≤ N , we have ∑
1≤n≤N

Λ(n)f(n)� Σ1 + Σ2 + Σ3 + |Σ4|,

where

Σ1 =

∣∣∣∣∣∣
∑
n≤U

Λ(n)f(n)

∣∣∣∣∣∣ ,
Σ2 = (logUV )

∑
v≤UV

∣∣∣∣∣∣
∑
s≤N/v

f(sv)

∣∣∣∣∣∣ ,
Σ3 = (logN)

∑
v≤V

max
w≥1

∣∣∣∣∣∣
∑

w≤s≤N/v

f(sv)

∣∣∣∣∣∣ ,
Σ4 =

∑
k`≤N

k>V, `>U

Λ(`)
∑

d|k, d≤V

µ(d)f(k`).
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where µ(d) denotes the Möbius function and is defined by

µ(d) =

(−1)ω(d), if d squarefree,

0, otherwise,

and ω(d) counts the number of distinct prime factors of d.

3.4 The Pólya-Vinogradov Bound

The following is [26, Lemma 4].

Lemma 3.3. For any integers d,M,N, a with (a, q) = 1 and any primitive character χ

mod q we have ∣∣∣∣∣∣
∑

M<n≤M+N

χ(dn+ a)

∣∣∣∣∣∣ ≤ (d, q)
N

q1/2
+ q1/2+o(1).

In [26], Lemma 3.3 was used to show [26, Lemma 5] which we state as follows.

Lemma 3.4. For any integers M,N, a with (a, q) = 1 and any primitive character χ

mod q we have ∣∣∣∣∣∣∣∣
∑

M<n≤M+N
(n,q)=1

χ(n+ a)

∣∣∣∣∣∣∣∣ ≤ q
1/2+o(1) +Nq−1/2.

3.5 Burgess Bounds

The techniques of [26] combine a basic sieve with the amplification method to reduce

bounding the sums ∑
n≤N

(n,q)=1

χ(n+ a),

to bounding the mean values

V∑
v1,...,v2r=1

∣∣∣∣∣
q∑

x=1

χ

(
r∏
i=1

(x+ dvi)

)
χ

(
2r∏

i=r+1

(x+ dvi)

)∣∣∣∣∣ , r = 2, 3. (3.4)

The argument of [26] proceeds to bound the mean values (3.4) by completing outer sum-

mation to result in sums of the form

dV∑
v1,...,v2r=1

∣∣∣∣∣
q∑

x=1

χ

(
r∏
i=1

(x+ vi)

)
χ

(
2r∏

i=r+1

(x+ vi)

)∣∣∣∣∣ r = 2, 3.
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We give a slight improvement on [26] by modifying the method of Burgess [9, 13] to

bound the mean values (3.4) directly.

3.5.1 The Case r = 2

We use a special case of [9, Lemma 7].

Lemma 3.5. For integer q let χ be a primitive character mod q and let

f1(x) = (x− dv1)(x− dv2), f2(x) = (x− dv3)(x− dv4).

Suppose at least 3 of the integers v1, v2, v3 and v4 are distinct and define

Ai =
∏
j 6=i

(dvi − dvj).

Then we have ∣∣∣∣∣
q∑

x=1

χ(f1(x))χ(f2(x))

∣∣∣∣∣ ≤ 8ω(q)q1/2(q, Ai),

for some Ai 6= 0.

The next Lemma is based on Lemma 3.5 and ideas from the proof of [9, Lemma 8].

Lemma 3.6. For any primitive character χ mod q and any positive integer V we have

V∑
v1,...,v4=1

∣∣∣∣∣
q∑

x=1

χ

(
2∏
i=1

(x+ dvi)

)
χ

(
4∏
i=3

(x+ dvi)

)∣∣∣∣∣ ≤ (V 2q + (d, q)3q1/2V 4)qo(1).

Proof. We divide the outer summation of

V∑
v1,v2,v3,v4=1

∣∣∣∣∣
q∑

x=1

χ

(
2∏
i=1

(x+ dvi)

)
χ

(
4∏
i=3

(x+ dvi)

)∣∣∣∣∣ ,
into two sets. In the first set we put all v1, v2, v3 and v4 which contain at most 2 distinct

numbers and we put the remaining v1, v2, v3 and v4 into the second set. The number of

elements in the first set is � V 2 and for these sets we estimate the inner sum trivially.

This gives

V∑
v1,...,v4=1

∣∣∣∣∣
q∑

x=1

χ

(
2∏
i=1

(x+ dvi)

)
χ

(
4∏
i=3

(x+ dvi)

)∣∣∣∣∣�
qV 2 +

V∑′

v1,...,v4=1

∣∣∣∣∣
q∑

x=1

χ

(
2∏
i=1

(x+ dvi)

)
χ

(
4∏
i=3

(x+ dvi)

)∣∣∣∣∣ ,
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where the last sum is restricted to v1, v2, v3 and v4 which contain at least 3 distinct

numbers. With notation as in Lemma 3.5 we have

V∑′

v1,...,v4=1

∣∣∣∣∣
q∑

x=1

χ (f1(x))χ (f2(x))

∣∣∣∣∣ ≤ q1/2+o(1)
V∑′

v1,...,v4=1

4∑
i=1
Ai 6=0

(Ai, q).

Since

Ai =
∏
i 6=j

(dvi − dvj) = d3
∏
i 6=j

(vi − vj) = d3A′i,

we see that
V∑′

v1,...,v4=1

4∑
i=1
Ai 6=0

(Ai, q) ≤ (d3, q)

V∑′

v1,...,v4=1

4∑
i=1
Ai 6=0

(A′i, q),

and in [9, Lemma 8] it is shown

V∑′

v1,...,v4=1

4∑
i=1
Ai 6=0

(A′i, q) ≤ V 4qo(1),

from which the result follows.

Using Lemma 3.6 in the proof of [26, Lemma 10] we arrive at the following bound.

Lemma 3.7. For any primitive character χ mod q and integers M , N , a and d satisfying

N ≤ q5/8d−5/4, d ≤ q1/6, (a, q) = 1,

we have ∣∣∣∣∣∣
∑

M<n≤M+N

χ(dn+ a)

∣∣∣∣∣∣ ≤ q3/16+o(1)d3/8N1/2.

Proof. We proceed by induction on N . Since the result is trivial for N ≤ q3/8 this forms

the basis of the induction. We define

U = [0.25Nd3/2q−1/4], V = [0.25d−3/2q1/4],

and let

U = { 1 ≤ u ≤ U : (u, dq) = 1 }, V = { 1 ≤ v ≤ V : (v, q) = 1 }.
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By the inductive assumption, for any ε > 0 and integer h ≤ UV < N we have∣∣∣∣∣∣
∑

M<n≤M+N

χ(dn+ a)

∣∣∣∣∣∣ ≤
∣∣∣∣∣∣

∑
M<n≤M+N

χ(d(n+ h) + a)

∣∣∣∣∣∣+ 2q3/16+εd3/8h1/2,

for sufficiently large q. Hence∣∣∣∣∣∣
∑

M<n≤M+N

χ(dn+ a)

∣∣∣∣∣∣ ≤ 1

|U||V|
|W |+ 2q3/16+εd3/8(UV )1/2,

where

W =
∑
u∈U

∑
v∈V

∑
M<n≤M+N

χ(d(n+ uv) + a)

=
∑
u∈U

χ(u)
∑

M<n≤M+N

∑
v∈V

χ((dn+ a)u−1 + dv).

We have

|W | ≤
q∑

x=1

ν(x)

∣∣∣∣∣∑
v∈V

χ(x+ dv)

∣∣∣∣∣ ,
where ν(x) counts the number of representations x ≡ (dn+ a)u−1 mod q with M < n ≤
M +N and u ∈ U .

Two applications of Hölder’s inequality gives

|W |4 ≤

(
q∑

x=1

ν2(x)

)(
q∑

x=1

ν(x)

)2 q∑
x=1

∣∣∣∣∣∑
v∈V

χ(x+ dv)

∣∣∣∣∣
4

.

From the proof of [26, Lemma 7] we have

q∑
x=1

ν(x) = N#U ,
q∑

x=1

ν2(x) ≤
(
dNU

q
+ 1

)
NUqo(1),

and by Lemma 3.6

q∑
x=1

∣∣∣∣∣∑
v∈V

χ(x+ dv)

∣∣∣∣∣
4

=
∑

v1,...v4∈V

q∑
x=1

χ

(
2∏
i=1

(x+ dvi)

)
χ

(
4∏
i=3

(x+ dvi)

)

≤
V∑

v1,...v4=1

∣∣∣∣∣
q∑

x=1

χ

(
2∏
i=1

(x+ dvi)

)
χ

(
4∏
i=3

(x+ dvi)

)∣∣∣∣∣
� V 2q1+o(1),

since V ≤ d−3/2q1/4.
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Combining the above bounds we get

|W |4 ≤
(
dNU

q
+ 1

)
NU(N |U|)2V 2q1+o(1).

Since

|U| = Uqo(1), |V| = V qo(1),

we have∣∣∣∣∣∣
∑

M<n≤M+N

χ(dn+ a)

∣∣∣∣∣∣ ≤
(
d1/4N

V 1/2
+
q1/4N3/4

U1/4V 1/2

)
qo(1) + 2q3/16+εd3/8(UV )1/2.

Recalling the choice of U and V gives∣∣∣∣∣∣
∑

M<n≤M+N

χ(dn+ a)

∣∣∣∣∣∣ ≤
(
dN

q1/8
+ q3/16d3/8N1/2

)
qo(1) +

1

2
q3/16+εd3/8N1/2.

Since by assumption

N ≤ q5/8d−5/4,

we see that for sufficiently large q∣∣∣∣∣∣
∑

M<n≤M+N

χ(dn+ a)

∣∣∣∣∣∣ ≤ q3/16d3/8N1/2qo(1) +
1

2
q3/16+εd3/8N1/2

≤ q3/16+εd3/8N1/2.

In [26, Lemma 11] it is shown that∣∣∣∣∣∣∣∣
∑

M<n≤M+N
(n,q)=1

χ(n+ a)

∣∣∣∣∣∣∣∣ ≤ q
3/20+o(1)N3/5,

provided N ≤ q5/8. Our next Lemma can be considered as an improvement on this bound.

Lemma 3.8. Let χ be a primitive character mod q and suppose (a, q) = 1. For N ≤
q43/72 we have ∣∣∣∣∣∣∣∣

∑
M<n≤M+N

(n,q)=1

χ(n+ a)

∣∣∣∣∣∣∣∣ ≤ q
3/16+o(1)N1/2.
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Proof. We have∣∣∣∣∣∣∣∣
∑

M<n≤M+N
(n,q)=1

χ(n+ a)

∣∣∣∣∣∣∣∣ =

∣∣∣∣∣∣
∑
d|q

µ(d)
∑

M/d<n≤(M+N)/d

χ(dn+ a)

∣∣∣∣∣∣
≤
∑
d|q

∣∣∣∣∣∣
∑

M/d<n≤(M+N)/d

χ(dn+ a)

∣∣∣∣∣∣ .
Let

Z =

⌊
N1/2

q3/16

⌋
,

and partition outer summation according to Z. By Lemma 3.7 we have

∑
d|q

∣∣∣∣∣∣
∑

M/d<n≤(M+N)/d

χ(dn+ a)

∣∣∣∣∣∣ =

∑
d|q
d≤Z

∣∣∣∣∣∣
∑

M/d<n≤(M+N)/d

χ(dn+ a)

∣∣∣∣∣∣+
∑
d|q
d>Z

∣∣∣∣∣∣
∑

M/d<n≤(M+N)/d

χ(dn+ a)

∣∣∣∣∣∣
≤
∑
d|q
d≤Z

q3/16+o(1)d−1/8N1/2 +
∑
d|q
d>Z

N

d
.

By choice of Z we get

∑
d|q
d≤Z

q3/16+o(1)d−1/8N1/2 +
∑
d|q
d>Z

N

d
≤
(
q3/16N1/2 +

N

Z

)
qo(1) ≤ q3/16+o(1)N1/2,

which gives the desired bound.

It remains to check that the conditions of Lemma 3.7 are satisfied. For each d|q with

d ≤ Z we need
N

d
≤ q5/8d−5/4, d ≤ q1/6,

which on recalling the choice of Z is satisfied for N ≤ q43/72.

3.5.2 The Case r = 3

Throughout this section we let

f1(x) = (x+ dv1)(x+ dv2)(x+ dv3), f2(x) = (x+ dv4)(x+ dv5)(x+ dv6), (3.5)
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and

F (x) = f ′1(x)f2(x)− f1(x)f ′2(x), (3.6)

and write v = (v1, . . . v6). We generalize the argument of Burgess [13] to give an upper

bound for the cardinality of the set

A(s, s′) = {v ∈ Z6 : 0 < vi ≤ V, there exists an x such that

(s, f1(x)f2(x)) = 1, s|F (x), s|F ′(x), s′|F ′′(x)},

which will then be combined with the proof of [13, Theorem 2] to bound the sums (3.4).

The proof of the following Lemma is the same as [13, Lemma 3].

Lemma 3.9. Let s′|s and consider the relations

(λ, s) = 1, (f1(−t), s/s′) = 1, (3.7)

6(f1(X) + λf2(X)) ≡ 6(1 + λ)(X + t)3 mod s, (3.8)

6(1 + λ) ≡ 0 mod s′. (3.9)

Let

A1(s, s
′) = {(v, λ, t) ∈ Z8 : 0 < vi ≤ V, vi 6= v1, i ≥ 2,

0 < λ ≤ s, 0 < t ≤ s/s′, (3.7), (3.8), (3.9)},

then we have

|A(s, s′)| � V 3 + |A1(s, s
′)|.

We next make the substitutions

Y = X + dv1,

Vi = vi − v1, i ≥ 2, (3.10)

T = t− dv1 mod s/s′,

so that

f1(X) = Y (Y + dV2)(Y + dV3) = Y 3 + d(V2 + V3)Y
2 + d2V2V3Y

= g1(Y ), (3.11)

f2(X) = (Y + dV4)(Y + dV5)(Y + dV6) = Y 3 + dσ1Y
2 + d2σ2Y + d3σ3

= g2(Y ), (3.12)

41



Chapter 2. Character Sums over Shifted Primes

where

σ1 = V4 + V5 + V6,

σ2 = V4V5 + V4V6 + V5V6, (3.13)

σ3 = V4V5V6.

We see that (3.8) becomes

6(g1(Y ) + λg2(Y )) ≡ 6(1 + λ)(Y + T )3 mod s. (3.14)

The proof of the following Lemma follows that of [13, Lemma 4].

Lemma 3.10. With notation as in (3.10) and (3.13), consider the relations

(s/s′, T ) = 1, (s/s′, T − dV3) = 1, (3.15)

6d2T 3(V 2
3 − σ1V3 + σ2)− 18d3σ3T

2 + 18d4V3σ3T − 6d5V 2
3 σ3 ≡ 0 mod s, (3.16)

6d3σ3 ≡ 0 mod s′, (3.17)

and let

A2(s, s
′) = {(V3, V4, V5, V6, T ) ∈ Z5 :

0 < |Vi| ≤ V, 0 < T ≤ s/s′, (3.15), (3.16), (3.17)}.

Then we have

|A1(s, s
′)| � (d, s)V (1 + V/q)|A2(s, s

′)|.

Proof. We first note that (3.7) and (3.10) imply (3.15). Let

B1 = {(V2, V3,V4, V5, V6, T ) ∈ Z6 : 0 < |Vi| ≤ V,

0 < λ ≤ s, (λ, s) = 1, 0 < T ≤ s/s′, (3.9), (3.14), (3.15)},

so that

|A1(s, s
′)| ≤ V |B1|.

Using (3.11) and (3.12) and considering common powers of Y in (3.14) we get

6d(V2 + V3 + λσ1) ≡ 18(1 + λ)T mod s, (3.18)

6d2(v2V3 + λσ2) ≡ 18(1 + λ)T 2 mod s, (3.19)

6d3λσ3 ≡ 6(1 + λ)T 3 mod s. (3.20)
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By (3.18) we see that

6dV2 ≡ 18(1 + λ)T − dV3 − dλσ1 mod s,

which has O ((d, s)(1 + V/q)) solutions in V2.

The equations (3.9) and (3.20) imply that

6d3σ3 ≡ 0 mod s′,

6(1 + λ) ≡ 0 mod s′,

and

6λ(d3σ3 − T 3) ≡ 6T 3 mod s. (3.21)

Combining (T, s/s′) = 1 with the above equations implies that there are O(1) possible

values of λ. Finally combining (3.18), (3.19) and (3.21) gives (3.16).

The following is [13, Lemma 2].

Lemma 3.11. For any integer s, uniformly over all polynomials G(X) with integer coef-

ficients and fixed degree, we have

|{0 ≤ x < s, G(x) ≡ 0 mod s, (s,G′(x))|6}| ≤ so(1),

as s→∞.

The proof of the following Lemma follows that of [13, Lemma 5].

Lemma 3.12. For s′′|(s/s′) consider the relations

(s, 6d3σ3) = s′s′′, (3.22)

6d2(V 2
3 − σ1V3 + σ2) ≡ 0 mod s, (3.23)

and let

A3(s, s
′, s′′) = {(V3, V4, V5, V6) ∈ Z4 : 0 < |Vi| ≤ V, (3.22), (3.23)}.

Then we have

|A2(s, s
′)| ≤ so(1)

∑
s′′|s/s′

s′′|A3(s, s
′, s′′)|.

Proof. For s′′|(s/s′) let

A′3(s, s′, s′′) = {(V3, V4, V5, V6, T ) ∈ A2(s, s
′) : (s, 6d3σ3) = s′s′′},
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then we have

|A2(s, s
′)| =

∑
s′′|(s/s′)

|A′3(s, s′, s′′)|. (3.24)

Let S = (s′, s/s′) so that (s′/S, s/s′) = 1. For points (V3, V4, V5, V6, T ) ∈ A3(s, s
′, s′′) since

6d3σ3 ≡ 0 mod Ss′′, (3.25)

we have by (3.15), (3.16) and (3.22)

6d2(V 2
3 − σ1V3 + σ2) ≡ 0 mod Ss′′. (3.26)

By (3.16) this implies that

6d2(V 2
3 − σ1V3 + σ2)

Ss′′
T 3 − 18d3σ3

Ss′′
T 2

+
18d4σ3V3
Ss′′

T − 6d5σ3V
2
3

Ss′′
≡ 0 mod s/(s′s′′). (3.27)

Let

G(T ) =
6d2(V 2

3 − σ1V3 + σ2)

Ss′′
T 3 − 18d3σ3

Ss′′
T 2 +

18d4σ3V3
Ss′′

T − 6d5σ3V
2
3

Ss′′
,

so that

3G(T )− TG′(T ) = −18d3σ3
Ss′′

(T − dV3)2.

Writing 6d3σ3 = s′s′′σ′ with (σ′, s) = 1 we see from (3.15) that for some integer y with

(y, s/s′) = 1 we have

3G(T )− TG′(T ) = −3s′

S
y.

If T0 is a root of G(T ) (mod s/(s′s′′)) then from (s′/S, s/s′) = 1 we get

(G′(T0), s/(s
′s′′))|6,

hence by Lemma 3.11 the number of possible values for T is � s′′so(1). Finally (3.26)

implies

6d2(V 2
3 − σ1V3 + σ2) ≡ 0 mod s′′,

and the result follows from (3.24).

Lemma 3.13. With notation as in Lemma 3.12, for integers s, s′, s′′ satisfying s′|s and

s′′|s/s′ we have

|A3(s, s
′, s′′)| ≤ (d3, s)V 4so(1)/(s′s′′).
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Proof. Bounding the number of solutions to the equation (3.23) trivially and recalling the

definition of σ3 from (3.13) we see that

|A3(s, s
′, s′′)|

≤ V |{(V4, V5, V6) ∈ Z3 : 0 < |Vi| ≤ V, (s, 6d3V4V5V6) = s′s′′}|. (3.28)

Writing s = (d3, s)s1 and d3 = (d3, s)d1 and considering

(s, 6d3V4V5V6) = s′s′′,

we see that

(s1, 6V4V5V6) = s′s′′/(d3, s).

For integers s1, s2, s3, let

A4(s1, s2, s3) = {(V4, V5, V6) ∈ Z3 : 0 < |Vi| ≤ V, s1|6V4, s2|6V5, s3|6V6}.

From (3.28)

|A3(s, s
′, s′′)| ≤ V

∑
s1s2s3=s′s′′/(d3,s)

|A4(s1, s2, s3)|,

and since

|A4(s1, s2, s3)| �
V 3

s1s2s3
=

(d3, s)V 3

s′s′′
,

we see that

|A3(s, s
′, s′′)| ≤ (d3, s)V 4so(1)

s′s′′
.

Lemma 3.14. Let s′|s and

A(s, s′) = { v ∈ Z6 : 0 < vi ≤ V, there exists an x such that

(s, f1(x)f2(x)) = 1, s|F (x), s|F ′(x), s′|F ′′(x)}.

Then

|A(s, s′)| ≤ (d, s)4
(
V 6

ss′
+
V 5

s′

)
qo(1) + V 3.

Proof. Combining Lemma 3.9, Lemma 3.10 and Lemma 3.12 we get

|A(s, s′)| ≤ V 3 + (d, s)

(
1 +

V

s

)
V
∑
s′′|s/s′

s′′|A3(s, s
′, s′′)|.
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Applying Lemma 3.13 to summation over s′′ gives

∑
s′′|s/s′

s′′|A3(s, s
′, s′′)| ≤ so(1)(d3, s)V 4

s′
.

For integer q, we define the numbers h1(q), h2(q), h3(q) as in [13]

h1(q)
2 = smallest square divisible by q,

h2(q)
3 = smallest cube divisible by q, (3.29)

h3(q) = product of distinct prime factors of q.

The following is [13, Theorem 2].

Lemma 3.15. Let χ be a primitive character mod q and let

q = q0q1q2q3, (3.30)

where the qi are pairwise coprime. Let the integers l0, l1, l2 satisfy

l0|h1(q0)/h3(q0), l1|h2(q1)/h3(q1), l2|h2(q2)/h3(q2), (3.31)

and consider the relations

l0h1(q1q2q3)|F (x), (F (x), h1(q0)) = l0, (3.32)

l1h2(q2q3)|F ′(x), (F ′(x), h2(q1)) = l1, (3.33)

l2h2(q3)|F ′′(x), (F ′′(x), h2(q2)) = l2. (3.34)

Letting

C = C(l0, l1, l2, q0, q1, q2, q3) = {1 ≤ x ≤ q : (3.32), (3.33), (3.34)},

we have ∣∣∣∣∣∑
x∈C

χ(f1(x))χ(f2(x))

∣∣∣∣∣ ≤ q1/2+o(1) (q2q3l1)
1/2l2

h2(q2)
.

Lemma 3.16. For any primitive character χ mod q and any integer V < q1/6d−2 we have

V∑
v1,...,v6=1

∣∣∣∣∣
q∑

x=1

χ

(
3∏
i=1

(x+ dvi)

)
χ

(
6∏
i=4

(x+ dvi)

)∣∣∣∣∣ ≤ V 3q1+o(1).

46



Chapter 2. Character Sums over Shifted Primes

Proof. With notation as above and in (3.5) and (3.6)

V∑
v1,...,v6=1

∣∣∣∣∣
q∑

x=1

χ

(
3∏
i=1

(x+ dvi)

)
χ

(
6∏
i=4

(x+ dvi)

)∣∣∣∣∣ ≤∑
di,li

∣∣∣∣∣∑
x∈C

χ(f1(x))χ(f2(x))

∣∣∣∣∣ ,
where the last sum is extended over all q1, q2, q3, q4 and l0, l1, l2 satisfying the conditions

of Lemma 3.15. By Lemma 3.14, for some fixed q1, . . . , q4 satisfying (3.30) and l0, l1, l2

satisfying (3.31)

V∑
v1,...,v6=1

∣∣∣∣∣
q∑

x=1

χ

(
3∏
i=1

(x+ dvi)

)
χ

(
6∏
i=4

(x+ dvi)

)∣∣∣∣∣ ≤(
(q, d)4

(
V 6

l1h2(q2q3)l2h2(q3)
+

V 5

l2h2(q3)

)
q + V 3

)
(qq2q3l1)

1/2l2
h2(q2)

qo(1) ≤(
(q, d)4V 6q1/2 + (q, d)4V 5q2/3 + V 3q

)
qo(1),

where the last inequality follows from the definitions of li, hi and qi. The result follows

since the term V 3q dominates for V ≤ q1/6d−2.

Lemma 3.17. For any primitive character χ mod q and integers M , N , d and a satisfying

N ≤ q7/12d−3/2, d ≤ q1/12, (a, q) = 1,

we have ∣∣∣∣∣∣
∑

M<n≤M+N

χ(dn+ a)

∣∣∣∣∣∣ ≤ q1/9+o(1)d2/3N2/3.

Proof. Using the same argument from Lemma 3.7, we proceed by induction on N . Since

the result is trivial for N ≤ q1/3, this forms the basis of our induction. Define

U = [0.5Nd2q−1/6], V = [0.5d−2q1/6],

and let

U = { 1 ≤ u ≤ U : (u, dq) = 1 }, V = { 1 ≤ v ≤ V : (v, q) = 1 }.

Fix ε > 0, by the inductive hypothesis for any integer h ≤ UV < N we have∣∣∣∣∣∣
∑

M<n≤M+N

χ(dn+ a)

∣∣∣∣∣∣ ≤
∣∣∣∣∣∣

∑
M<n≤M+N

χ(d(n+ h) + a)

∣∣∣∣∣∣+ 2q1/9+εd2/3h2/3,
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for sufficiently large q. Hence∣∣∣∣∣∣
∑

M<n≤M+N

χ(dn+ a)

∣∣∣∣∣∣ ≤ 1

|U||V|
|W |+ 2q1/9+εd2/3(UV )2/3,

where

W =
∑
u∈U

∑
v∈V

∑
M<n≤M+N

χ(d(n+ uv) + a) =
∑
u∈U

χ(u)
∑

M<n≤M+N

∑
v∈V

χ((dn+ a)u−1 + dv).

We have

|W | ≤
q∑

x=1

ν(x)

∣∣∣∣∣∑
v∈V

χ(x+ dv)

∣∣∣∣∣ ,
where ν(x) counts the number of representations x ≡ (dn+ a)u−1 mod q with M < n ≤
M +N and u ∈ U . Two applications of Hölder’s inequality gives

|W |6 ≤

(
q∑

x=1

ν2(x)

)(
q∑

x=1

ν(x)

)4 q∑
x=1

∣∣∣∣∣∑
v∈V

χ(x+ dv)

∣∣∣∣∣
6

.

As in Lemma 3.7

q∑
x=1

ν(x) = N |U|,
q∑

x=1

ν2(x) ≤
(
dNU

q
+ 1

)
NUqo(1).

By Lemma 3.16

q∑
x=1

∣∣∣∣∣∑
v∈V

χ(x+ dv)

∣∣∣∣∣
6

=
∑

v1,...v6∈V

q∑
x=1

χ

(
3∏
i=1

(x+ dvi)

)
χ

(
6∏
i=4

(x+ dvi)

)

≤
V∑

v1,...v6=1

∣∣∣∣∣
q∑

x=1

χ

(
3∏
i=1

(x+ dvi)

)
χ

(
6∏
i=4

(x+ dvi)

)∣∣∣∣∣
≤ V 3q1+o(1).

The above bounds combine to give

|W |6 ≤
(
dNU

q
+ 1

)
NUqo(1)(N |U|)4

(
V 3q

)
qo(1),

which implies∣∣∣∣∣∣
∑

M<n≤M+N

χ(dn+ a)

∣∣∣∣∣∣ ≤
(
d1/6N

V 1/2
+
q1/6N5/6

U1/6V 1/2

)
qo(1) + 2q1/9+εd2/3(UV )2/3.
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On recalling the choices of U and V we get∣∣∣∣∣∣
∑

M<n≤M+N

χ(dn+ a)

∣∣∣∣∣∣ ≤ d7/6N

q1/12+o(1)
+ q1/9+o(1)d2/3N2/3 +

2

5
q1/9+εd2/3N2/3.

Since
d7/6N

q1/12
≤ q1/9d2/3N2/3 when dN ≤ q13/24,

we have by assumption on N and d∣∣∣∣∣∣
∑

M<n≤M+N

χ(dn+ a)

∣∣∣∣∣∣ ≤ q1/9+o(1)d2/3N2/3 +
2

5
q1/9+εd2/3N2/3

≤ q1/9+εd2/3N2/3,

for sufficiently large q.

In [26, Lemma 8] it is shown that∣∣∣∣∣∣∣∣
∑

M<n≤M+N
(n,q)=1

χ(n+ a)

∣∣∣∣∣∣∣∣ ≤ q
2/21+o(1)N5/7,

provided N ≤ q7/12. Our next Lemma can be considered as an improvement on this bound.

Lemma 3.18. Let χ be a primitive character mod q and suppose (a, q) = 1. For N ≤
q23/42 we have ∣∣∣∣∣∣∣∣

∑
M<n≤M+N

(n,q)=1

χ(n+ a)

∣∣∣∣∣∣∣∣ ≤ q
1/9+o(1)N2/3.

Proof. We have∣∣∣∣∣∣∣∣
∑

M<n≤M+N
(n,q)=1

χ(n+ a)

∣∣∣∣∣∣∣∣ =

∣∣∣∣∣∣
∑
d|q

µ(d)
∑

M/d<n≤(M+N)/d

χ(dn+ a)

∣∣∣∣∣∣
≤
∑
d|q

∣∣∣∣∣∣
∑

M/d<n≤(M+N)/d

χ(dn+ a)

∣∣∣∣∣∣ .
Let

Z =

⌊
N1/3

q1/9

⌋
,
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then by Lemma 3.7 we have

∑
d|q

∣∣∣∣∣∣
∑

M/d<n≤(M+N)/d

χ(dn+ a)

∣∣∣∣∣∣ =

∑
d|q
d≤Z

∣∣∣∣∣∣
∑

M/d<n≤(M+N)/d

χ(dn+ a)

∣∣∣∣∣∣+
∑
d|q
d>Z

∣∣∣∣∣∣
∑

M/d<n≤(M+N)/d

χ(dn+ a)

∣∣∣∣∣∣
≤
∑
d|q
d≤Z

q1/9+o(1)N2/3 +
∑
d|q
d>Z

N

d
.

Since by choice of Z

∑
d|q
d≤Z

q1/9+o(1)N2/3 +
∑
d|q
d>Z

N

d
≤
(
q1/9N2/3 +

N

Z

)
qo(1) ≤ q1/9+o(1)N2/3,

we get the desired bound.

It remains to check that the conditions of Lemma 3.7 are satisfied. For each d|q with

d ≤ Z we need
N

d
≤ q7/12d−3/2, d ≤ q1/12,

and from the choice of Z, this is satisfied for N ≤ q23/42.

3.6 Complete Sums

The results of this section will be used to derive new bounds for bilinear character sums.

Lemma 3.19. Let χ be a primitive character mod q. For integers u1, u2, λ we have∣∣∣∣∣
q∑

n=1

χ(n+ u1)χ(n+ u2)e
2πiλn/q

∣∣∣∣∣ =

∣∣∣∣∣
q∑

n=1

χ(n+ λ)χ(n)e2πi(u1−u2)n/q

∣∣∣∣∣ .
Proof. Let

τ(χ) =

q∑
n=1

χ(n)e2πin/q,

be the Gauss sum, so that

|τ(χ)| = q1/2 and

q∑
n=1

χ(n)e2πian/q = χ(a)τ(χ).
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Writing

χ(n+ u1) =
1

τ(χ)

q∑
λ1=1

χ(λ1)e
2πi(n+u1)λ1/q,

and

χ(n+ u1) =
1

τ(χ)

q∑
λ2=1

χ(λ2)e
2πi(n+u2)λ2/q,

we have

q∑
n=1

χ(n+ u1)χ(n+ u2)e
2πiλn/q =

1

τ(χ)τ(χ)

q∑
λ1=1

q∑
λ2=1

χ(λ1)e
2πiλ1u2/qχ(λ2)e

2πiλ2u2/q
q∑

n=1

e2πin(λ+λ1+λ2).

Since

q∑
λ1=1

q∑
λ2=1

χ(λ1)e
2πiλ1u2/qχ(λ2)e

2πiλ2u2/q
q∑

n=1

e2πin(λ+λ1+λ2) =

χ(−1)e−2πiu2λ/qq

q∑
λ1=1

χ(λ1 + λ)χ(λ1)e
2πiλ1(u1−u2)/q,

we have∣∣∣∣∣
q∑

n=1

χ(n+ u1)χ(n+ u2)e
2πiλn/q

∣∣∣∣∣ =
q

|τ(χ)|2

∣∣∣∣∣
q∑

n=1

χ(n+ λ)χ(n)e2πin(u1−u2)/q

∣∣∣∣∣
=

∣∣∣∣∣
q∑

n=1

χ(n+ λ)χ(n)e2πin(u1−u2)/q

∣∣∣∣∣ .

Lemma 3.20. Let χ be a primitive character mod q. For integers b and λ with b 6≡ 0

mod q we have ∣∣∣∣∣∣∣∣
q∑

n=1
(n,q)=1

χ

(
1 +

b

n

)
e2πiλn/q

∣∣∣∣∣∣∣∣ ≤ (b, q)q1/2+o(1).

Proof. Consider first when λ ≡ 0 (mod q). By Lemma 3.19∣∣∣∣∣∣∣∣
q∑

n=1
(n,q)=1

χ

(
1 +

b

n

)
e2πiλn/q

∣∣∣∣∣∣∣∣ =

∣∣∣∣∣
q∑

n=1

|χ(n)|2e2πibn/q
∣∣∣∣∣ =

∣∣∣∣∣∣∣∣
q∑

n=1
(n,q)=1

e2πibn/q

∣∣∣∣∣∣∣∣ ,
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and from [42, Equation 3.5] we have∣∣∣∣∣∣∣∣
q∑

n=1
(n,q)=1

e2πibn/q

∣∣∣∣∣∣∣∣� (b, q).

This gives ∣∣∣∣∣∣∣∣
q∑

n=1
(n,q)=1

χ

(
1 +

b

n

)
e2πiλn/q

∣∣∣∣∣∣∣∣� (b, q) ≤ (b, q)q1/2+o(1).

Next consider when λ 6≡ 0 (mod q). We first note that if χ is a character mod p

with p prime then we have from the Weil bound (see [59, Theorem 2G])∣∣∣∣∣∣∣∣
p∑

n=1
(n,p)=1

χ

(
1 +

b

n

)
e2πiλn/p

∣∣∣∣∣∣∣∣� p1/2.

For p prime and integers λ, b, c and α we let N(λ, b, c, pα) denote the number of

solutions to the congruence

λn2 ≡ cb mod pα, 1 ≤ n ≤ pα, (n, p) = 1. (3.35)

We have

N(λ, b, c, pα) ≤ 4(λ, pα), (3.36)

since if there exists a solution n to (3.35) then (λ, pα) = (cb, pα). This implies that that

for some integer a with (a, p) = 1 we have

n2 ≡ a (mod pα/(pα, λ)). (3.37)

The bound (3.36) follows since there are at most 4 solutions to (3.37).

Suppose q = p2α is an even prime power and let c be defined by

χ(1 + pα) = e2πic/p
α
.

From the argument of [9, Lemma 2] (see also [42, Lemma 12.2]) we have by (3.36)∣∣∣∣∣∣∣∣
q∑

n=1
(n,q)=1

χ

(
1 +

b

n

)
e2πiλn/q

∣∣∣∣∣∣∣∣� pαN(λ, b, c)� (λ, q)q1/2.
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Suppose next q = p2α+1 is an odd prime power with p > 2 and let c be defined by

χ(1 + pα+1) = e2πic/p
α
.

From the argument of [9, Lemma 4] (see also [42, Lemma 12.3]) we get∣∣∣∣∣∣∣∣
q∑

n=1
(n,q)=1

χ

(
1 +

b

n

)
e2πiλn/q

∣∣∣∣∣∣∣∣� p(2α+1)/2N(λ, b, c, pα) + pαN(λ, b, c, pα+1)

� (λ, q)q1/2.

Finally if q = 22α+1, then from the argument of [9, Lemma 3]∣∣∣∣∣∣∣∣
q∑

n=1
(n,q)=1

χ

(
1 +

b

n

)
e2πiλn/q

∣∣∣∣∣∣∣∣� 21/22αN(λ, b, c, pα)

� (λ, q)q1/2.

Combining the above bounds gives the desired result when q is a prime power.

For the general case, suppose χ is a primitive character mod q and let q = pα1
1 pα2

2 ...pαkk
be the prime factorization of q. By the Chinese Remainder Theorem we have

χ = χ1χ2...χk,

where each χi is a primitive character mod pαii . Let qi = q/pαi . By the above bounds

and another application of the Chinese remainder theorem (see [42, Equation 12.21]) we

have for some absolute constant C∣∣∣∣∣∣∣∣
q∑

n=1
(n,q)=1

χ

(
1 +

b

n

)
e2πiλn/q

∣∣∣∣∣∣∣∣ =

∣∣∣∣∣∣∣∣
p
α1
1∑

n1=1
(n1,p1)=1

· · ·
p
αk
k∑

nk=1
(nk,pk)=1

χ1

(
1 +

b∑k
i=1 niqi

)
e2πiλn1/p

α1
1 ...χk

(
1 +

b∑k
i=1 niqi

)
e2πiλnk/p

αk
i

∣∣∣∣∣∣∣∣
=

∣∣∣∣∣∣∣∣
k∏
i=1

 p
αi
i∑

ni=1
(ni,pi)=1

χi

(
1 +

b

niqi

)
e2πiλni/p

αi
i


∣∣∣∣∣∣∣∣ ≤

k∏
i=1

C(λ, pαii )p
αi/2
i ≤ (λ, q)q1/2+o(1),

and the result follows from Lemma 3.19.
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3.7 Bilinear Character Sums

Lemma 3.21. Let K and L be integers and for any two sequences (αk)
K
k=1 and (β`)

L
`=1 of

complex numbers supported on integers coprime to q and any integer a coprime to q let

W =
∑
k≤K

∑
`≤L

αk β` χ(k`+ a).

Then we have

W ≤
(
KL1/2 + (1 +K1/2q−1/2)q1/4K1/2L

)
qo(1),

where

A = max
k≤K
|αk| and B = max

`≤L
|β`|.

Proof. By the Cauchy-Schwarz inequality

|W |2 ≤ A2K
∑
k≤K

∣∣∣∣∣∣
∑
`≤L

β`χ(k`+ a)

∣∣∣∣∣∣
2

≤ A2B2K2L+

∣∣∣∣∣∣∣∣
∑
k≤K

∑
`1,`2≤L
`1 6=`2

β`1β`2χ(k`1 + a)χ(k`2 + a)

∣∣∣∣∣∣∣∣ .
Let

W1 =
∑
k≤K

∑
`1,`2≤L
`1 6=`2

β`1β`2χ(k`1 + a)χ(k`2 + a).

We have

|W1| ≤
B2

q

∑
`1<`2≤L
(`1,q)=1
(`2,q)=1

∣∣∣∣∣∣
q∑
s=1

∑
k≤K

e−2πisk/q
q∑

λ=1

χ(λ+ a`−11 )χ(λ+ a`−12 )e2πisλ/q

∣∣∣∣∣∣
≤ B2

q

∑
`1<`2≤L
(`1,q)=1
(`2,q)=1

q∑
s=1

∣∣∣∣∣∣
∑
k≤K

e−2πisk/q

∣∣∣∣∣∣
∣∣∣∣∣
q∑

λ=1

χ(λ+ a`−11 )χ(λ+ a`−12 )e2πisλ/q

∣∣∣∣∣ .
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By Lemma 3.20

∑
`1<`2≤L
(`1,q)=1
(`2,q)=1

q∑
s=1

∣∣∣∣∣∣
∑
k≤K

e−2πisk/q

∣∣∣∣∣∣
∣∣∣∣∣
q∑

λ=1

χ(λ+ a`−11 )χ(λ+ a`−12 )e2πisλ/q

∣∣∣∣∣�
∑

`1<`2≤L

q∑
s=1

min

(
K,

1

||s/q||

)
(`1 − `2, q)q1/2+o(1).

Since ∑
`1,`2≤L
`1 6=`2

(`1 − `2, q)�
∑
`≤L

∑
`1,`2≤L
`1<`2
`1−`2=`

(`, q) ≤ L
∑
d|q

∑
`≤L
d|`

1 ≤ L2qo(1),

we get

|W1| ≤
B2

q

(
q∑
s=1

min

(
K,

1

||s/q||

))
q1/2+o(1)L2 ≤ B2

(
1 +

K

q

)
q1/2+o(1)L2.

This implies that

|W |2 ≤ A2B2K

(
KL+

(
1 +

K

q

)
q1/2+o(1)L2

)
.

Next, we use an idea of Garaev [30] to derive a variant of Lemma 3.21 in which the

summation limits over ` depend on the parameter k.

Lemma 3.22. Let K,L be natural numbers and let the sequences (Lk)
K
k=1 and (Mk)

K
k=1 of

nonnegative integers be such that Mk < Lk ≤ L for each k. For any two sequences (αk)
K
k=1

and (β`)
L
`=1 of complex numbers supported on integers coprime to q and for any integer a

coprime to q, let

W̃ =
∑
k≤K

∑
Mk<`≤Lk

αk β` χ(k`+ a).

Then we have

W̃ �
(
KL1/2 + (1 +K1/2q−1/2)q1/4K1/2L

)
qo(1),

where

A = max
k≤K
|αk| and B = max

`≤L
|β`|.

Proof. For real z we denote

eL(z) = exp(2πiz/L).
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Considering summation over ` in the definition of W̃ , we use the orthogonality of expo-

nential functions to get

∑
Mk<`≤Lk

β` χ(k`+ a) =
∑
`≤L

∑
MK<s≤Lk

β` χ(k`+ a) · 1

L

∑
− 1

2
L<r≤ 1

2
L

eL(r(`− s))

=
1

L

∑
− 1

2
L<r≤ 1

2
L

∑
Mk<s≤Lk

eL(−rs)
∑
`≤L

β` eL(r`)χ(k`+ a).

In view of [42, Bound (8.6)], for each k ≤ K and every integer r such that |r| ≤ 1
2L we

can write ∑
Mk<s≤Lk

eL(−rs) =
∑
s≤Lk

eL(−rs)−
∑
s≤Mk

eL(−rs) = ηk,r
L

|r|+ 1
,

for some complex number ηk,r � 1.

Letting α̃k,r = αk ηk,r and β̃`,r = β` eL(r`) we may write

∑
K0<k≤K

∑
Mk<`≤Lk

αk β` χ(k`+ a) =
∑

− 1
2
L<r≤ 1

2
L

1

|r|+ 1

∑
k≤K

∑
`≤L

α̃k,rβ̃`,r χ(k`+ a).

Applying Lemma 3.21 with the sequences (α̃k,r)
K
k=1 and (β̃`,r)

L
`=1, and noting that

∑
− 1

2
L<r≤ 1

2
L

1

|r|+ 1
� logL,

we derive the stated bound.

3.8 Proof of Theorem 3.1

Considering the sum

Sa(q;N) =
∑
n≤N

Λ(n)χ(n+ a),

we apply Lemma 3.2 with

f(n) =

χ(n+ a) if (n, q) = 1,

0 otherwise.
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3.8.1 The sum Σ1

For Σ1 in Lemma 3.2 we apply the trivial estimate obtained from the Prime Number

Theorem

Σ1 =

∣∣∣∣∣∣
∑
n≤U

Λ(n)f(n)

∣∣∣∣∣∣� U.

3.8.2 The sum Σ2

We have

Σ2 = (logUV )
∑
v≤UV
(v,q)=1

∣∣∣∣∣∣∣∣
∑
s≤N/v
(s,q)=1

χ(sv + a)

∣∣∣∣∣∣∣∣ = (logUV )
∑
v≤UV
(v,q)=1

∣∣∣∣∣∣∣∣
∑
s≤N/v
(s,q)=1

χ(s+ av−1)

∣∣∣∣∣∣∣∣ .
Since N ≤ q, an application of Lemma 3.4 gives

∑
v≤Nq−43/72

(v,q)=1

∣∣∣∣∣∣∣∣
∑
s≤N/v
(s,q)=1

χ(s+ av−1)

∣∣∣∣∣∣∣∣ ≤
∑

v≤Nq−43/72

(v,q)=1

q1/2+o(1)

≤ Nq−7/72+o(1).

By Lemma 3.8

∑
Nq−43/72<v≤Nq−11/24

(v,q)=1

∣∣∣∣∣∣∣∣
∑
s≤N/v
(s,q)=1

χ(s+ av−1)

∣∣∣∣∣∣∣∣ ≤ q
3/16+o(1)N1/2

 ∑
Nq−43/72<v≤Nq−11/24

v−1/2


≤ Nq−1/24+o(1),

and by Lemma 3.18

∑
Nq−11/24<v≤UV

(v,q)=1

∣∣∣∣∣∣∣∣
∑
s≤N/v
(s,q)=1

χ(s+ av−1)

∣∣∣∣∣∣∣∣ ≤ q
1/9+o(1)N2/3

 ∑
Nq−11/24<v≤UV

v−2/3


≤ q1/9+o(1)N2/3(UV )1/3.

Combining the above bounds gives

Σ2 ≤
(
Nq−1/24+o(1) + q1/9N2/3(UV )1/3

)
qo(1).
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3.8.3 The sum Σ3

Arguing as above, we get

Σ3 = (logN)
∑
v≤V

(v,q)=1

max
w≥1

∣∣∣∣∣∣∣∣
∑

w≤s≤N/v
(s,q)=1

χ(s+ av−1)

∣∣∣∣∣∣∣∣ ≤
(
Nq−1/24+o(1) + q1/9N2/3V 1/3

)
qo(1).

3.8.4 The sum Σ4

For the sum Σ4, we have

Σ4 =
∑

U<k≤N
V

gcd(k, q)=1

Λ(k)
∑

V <`≤N/k

A(`)χ(k`+ a),

where

A(`) =
∑

d|`, d≤V

µ(d), gcd(`, q) = 1,

and

A(`) = 0, gcd(`, q) > 1.

We note that

Λ(k) ≤ log k ≤ ko(1) and |A(`)| ≤ τ(`) ≤ `o(1).

Separating the sum Σ4 into O(logN) sums of the form

W (K) =
∑

K<k≤2K
gcd(k, q)=1

Λ(k)
∑

V <`≤N/k

A(`)χ(k`+ a),

where U ≤ K ≤ N/V .

By Lemma 3.22 we have

W (K) ≤
(
K1/2N1/2 + (1 +K1/2q−1/2)q1/4K−1/2N

)
qo(1)

≤ K1/2N1/2 + q1/4K−1/2N +Nq−1/4+o(1),
(3.38)

so that summing over the O(logN) values of U ≤ K ≤ NV −1 gives

Σ4 ≤
(
NV −1/2 + q1/4NU−1/2 +Nq−1/4

)
(Nq)o(1).
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3.8.5 Optimization of Parameters

Combining the estimates for Σ1,Σ2,Σ3 and Σ4 gives

Sa(q;N) ≤
(
Nq−1/24+o(1) + U +NV −1/2 + q1/4NU−1/2 + q1/9N2/3(UV )1/3

)
(Nq)o(1).

We choose U = q1/2V to balance the terms NV −1/2 and q1/4NU−1/2 which gives

Sa(q;N) ≤
(
Nq−1/24+o(1) + U +NV −1/2 + q5/18N2/3V 2/3

)
(Nq)o(1).

Choosing V = N2/7q−5/21 to balance the terms NV −1/2 and q5/18N2/3V 2/3 we get

Sa(q;N) ≤
(
Nq−1/24+o(1) + q11/42N2/7 + q5/42N6/7

)
(Nq)o(1).

We have U ≥ V ≥ 1 when N ≥ q5/6 which is when the term q5/42N6/7 becomes nontrivial.

Also we need

UV = q1/42N4/7 ≤ N

which is satisfied for N ≥ q1/18 which we may suppose since otherwise the bound is trivial.

Finally we note that we may remove the middle term, since it is dominated by the last

term for N ≥ q1/4.
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Mixed Character Sums

4.1 Introduction

4.1.1 Background

Let q be an integer, χ a primitive multiplicative character mod q and F a polynomial of

degree d with real coefficients. We consider a variety of character sums mixed with terms

of the form e2πiF (n). The simplest example of such sums is given by∑
M<n≤N+M

χ(n)e2πiF (n). (4.1)

For prime q, these sums were first studied by Enflo [22] who outlines an argument based

on Weyl differencing which gives the bound

|S(χ, F )| ≤ N1−1/2drq(r+1)/2d+2r2+o(1),

for integer r ≥ 1 and is nontrivial provided H > q1/4+δ. This bound was improved by

Chang [15] who showed that

|S(χ, F )| � Nq−ε, (4.2)

provided N ≥ q1/4+δ and

ε =
δ2

4(1 + 2δ)(2 + (d+ 1)2)
.

In the same paper Chang considers a generalisation of the sums (4.1) to arbitrary

finite fields. More specifically, let q be prime, n an integer, χ and ψ multiplicative and

additive characters of Fqn respectivley and F a polynomial of degree d with coefficients in
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Fqn . Let ω1, . . . , ωn be a basis for Fqn over Fq and let B denote the box

B = {ω1h1 + · · ·+ ωnhn : 1 ≤ hi ≤ H}.

Chang showed that ∑
h∈B

χ(h)ψ(F (h))� Hnq−ε, (4.3)

when H ≥ q1/4+δ and ε is given by

ε =
δ2n

4(1 + 2δ)(2n+ (d+ 1)2)
.

Recently, Heath-Brown and Pierce [38] have improved on the bound of Chang (4.2)

for prime fields showing that, subject to some conditions on r related to Vinogradov’s

mean value theorem, we have∣∣∣∣∣∣
∑

M<n≤M+N

χ(n)e2πiF (n)

∣∣∣∣∣∣ ≤ N1−1/rq(r+1−d(d+1)/2)/4r(r−d(d+1)/2). (4.4)

The above bound can be compared directly with the result of Chang by noting that for

small δ and N ≥ q1/4+δ, we have

N1−1/rq(r+1−d(d+1)/2)/4r(r−d(d+1)/2) ≤ Nq−ε,

where ε behaves like (see [38, Section 4.2])

ε ∼

(
2δ

1 +
√

1 + 2d(d+ 1)δ

)2

as δ → 0.

Pierce [53] also considers a multidimensional version of the sums (4.1). Let q1, . . . , qn

be primes, χi a multiplicative character mod qi and F a polynomial of degree d in n

variables. Pierce has given a number of different bounds for sums of the form∑
Ni<hi≤Ni+Hi

χ1(h1) . . . χn(hn)e2πiF (h1,...,hn). (4.5)

In the same paper, Pierce mentions the following problem. Let L1, . . . , Ln be n linear

forms in n variables which are linearly independent mod q and let F be a polynomial of

degree d in n variables. Then the problem is to give an upper bound for the sums

∑
1≤hi≤H

χ(
n∏
j=1

Lj(h1, . . . , hn))e2πiF (h1,...,hn). (4.6)
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The sums (4.6) without the factor e2πiF (h1,...,hn) were first considered by Burgess [11] whose

bound was later improved by Bourgain and Chang [6].

4.1.2 New Results

We first consider the problem of extending the bound of Heath-Brown and Pierce (4.4) to

squarefree modulus. The main obstacle in doing this is bounding the double mean value

∫ 1

0
. . .

∫ 1

0

q∑
λ=1

∣∣∣∣∣∣
∑

1≤v≤V
βvχ(λ+ v)e2πi(α1v+···+αdvd)

∣∣∣∣∣∣
2r

dα1 . . . dαd.

For the case of prime modulus, Heath-Brown and Pierce [38] combine the Weil bounds for

complete sums with Vinogradov’s mean value theorem. For the case of squarefree modulus,

we can use the Chinese remainder theorem, as done by Burgess [9] for pure sums, so that

we may apply the Weil bounds, although there are extra complications in incorporating

bounds for Vinogradov’s mean value theorem. Doing this we end up with a bound weaker

than for prime modulus, although in certain cases we can get something just as sharp, in

particular when q does not have many prime factors.

We give an improvement on the bound (4.2) of Chang for boxes over finite fields. We

deal with the factor ψ(F (h)) in a similar fashion to the case of squarefree modulus. Our

argument also relies on Konyagin’s bound on the multiplicitive energy of boxes in finite

fields [44], Vinogradov’s mean value theorem and the Weil bounds for complete sums.

We show in certain cases we may improve on the results of Pierce for the sums (4.5).

The argument of Pierce relies on a multidimensional version of Vinogradov’s mean value

theorem due to Parsell, Prendiville and Wooley [52]. Our improvement comes from av-

eraging the sums (4.5) in a suitable way so we end up applying the classical Vinogradov

mean value theorem rather than the multidimensional version. Although in order to do

this, we need the range of summation in each variable not to get too short and each of the

qi in (4.5) not to be too small, so our result is less general.

Finally, we consider the problem mentioned by Pierce in [53], of bounding the sums (4.6).

We obtain a result almost as strong as Bourgain and Chang [6] for the case of pure sums.

An essential part of our proof is the bound of Bourgain and Chang on multiplicative energy

of systems of linear forms.

63



Chapter 4. Mixed Character Sums

4.1.3 New Arguments

Our arguments use a different approach to that of Heath-Brown and Pierce [38]. The tech-

nique we use to deal with the factor e2πiF (n) can be thought of as incorporating principles

of the large sieve. We also mention a paper of Chamizo [14] who considers incomplete

Gauss sums and provides inspiration for some of our ideas.

We briefly indicate our technique for dealing with mixed sums in a general setting.

Let F (x, y) be a polynomial of degree d with real coefficients, Φ(k, v) a sequence of complex

numbers and consider the bilinear form

W =
∑

1≤k≤K

∑
1≤v≤V

γkβvΦ(k, v)e2πiF (k,v).

Our first step is an application of the triangle inequality

|W | ≤
∑

1≤k≤K
|γk|

∣∣∣∣∣∣
∑

1≤v≤V
βvΦ(k, v)e2πiF (k,v)

∣∣∣∣∣∣ .
For i = 1, . . . , d, we let

δi =
1

4V i
,

and define the functions φi(v) by

1 = φi(v)

∫ δi

−δi
e2πixv

i
dx,

so that for 1 < v ≤ V we have

φi(v) =
πivi

sin(2πδivi)
� 1

δi
� V i.

Considering W , we have

W ≤
∑

1≤k≤K
|γk| max

α1,...,αd∈R

∣∣∣∣∣∣
∑

1≤v≤V

∫ δ1

−δ1
. . .

∫ δd

−δd

d∏
i=1

φi(v)βvΦ(k, v)e2πi((α1+x1)v+···+(αd+xd)v
d)dx

∣∣∣∣∣∣
≤

∑
1≤k≤K

|γk| max
α1,...,αd∈R

∫ δ1

−δ1
. . .

∫ δd

−δd

∣∣∣∣∣∣
∑

1≤v≤V
β′vΦ(k, v)e2πi((α1+x1)v+···+(αd+xd)v

d)

∣∣∣∣∣∣ dx,
where

β′v = βv

d∏
i=1

φi(v).
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Applying Hölder’s inequality gives

W 2r ≤ V −(2r−1)d(d+1)/2

 ∑
1≤k≤K

|γk|2r/(2r−1)
2r−1

×

 ∑
1≤k≤K

max
α1,...,αd∈R

∫ δ1

−δ1
. . .

∫ δd

−δd

∣∣∣∣∣∣
∑

1≤v≤V
β′vΦ(k, v)e2πi((α1+x1)v+···+(αd+xd)v

d)

∣∣∣∣∣∣
2r

dx

 .

By extending the range of integration we may remove the condition maxα1,...,αd∈R, since

∑
1≤k≤K

max
α1,...,αd∈R

∫ δ1

−δ1
. . .

∫ δd

−δd

∣∣∣∣∣∣
∑

1≤v≤V
β′vΦ(k, v)e2πi((α1+x1)v+···+(αd+xd)v

d)

∣∣∣∣∣∣
2r

dx

�
∑

1≤k≤K

∫
[0,1]d

∣∣∣∣∣∣
∑

1≤v≤V
β′vΦ(k, v)e2πi(x1v+···+xdv

d)

∣∣∣∣∣∣
2r

dx.

Mean values of the form

∫
[0,1]d

∣∣∣∣∣∣
∑

1≤v≤V
β′vΦ(k, v)e2πi(x1v+···+xdv

d)

∣∣∣∣∣∣
2r

dx, (4.7)

have been considered in a number of previous works, see for example [5, 7, 8, 39, 69], and

are closely related to Vinogradov’s Mean Value Theorem, which we describe below.

Concerning the sums (4.7), we note that one may use results of Bourgain, Demeter

and Guth [8, Theorem 4.1] based on restriction theory to show that (4.7) is bounded by

V o(1)
(

1 + V r−d(d+1)/2
) ∑

1≤v≤V

∣∣β′vΦ(k, v)
∣∣2r

. (4.8)

One may then incorporate summation over k in (4.8) and use properties specific to Φ to

obtain a final bound. The author does not use results from restriction theory to bound

the mean values (4.7). It may be possible to improve on the results obtained in this thesis

by incorporating the bound (4.8) in the methods used.

Although our approach is different to that of Heath-Brown and Pierce, we also rely

on bounds for Vinogradov’s mean value theorem. For integers r, d, V, we let Jr,d(V ) denote

the number of solutions to the system of equations

vi1 + · · ·+ vir = vir+1 + · · ·+ vi2r, 1 ≤ i ≤ d, 1 ≤ vj ≤ V.
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Bounds for Jr,d(V ) are generally referred to as Vinogradov’s Mean Value Theorem. Con-

cerning bounds for Jr,d(V ), significant progress has been made by Wooley [67, 68] and very

recently Bourgain, Demeter and Guth [8] have proved the main conjecture for Jr,d(V ) when

d > 3. In particular, combining the main results of Bourgain, Demeter and Guth [8] with

those of Wooley [68] for the case d = 3, we have for any integers r, d and V

Jr,d(V ) ≤ (V r + V 2r−d(d+1)/2)V o(1).

In particular if r ≥ d(d+ 1)/2 then we have the following estimate

Jr,d(V ) ≤ V 2r−d(d+1)/2+o(1),

which will be used in what follows without further reference.

4.2 Main Results

For ease of notation we let D = d(d+ 1)/2. Our first two Theorems concern mixed sums

to squarefree modulus.

Theorem 4.1. Let q be squarefree and χ a primitive character mod q. Let M,N, r be

integers with r ≥ D + 1 and N ≤ q1/2+1/4(r−D/2). For any polynomial F (x) of degree d

with real coefficients we have∣∣∣∣∣∣
∑

M<n≤M+N

χ(n)e2πiF (n)

∣∣∣∣∣∣ ≤ N1−1/rq1/4r+D/8r(r−D/2)+1/4r(r−D/2)+o(1).

Theorem 4.1 is slightly worse than the bound of Heath-Brown and Pierce (4.4) for

prime modulus, although in certain cases we can get something almost as sharp.

Theorem 4.2. Let s be an integer, q squarefree with at most s prime factors and χ

a primitive character mod q. Let M,N, r be integers with r ≥ D + s + 1 and N ≤
q1/2+1/4(r−D). For any polynomial F (x) of degree d with real coefficients we have∣∣∣∣∣∣

∑
M<n≤M+N

χ(n)e2πiF (n)

∣∣∣∣∣∣ ≤ N1−1/rq(r+1−D)/4r(r−D)+o(1).

Our next Theorem improves the bound of Chang for mixed sums in finite fields [15].

Before we state our result we introduce some notation. Let ω1, . . . , ωn be a basis for Fqn
over Fq and let F be a polynomial of degree d in n variables with real coefficients. For

x ∈ Fqn we define F (x) by

F (x) = F (h1, . . . , hn),
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where

x = h1ω1 + · · ·+ hnωn.

Theorem 4.3. Let q be prime, n and r integers and χ a multiplicative character of Fqn.

Let ω1, . . . , ωn be a basis for Fqn as a vector space over Fq. For integer H let B denote the

box

B = {h1ω1 + · · ·+ hnωn : 0 < hi ≤ H}.

Let F be a polynomial of degree d in n variables with real coefficients. Then if r ≥ D + 1

and H ≤ q1/2 we have∣∣∣∣∣∑
x∈B

χ(x)e2πiF (x)

∣∣∣∣∣ ≤ |B|1−1/rqn(r−D+1)/4r(r−D)+o(1).

We note that the sums in Theorem 4.3 are slightly more general than those considered

by Chang [15], since any additive character ψ of Fqn is of the form

ψ(x) = e2πiTr(ax)/q,

for some a ∈ Fqn , where Tr(z) is the trace of z ∈ Fqn in Fq.

Our next Theorem improves on some results of Pierce [53] in certain circumstances.

Theorem 4.4. Let q1, . . . , qn be primes which may not be distinct and for each i let χi be

a multiplicative character mod qi. Let F be a polynomial of degree d in n variables with

real coefficients and let B denote the box

B = {(h1, . . . , hn) : Mi < hi ≤Mi +Hi}.

For integer r ≥ D + 1, if for each i we have qi > q1/2(r−D) and q1/2(r−D) ≤ Hi ≤
q
1/2+1/4(r−D)
i then∣∣∣∣∣∑

x∈B
χ1(x1) . . . χn(xn)e2πiF (x)

∣∣∣∣∣ ≤ |B|1−1/rq(r−D+n)/4r(r−D)+o(1),

where q = q1 . . . qn.

Our final Theorem extends a bound of Bourgain and Chang [6] to the setting of mixed

character sums.

Theorem 4.5. Let q be prime, r an integer and χ a multiplicative character mod q.

Let L1, . . . , Ln be linear forms with integer coefficients in n variables which are linearly

independent mod q. Let B denote the box

B = {(h1, . . . , hn) : 1 < hi ≤ H},
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and let F be a polynomial of degree d in n variables with real coefficients. Then if r ≥ D+1

and H ≤ q1/2 we have∣∣∣∣∣∑
x∈B

χ

(
n∏
i=1

Li(x)

)
e2πiF (x)

∣∣∣∣∣ ≤ |B|1−1/rqn(r−D+1)/4r(r−D)+o(1).

4.3 Reduction to Multilinear Forms

The following can be thought of a multidimensional version of a technique from the proof

of [28, Theorem 1].

Lemma 4.6. Let n = (n1, . . . , nr) and G(n) be any complex valued function on the inte-

gers. Let B and B0 denote the boxes

B = {(n1, . . . , nr) ∈ Zr : 1 ≤ ni ≤ Ni, 1 ≤ i ≤ r},

B0 = {(n1, . . . , nr) ∈ Zr : −Ni ≤ ni ≤ Ni, 1 ≤ i ≤ r}.

Let U1, . . . , Ur and V be positive integers such that UiV ≤ Ni and let U ⊂ Zr be any set

such that if (u1, . . . , ur) ∈ U then 1 ≤ ui ≤ Ui. For some α ∈ R we have∣∣∣∣∣∑
n∈B

G(n)

∣∣∣∣∣� logN1 . . . logNr

V |U|
∑
n∈B0

∑
u∈U

∣∣∣∣∣∣
∑

1≤v≤V
G(n + vu)e2πiαv

∣∣∣∣∣∣ .
Proof. In what follows we let 〈., .〉 denote the standard inner product on Rr. For u ∈ U
and 1 ≤ v ≤ V we have∑

n∈B
G(n) =

∑
n∈B0

G(n + vu)
∑
n∈B

∫
[0,1]r

e (〈b,n + vu−m〉) db.

Averaging over 1 ≤ v ≤ V and u ∈ U gives

∑
n∈B

G(n) =
1

V |U|
∑
n∈B0

∑
u∈U

∫
[0,1]r

e(〈b,n〉)
∑

1≤v≤V
G(n + vu)e(v〈b,u〉)

∑
m∈B

e(−〈b,m〉)db.

This implies that∣∣∣∣∣∑
n∈B

G(n)

∣∣∣∣∣ ≤ 1

V |U|

∫
[0,1]r

∑
n∈B0

∑
u∈U

∣∣∣∣∣∣
∑

1≤v≤V
G(n + vu)e(v〈b,u〉)

∣∣∣∣∣∣
∣∣∣∣∣∑
m∈B

e(−〈b,m〉)

∣∣∣∣∣ db,
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which is bounded by∣∣∣∣∣∑
n∈B

G(n)

∣∣∣∣∣ ≤ 1

V |U|
max
α∈R

∑
n∈B0

∑
u∈U

∣∣∣∣∣∣
∑

1≤v≤V
G(n + vu)e(vα)

∣∣∣∣∣∣
∫
[0,1]r

r∏
j=1

(
min(Nj , ||bj ||−1)

)
db

≤ logN1 . . . logNr

V |U|
max
α∈R

∑
n∈B0

∑
u∈U

∣∣∣∣∣∣
∑

1≤v≤V
G(n + vu)e(vα)

∣∣∣∣∣∣ .

4.4 Mean Value Estimates

We keep notation as in the introduction and recall that Jr,d(V ) denotes the number of

solutions to the system of equations

vi1 + · · ·+ vir = vir+1 + · · ·+ vi2r, 1 ≤ i ≤ d, 1 ≤ vj ≤ V.

The following is due to Burgess and is a special case of [9, Lemma 7]. Since the

statement of Burgress is weaker than what the argument implies we reproduce the proof.

Lemma 4.7. Let q be squarefree, χ a primitive character mod q, v = (v1, . . . , v2r) be a

2r-tuple of integers. For each integer 1 ≤ i ≤ 2r define Ai(v) by

Ai(v) =
2r∏
j=1
j 6=i

(vi − vj).

For any 1 ≤ i ≤ 2r such that Ai(v) 6= 0 we have∣∣∣∣∣
q∑

λ=1

χ

(
(λ+ v1) . . . (λ+ vr)

(λ+ vr+1) . . . (λ+ v2r)

)∣∣∣∣∣ ≤ (q, Ai(v))1/2q1/2+o(1). (4.9)

Proof. Let

q = p1 . . . pk,

be the prime factorization of q. By the Chinese remainder theorem there exists primitive

characters

χj mod pj , 1 ≤ j ≤ k,

such that

χ = χ1 . . . χk.
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A second application of the Chinese remainder theorem gives

q∑
λ=1

χ

(
(λ+ v1) . . . (λ+ vr)

(λ+ vr+1) . . . (λ+ v2r)

)
=

k∏
j=1

( pj∑
λ=1

χj

(
(λ+ v1) . . . (λ+ vr)

(λ+ vr+1) . . . (λ+ v2r)

))
.

From [9, Lemma 1] we have

pj∑
λ=1

χj

(
(λ+ v1) . . . (λ+ vr)

(λ+ vr+1) . . . (λ+ v2r)

)
� (pj , Ai(v))1/2p

1/2
j , (4.10)

which by the above implies that∣∣∣∣∣
q∑

λ=1

χ

(
(λ+ v1) . . . (λ+ vr)

(λ+ vr+1) . . . (λ+ v2r)

)∣∣∣∣∣ ≤ (q, Ai(v))1/2q1/2+o(1).

The following will be used in the proof of Theorem 4.1.

Lemma 4.8. Let q be squarefree, χ a primitive character mod q, βv be a sequence of

complex numbers with |βv| ≤ 1 and let

W =

∫ 1

0
. . .

∫ 1

0

q∑
λ=1

∣∣∣∣∣∣
∑

1≤v≤V
βvχ(λ+ v)e2πi(α1v+···+αkvk)

∣∣∣∣∣∣
2r

dα1 . . . dαk. (4.11)

Then we have

W ≤
(
qV r + q1/2Jr,k(V )1/2V r

)
qo(1).

Proof. Let Jr,k(V ) denote the set of all (v1, . . . , v2r) such that

vj1 + · · ·+ vjr = vjr+1 + · · ·+ vj2r, 1 ≤ j ≤ k, 1 ≤ vi ≤ V.

Expanding the 2r-th power in the definition of W and interchanging summation and

integration gives

W ≤
∑

(v1,...,v2r)∈Jr,k(V )

∣∣∣∣∣
q∑

λ=1

χ

(
(λ+ v1) . . . (λ+ vr)

(λ+ vr+1 . . . (λ+ v2r)

)∣∣∣∣∣ .
We break Jr,k(V ) into sets J ′r,k(V ) and J ′′r,k(V ), where

J ′r,k(V ) = {(v1, . . . , v2r) ∈ Jr,k(V ) : at least r + 1 of v1, . . . , v2r are distinct},

J ′′r,k(V ) = {(v1, . . . , v2r) ∈ Jr,k(V ) : (v1, . . . , v2r) 6∈ J ′r,k(V )},
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so that |J ′′r,k(V )| � V r. Considering J ′r,k(V ), since at least r + 1 of the vj are distinct

there exists an i such that Ai(v) 6= 0. An application of Lemma 4.7 gives

W � qV r + q1/2+o(1)


2r∑
i=1

∑
(v1,...,v2r)∈J ′r,k(V )

Ai(v)6=0

(Ai(v), q)1/2

 .

For 1 ≤ i ≤ 2r let

Wi =
∑

(v1,...,v2r)∈J ′r,k(V )

Ai(v)6=0

(Ai(v), q)1/2,

so that an application of the the Cauchy-Schwarz inequality gives

Wi ≤

 ∑
(v1,...,v2r)∈J ′r,k(V )

1

1/2
 ∑

(v1,...,v2r)
Ai(v)6=0

(Ai(v), q)


1/2

≤ |Jr,k(V )|1/2

 ∑
v1,...,v2r
Ai(v)6=0

(Ai(v), q)


1/2

.

For the last sum, we have ∑
(v1,...,v2r)
Ai(v)6=0

(Ai(v), q)�
∑
d|q

d
∑
A 6=0
d|A

∑
v1,...,v2r
Ai(v)=A

1.

We next fix a value of A and consider (v1, . . . , v2r) such that

Ai(v) = A.

Since

Ai(v) =

2r∏
j=1
j 6=i

(vi − vj),

we see that there are qo(1) choices for the numbers (vi− v1), . . . , (vi− v2r) and choosing vi

determines v1, . . . , v2r, uniquely. Since there are V choices for vi and each Ai(v)� V 2r−1
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we get ∑
(v1,...,v2r)
Ai(v)6=0

(Ai(v), q)� qo(1)
∑
d|q

d
∑

1≤A�V 2r−1

d|A

V

� qo(1)V 2r
∑
d|q

1 = qo(1)V 2r.

This gives

W ≤
(
qV r + q1/2|Jr,k(V )|1/2V r

)
qo(1) =

(
qV r + q1/2Jr,k(V )1/2V r

)
qo(1).

The following will be used in the proof of Theorem 4.2 and improves on Lemma 4.8

provided the number of prime factors of q is bounded.

Lemma 4.9. Let s be an integer and q a squarefree number such that the number of

prime factors of q is less than s. Let χ be a primitive character mod q, βv any sequence

of complex numbers with |βv| ≤ 1 and for r ≥ s+ 1 let

W =

∫ 1

0
. . .

∫ 1

0

q∑
λ=1

∣∣∣∣∣∣
∑

1≤v≤V
βvχ(λ+ v)e2πi(α1v+···+αkvd)

∣∣∣∣∣∣
2r

dα1 . . . dαd. (4.12)

Then we have

W ≤
(
qV r + q1/2Jr−s−1,d(V )V 2s+2

)
qo(1).

Proof. We keep the same notation from the proof of Lemma 4.8 so that

W � qV r + q1/2+o(1)

(
2r∑
i=1

Wi

)
,

with

Wi =
∑

(v1,...,v2r)∈J ′r,k(V )

A1(v)6=0

(Ai(v), q)1/2. (4.13)

We consider only W1, the same argument applies to the remaining Wi.

Let q = q1 . . . qs be the prime factorization of q. For each subset S ⊆ {1, . . . , s} we

consider a partition of S into 2r − 1 sets

S =
2r⋃
j=2

Uj , where Ui ∩ Uj = ∅ if i 6= j, (4.14)

72



Chapter 4. Mixed Character Sums

and some Uj may be empty. We have

W1 ≤
∑

S⊆{1,...,s}

∑
U2,...,U2r

∑
(v1,...,v2r)∈J ′r,k(V )

A1(v)6=0
(q,v1−vj)=

∏
`∈Uj

q`

(A1(v), q)1/2, (4.15)

where summation over U2, . . . , U2r satisfies (4.14). Hence it is sufficient to show that for

fixed S and fixed U2, . . . , U2r satisfying (4.14) we have∑
(v1,...,v2r)∈J ′r,k(V )

A1(v) 6=0
(q,v1−vj)=

∏
`∈Uj

q`

(A1(v), q)1/2 ≤ Jr−s−1,k(V )V 2s+2qo(1).

Considering values of j such that Uj 6= ∅, each value of v1 determines vj with �
V/
∏
i∈Uj qi possibilities. Since there are are most s values of j such that Uj 6= ∅, we may

choose two sets V1,V2 such that

V1 ⊆ {1, . . . , r}, |V1| = r − s− 1,

V2 ⊆ {r + 1, . . . , 2r}, |V2| = r − s− 1,

and

Uj = ∅, whenever j ∈ V1 ∪ V2.

For such a selection there exists integers α1, . . . , αk such that∑
(v1,...,vr)∈J ′r,k(V )

A1(v)6=0
(q,v1−vj)=

∏
i∈Uj

qi

(A1(v), q)1/2 ≤


∑

1≤vi≤V
i 6∈V1∪V2
A1(v)6=0

(q,v1−vj)=
∏
i∈Uj

qi

 2r∏
j=2

j 6∈V1∪V2

(v1 − vj), q


1/2


J(V1,V2, α1, . . . , αk),

where J(V1,V2, α1, . . . , αk) denotes the number of solutions to the system of equations∑
j∈V1

vij −
∑
j∈V2

vij = αi, 1 ≤ i ≤ d, 1 ≤ vj ≤ V.
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This implies that ∑
(v1,...,vr)∈J ′r,k(V )

A1(v)6=0
(q,v1−vj)=

∏
i∈Uj

qi

(A1(v), q)1/2 � V 2s+2J(V1,V2, α1, . . . , αk),

Since J(V1,V2, α1, . . . , αk) ≤ Jr−s−1,d(V ), we see that∑
(v1,...,v2r)∈J ′r,k(V )

A1(v) 6=0
(q,v1−vj)=

∏
i∈Uj

qi

(A1(v), q)1/2 ≤ V 2s+2Jr−s−1,d(V ).

This gives

W1 ≤ V 2s+2Jr−s−1,d(V )qo(1),

which combined with the above completes the proof.

Lemma 4.10. Let q1, . . . , qn be primes, χi a multiplicative character mod qi, βv a se-

quence of complex numbers with |βv| ≤ 1 and let

W =

∫ 1

0
. . .

∫ 1

0

qi∑
λi=1
1≤i≤n

∣∣∣∣∣∣
∑

1≤v≤V
βv

n∏
i=1

χi(λi + v)e2πi(α1v+···+αkvk)

∣∣∣∣∣∣
2r

dα1 . . . dαk. (4.16)

If for each i we have V ≤ qi, then

W ≤
(
qV r + q1/2Jr,k(V )

)
qo(1),

where q = q1 . . . qn and the o(1) term depends on n.

Proof. With notation as in the proof of Lemma 4.8, following the same argument gives

W � qV r +

 ∑
(v1,...,v2r)∈J ′r,k(V )

n∏
i=1

∣∣∣∣∣
qi∑
λ=1

χi

(
(λ+ v1) . . . (λ+ vr)

(λ+ vr+1) . . . (λ+ v2r)

)∣∣∣∣∣
 .

We claim that if (v1, . . . , v2r) ∈ J ′r,k(V ) then for each 1 ≤ i ≤ n the function

χi

(
(λ+ v1) . . . (λ+ vr)

(λ+ vr+1) . . . (λ+ v2r)

)
,

is not constant.

Supposing for some i this were false and letting d denote the order of χi, this implies

that the rational function
(λ+ v1) . . . (λ+ vr)

(λ+ vr+1) . . . (λ+ v2r)
,
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is a d-th power mod qi. Hence at most r + 1 of the v1, . . . , v2r are distinct mod qi.

Since V < qi this implies that at most r + 1 of the v1, . . . , v2r are distinct, contradicting

the definition of J ′r,k(V ). Hence from the Weil bound for complete character sums [59,

Theorem 2C’, pg 43] we have

qi∑
λ=1

χi

(
(λ+ v1) . . . (λ+ vr)

(λ+ vr+1) . . . (λ+ v2r)

)
� q

1/2
i ,

provided (v1, . . . , v2r) ∈ J ′r,k(V ). This implies that

W � qV r + q1/2+o(1)|J ′r,k(V )| = (qV r + q1/2Jr,d(V ))qo(1).

Lemma 4.11. Let q be prime, n an integer and χ a multiplicative character of Fqn, βv

any sequence of complex numbers satisfying |βv| ≤ 1 and let

W =

∫
[0,1]d

∑
λ∈Fqn

∣∣∣∣∣∣
∑

1≤v≤V
βvχ(λ+ v)e2πi(α1v1+···+αdvd)

∣∣∣∣∣∣
2r

dα1 . . . dαd.

For any integer r we have

W � qnV r + qn/2Jr,d(V ),

where the implied constant depends on n.

Proof. Arguing as in the proof of Lemma 4.8, let Jr,k(V ) denote the set of all (v1, . . . , v2r)

such that

vj1 + · · ·+ vjr = vjr+1 + · · ·+ vj2r, 1 ≤ j ≤ k, 1 ≤ vi ≤ V.

Expanding the 2r-th power in the definition of W and interchanging summation and

integration gives

W ≤
∑

(v1,...,v2r)∈Jr,k(V )

∣∣∣∣∣
q∑

λ=1

χ

(
(λ+ v1) . . . (λ+ vr)

(λ+ vr+1 . . . (λ+ v2r)

)∣∣∣∣∣ .
As in Lemma 4.8 we break the Jr,k(V ) into sets J ′r,k(V ) and J ′′r,k(V ), where

J ′r,k(V ) = {(v1, . . . , v2r) ∈ Jr,k(V ) : at least r + 1 of the v′is are distinct},

J ′′r,k(V ) = {(v1, . . . , v2r) ∈ Jr,k(V ) : (v1, . . . , v2r) 6∈ J ′r,k(V )}.
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This gives

W � qnV r +
∑

(v1,...,v2r)∈J ′r,k(V )

∣∣∣∣∣
q∑

λ=1

χ

(
(λ+ v1) . . . (λ+ vr)

(λ+ vr+1 . . . (λ+ v2r)

)∣∣∣∣∣ .
From [59, Theorem 2C’, pg 43], if (v1, . . . , v2r) ∈ J ′r,k(V ) then

q∑
λ=1

χ

(
(λ+ v1) . . . (λ+ vr)

(λ+ vr+1 . . . (λ+ v2r)

)
� qn/2,

so that

W � qnV r +
∑

(v1,...,v2r)∈J ′r,k(V )

qn/2.

The result follows since |J ′r,k(V )| ≤ Jr,d(V ).

4.5 Multiplicative Equations

The following follows from the proof of [26, Lemma 7].

Lemma 4.12. Let M,N,U, q be integers with

NU ≤ q,

and let U denote the set

U = { 1 ≤ u ≤ U : (u, q) = 1 }.

The number of solutions to the congruence

n1u1 ≡ n2u2 mod q, M < n1, n2 ≤M +N, u1, u2 ∈ U ,

is bounded by NUqo(1).

The following is due to Konyagin [44, Lemma 1].

Lemma 4.13. Let q be prime and let ω1, . . . , ωn ∈ Fqn be a basis for Fqn as a vector space

over Fq. Let B1 and B2 denote the boxes

B1 = {h1ω1 + · · ·+ hnωn : 1 ≤ hi ≤ H},

B2 = {h1ω1 + · · ·+ hkωn : 1 ≤ hi ≤ U},
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and suppose that H,U ≤ p1/2. Then the number of solutions to the equation

n1u1 = n2u2, n1, n2 ∈ B1, u1, u2 ∈ B2,

is bounded by O ((UH)n log q) .

The following is due to Bourgain and Chang [6].

Lemma 4.14. Let q be prime, L1(x), . . . , Ln(x) be linear forms in n variables which are

linearly independent mod q and let B1 and B2 denote the boxes

B1 = {h = (h1, . . . , hn) : 1 ≤ hi ≤ H},

B2 = {h = (h1, . . . , hn) : 1 ≤ hi ≤ U}.

If H,U ≤ p1/2 the number of solutions to the system of congruences

Li(x1)Li(x2) ≡ Li(x3)Li(x4) mod q, x1,x3 ∈ B1, x2,x4 ∈ B2, 1 ≤ i ≤ n,

is bounded by (NH)npo(1).

4.6 Proof of Theorem 4.1

We define the integers

U =

⌊
N

q1/2(r−d(d+1)/4)

⌋
, V = bq1/2(r−d(d+1)/4)c, (4.17)

and the set

U = { 1 ≤ u ≤ U : (u, q) = 1},

so that

|U| = Uqo(1). (4.18)

By Lemma 4.6 we have∣∣∣∣∣∣
∑

M<n≤M+N

χ(n)e2πiF (n)

∣∣∣∣∣∣ ≤
qo(1)

|U|V
∑

M−N<n≤M+N

∑
u∈U

∣∣∣∣∣∣
∑

1≤v≤V
χ(n+ uv)e2πiF (n+uv)e2πiαv

∣∣∣∣∣∣ ,
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for some α ∈ R. Let

W =
∑

M−N<n≤M+N

∑
u∈U

∣∣∣∣∣∣
∑

1≤v≤V
χ(n+ uv)e2πiF (n+uv)e2πiαv

∣∣∣∣∣∣ . (4.19)

Then since the polynomial F has degree d we see that

W ≤
∑

M−N<n≤M+N

∑
u∈U

max
(α1,...,αd)∈[0,1]d

∣∣∣∣∣∣
∑

1≤v≤V
χ(n+ uv)e2πi(α1v+···+αdvd)

∣∣∣∣∣∣
=

q∑
λ=1

I(λ) max
(α1,...,αd)∈[0,1]d

∣∣∣∣∣∣
∑

1≤v≤V
χ(λ+ v)e2πi(α1v+···+αdvd)

∣∣∣∣∣∣ ,
where I(λ) denotes the number of solutions to the congruence

nu∗ ≡ λ (mod q), M −N < n ≤M +N, u ∈ U .

For j = 1, . . . , d, let

δj =
1

4V j
,

and define the functions φj(v) by

1 = φj(v)

∫ δj

−δj
e2πixv

j
dx.

For 1 < v ≤ V we have

φj(v) =
πvj

sin(2πδjvj)
� 1

δj
� V j . (4.20)

Let

α = (α1, . . . αd), x = (x1, . . . , xd), v = (v, . . . , vd),

and let C(δ) denote the rectangle

[−δ1, δ1]× · · · × [−δd, δd].

We have

W ≤
q∑

λ=1

I(λ) max
α∈[0,1]d

∣∣∣∣∣∣
∑
v≤V

(
d∏
i=1

φi(v)

)∫
C(δ)

χ(λ+ v)e2πi<α+x,v>dx

∣∣∣∣∣∣ ,
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where < . , . > denotes the standard inner product on Rd. An application of the triangle

inequality gives

W ≤
q∑

λ=1

I(λ) max
α∈[0,1]d

∫
C(δ)

∣∣∣∣∣∣
∑
v≤V

(
d∏
i=1

φi(v)

)
χ(λ+ v)e2πi<α+x,v>

∣∣∣∣∣∣ dx.
Two applications of the Hölder inequality give

|W |2r �

(
d∏
i=1

δi

)2r−1( q∑
λ=1

I(λ)

)2r−2( q∑
λ=1

I(λ)2

)
×

 q∑
λ=1

max
α∈[0,1]d

∫
C(δ)

∣∣∣∣∣∣
∑
v≤V

(
d∏
i=1

φi(v)

)
χ(λ+ v)e2πi<α+x,v>

∣∣∣∣∣∣
2r

dx

 .

We have
q∑

λ=1

I(λ)� NU,

and the term
q∑

λ=1

I(λ)2,

is equal to the number of solutions to the congruence

n1u1 ≡ n2u2 mod q, M −N ≤ n1, n2 ≤M +N, u1, u2 ∈ U . (4.21)

Since 0 6∈ U , the number of solutions to (4.21) with n1n2 ≡ 0 mod q is � U2 and for the

remaining solutions we apply of Lemma 4.12. This gives

q∑
λ=1

I(λ)2 � NUqo(1) + U2 � NUqo(1).

By the above, we may bound W by

W 2r ≤

(
d∏
i=1

δi

)2r−1

(NU)2r−1qo(1)W1,

where

W1 =

q∑
λ=1

max
α∈[0,1]d

∫
C(δ)

∣∣∣∣∣∣
∑
v≤V

(
d∏
i=1

φi(v)

)
χ(λ+ v)e2πi<α+x,v>

∣∣∣∣∣∣
2r

dx.

Recalling the choice of δi we get

W 2r ≤ V −(2r−1)d(d+1)/2(NU)2r−1qo(1)W1. (4.22)
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We have

W1 =

q∑
λ=1

max
α∈[0,1]d

∫
C(δ)+α

∣∣∣∣∣∣
∑
v≤V

(
d∏
i=1

φi(v)

)
χ(λ+ v)e2πi<x,v>

∣∣∣∣∣∣
2r

dx

�
q∑

λ=1

∫
[0,1]d

∣∣∣∣∣∣
∑
v≤V

(
d∏
i=1

φi(v)

)
χ(λ+ v)e2πi<x,v>

∣∣∣∣∣∣
2r

dx.

By (4.20), for each 1 ≤ v ≤ V we have

d∏
i=1

φi(v)� V d(d+1)/2,

hence by Lemma 4.8

W1 �V rd(d+1)
(
qV r + q1/2V 2r−d(d+1)/4)

)
qo(1).

An application of (4.19) gives∣∣∣∣∣∣
∑

M<n≤M+N

χ(n)e2πiF (n)

∣∣∣∣∣∣
2r

≤
(NU)2r−1

(
qV r + q1/2V 2r−d(d+1)/4

)
V d(d+1)/2qo(1)

U2rV 2r
.

Recalling the choices of U and V we get∣∣∣∣∣∣
∑

M<n≤M+N

χ(n)e2πiF (n)

∣∣∣∣∣∣
2r

≤ N2r−2q1/2+d(d+1)/8(r−d(d+1)/4)+1/2(r−d(d+1)/4)+o(1).

4.7 Proof of Theorem 4.2

Let

U =

⌊
N

q1/2(r−d(d+1)/2)

⌋
, V = bq1/2(r−d(d+1)/2)c,

and let φi(v) be defined as in the proof of Theorem 4.1. Following the proof of Theorem 4.1

we get ∣∣∣∣∣∣
∑

M<n≤M+N

χ(n)e2πiF (n)

∣∣∣∣∣∣
2r

=
V −(2r−1)d(d+1)/2(NU)2r−1

V 2rU2r
W1q

o(1),

where

W1 =

q∑
λ=1

∫
[0,1]d

∣∣∣∣∣∣
∑
v≤V

(
d∏
i=1

φi(v)

)
χ(λ+ v)e2πi(x1v+···+xdv

d)

∣∣∣∣∣∣
2r

dx.
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By Lemma 4.9 we have

W1 � V rd(d+1)(qV r + qV 2r−d(d+1)/2)qo(1),

which implies∣∣∣∣∣∣
∑

M<n≤M+N

χ(n)e2πiF (n)

∣∣∣∣∣∣
2r

≤ V d(d+1)/2 (NU)2r−1

U2rV 2r

(
qV r + q1/2V 2r−d(d+1)/2

)
qo(1).

Recalling the choice of U, V gives∣∣∣∣∣∣
∑

M<n≤M+N

χ(n)e2πiF (n)

∣∣∣∣∣∣
2r

≤ N2r−2q(r+1−d(d+1)/2)/2(r−d(d+1)/2)+o(1).

4.8 Proof of Theorem 4.3

We define the numbers U and V by

U =

⌊
H

qn/2(r−d(d+1)/2)

⌋
, V = bqn/2(r−d(d+1)/2)c.

In order to apply Lemma 4.6, we identify subsets of[
−p− 1

2
,
p− 1

2

]n
,

with subsets of Fqn via

z = (z1, . . . , zn)←→ z1ω1 + · · ·+ znωn.

An application of Lemma 4.6 gives∣∣∣∣∣∑
x∈B

χ(x)e2πiF (x)

∣∣∣∣∣ ≤ qo(1)

V Un

∑
x∈B0

∑
u∈U

∣∣∣∣∣∣
∑

1≤v≤V
χ(x + uv)e2πiF (x+uv)+2πiαv

∣∣∣∣∣∣ ,
where

B0 = {x1ω1 + · · ·+ xnωn : −H ≤ xi ≤ H, 1 ≤ i ≤ n}.

Let

W =
∑
x∈B0

∑
u∈U

∣∣∣∣∣∣
∑

1≤v≤V
χ(x + uv)e2πiF (x+uv)+2πiαv

∣∣∣∣∣∣ . (4.23)
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Expanding F (x + uv) as a polynomial in v gives

F (x + uv) =

d∑
i=0

Fi(x,u)vi,

for some real numbers Fi(x,u). This gives

W ≤
∑
x∈B0

∑
u∈U

max
(α1,...,αd)∈Rd

∣∣∣∣∣∣
∑

1≤v≤V
χ(x + uv)e2πi(α1v+···+αdvd)

∣∣∣∣∣∣
=
∑
λ∈Fqn

I(λ) max
(α1,...,αd)∈Rd

∣∣∣∣∣∣
∑

1≤v≤V
χ(λ+ v)e2πi(α1v+···+αdvd)

∣∣∣∣∣∣ ,
where I(λ) denotes the number of solutions to the equation in Fqn

xu−1 = λ, x ∈ B0, u ∈ U .

With φi(v), δi and C(δ) as in the proof of Theorem 4.1, we let v = (v, . . . , vd). We

have

W ≤
∑
λ∈Fqn

I(λ) max
α∈Rd

∫
C(δ)

∣∣∣∣∣∣
∑

1≤v≤V

d∏
i=1

φi(v)χ(λ+ v)e2πi<α+y,v>

∣∣∣∣∣∣ dy.
Two applications of Hölder’s inequality gives

W 2r ≤ V −(2r−1)d(d+1)/2

 ∑
λ∈Fqn

I(λ)

2r−2 ∑
λ∈Fqn

I(λ)2


×

 ∑
λ∈Fqn

max
α∈Rd

∫
C(δ)

∣∣∣∣∣∣
∑

1≤v≤V

d∏
i=1

φi(v)χ(λ+ v)e2πi<α+y,v>

∣∣∣∣∣∣
2r

dy

 .

We have ∑
λ∈Fqn

I(λ)� (HU)n.

The term ∑
λ∈Fqn

I(λ)2,

is equal to the number of solutions to the equation over Fqn

x1u1 = x2u2, x1,x2 ∈ B0, u1,u2 ∈ U . (4.24)
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Consider first solutions to (4.24) with x1x2 = 0. Since 0 6∈ U we must have x1 = x2 = 0

and for these values there are U2n solutions in variables u1,u2. For the remaining solutions

we apply Lemma 4.13 to get ∑
λ∈Fq

I(λ)2 ≤ (HU)nqo(1) + U2n.

Since U < H we have

W 2r ≤ V −(2r−1)d(d+1)/2(HU)(2r−1)nqo(1)W1,

where

W1 =
∑
λ∈Fq

max
α∈Rd

∫
C(δ)

∣∣∣∣∣∣
∑

1≤v≤V

d∏
i=1

φi(v)χ(λ+ v)e2πi<α+y,v>

∣∣∣∣∣∣
2r

dy.

We have

W1 =
∑
λ∈Fq

max
α∈Rd

∫
C(δ)+α

∣∣∣∣∣∣
∑

1≤v≤V

d∏
i=1

φi(v)χ(λ+ v)e2πi<y,v>

∣∣∣∣∣∣
2r

dy

�
∑
λ∈Fq

∫
[0,1]d

∣∣∣∣∣∣
∑

1≤v≤V

d∏
i=1

φi(v)χ(λ+ v)e2πi<y,v>

∣∣∣∣∣∣
2r

dy,

hence by Lemma 4.11 we get

W1 � V rd(d+1)
(
qnV r + qn/2V 2r−d(d+1)/2

)
.

This implies that∣∣∣∣∣∑
x∈B

χ(x)e2πiF (x)

∣∣∣∣∣
2r

≤ V d(d+1)/2 (HU)(2r−1)n

V 2rU2rn

(
qnV r + qn/2V 2r−d(d+1)/2

)
qo(1),

which on recalling the choices of U, V gives∣∣∣∣∣∑
x∈B

χ(x)e2πiF (x)

∣∣∣∣∣
2r

≤ H(2r−2)nq(nr−nd(d+1)/2)/2(r−d(d+1)/2)+o(1).

4.9 Proof of Theorem 4.4

Let q = q1 . . . qn and define the integers

V = bq1/2(r−d(d+1)/2)c, Ui =

⌊
Hi

q1/2(r−d(d+1)/2)

⌋
.
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Let U denote the box

U = {(u1, . . . , un) : 1 ≤ ui ≤ Ui}.

By Lemma 4.6 we have for some α ∈ R∣∣∣∣∣∑
x∈B

χ1(x1) . . . χn(xn)e2πiF (x)

∣∣∣∣∣ ≤
qo(1)

V U1 . . . Un

∑
x∈B0

∑
u∈U

∣∣∣∣∣∣
∑

1≤v≤V
χ1(x1 + u1v) . . . χn(xn + unv)e2πi(F (x+uv)+αv)

∣∣∣∣∣∣ .
Writing

W =
∑
x∈B0

∑
u∈U

∣∣∣∣∣∣
∑

1≤v≤V
χ1(x1 + u1v) . . . χn(xn + unv)e2πi(F (x+uv)+αv)

∣∣∣∣∣∣ ,
and letting I(λ1, . . . , λn) denote the number of solutions to the system of congruences

xiu
−1
i ≡ λi mod qi, Ni −Hi < xi ≤ Ni +Hi, 1 ≤ ui ≤ Ui, 1 ≤ i ≤ n,

we see that

W ≤
qi∑

λi=1
1≤i≤n

I(λ1, . . . , λn)

∣∣∣∣∣∣
∑

1≤v≤V
χ1(λ1 + v) . . . χn(λn + v)e2πi(F (x+uv)+αv)

∣∣∣∣∣∣
≤

qi∑
λi=1
1≤i≤n

I(λ1, . . . , λn) max
α1,...,αd∈R

∣∣∣∣∣∣
∑

1≤v≤V
χ1(λ1 + v) . . . χn(λn + v)e2πi(α1v+···+αdvd)

∣∣∣∣∣∣ .

With notation as in the proof of Theorem 4.1, we have

W ≤
qi∑

λi=1
1≤i≤n

max
α∈[0,1]d

∫
C(δ)

I(λ1, . . . , λn)

×

∣∣∣∣∣∣
∑

1≤v≤V

(
d∏
i=1

φi(v)

)
χ1(λ1 + v) . . . χn(λn + v)e2πi<α+x,v>

∣∣∣∣∣∣ dx.
Two applications of Hölder’s inequality give

W 2r ≤ V −(2r−1)d(d+1)/2

 qi∑
λi=1
1≤i≤n

I(λ1, . . . , λn)


2r−2 qi∑

λi=1
1≤i≤n

I(λ1, . . . , λn)2

W1,
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where

W1 =

qi∑
λi=1
1≤i≤n

max
α∈[0,1]d

∫
C(δ)

∣∣∣∣∣∣
∑

1≤v≤V

(
d∏
i=1

φi(v)

)
χ1(λ1 + v) . . . χn(λn + v)e2πi<α+x,v>

∣∣∣∣∣∣
2r

dx.

Arguing as in the proof of Theorem 4.1 gives

W1 �
qi∑

λi=1
1≤i≤n

∫
[0,1]d

∣∣∣∣∣∣
∑

1≤v≤V

(
d∏
i=1

φi(v)

)
χ(λ+ v)e2πi(x1v+···+xdv

d)

∣∣∣∣∣∣
2r

dx,

which combined with by Lemma 4.10 gives

W1 ≤ V rd(d+1)
(
qV r + q1/2V 2r−d(d+1)/2

)
qo(1).

We have
qi∑

λi=1
1≤i≤n

I(λ1, . . . , λn)� H1 . . . HnU1 . . . Un.

The term
qi∑

λi=1
1≤i≤n

I(λ1, . . . , λn)2,

is equal to the number of solutions to the system of equations

xi,1ui,1 ≡ xi,2ui,2 mod qi,

with

Ni −Hi < xi,1, xi,2 ≤ Ni +Hi, 1 ≤ ui,1, ui,2 ≤ Ui, 1 ≤ i ≤ n.

Arguing as in the proof of Theorem 4.1, an application of Lemma 4.12 gives

qi∑
λi=1
1≤i≤n

I(λ1, . . . , λn)2 ≤ (H1U1q
o(1)
n + U2

1 )(HnUnq
o(1)
n + U2

n) ≤ H1 . . . HnU1 . . . Unq
o(1).

The above bounds combine to give∣∣∣∣∣∑
x∈B

χ1(x1) . . . χn(xn)e2πiF (x)

∣∣∣∣∣
2r

≤

V d(d+1)/2 (H1 . . . Hn)2r−1

V 2rU1 . . . Un

(
qV r + q1/2V 2r−d(d+1)/2

)
qo(1),
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which on recalling the choices of V,U1, . . . , Un, we get∣∣∣∣∣∑
x∈B

χ1(x1) . . . χn(xn)e2πiF (x)

∣∣∣∣∣
2r

≤

(H1 . . . Hn)2r−2q(r−d(d+1)/2+n)/2(r−d(d+1)/2)+o(1).

4.10 Proof of Theorem 4.5

We define the integers

U =

⌊
N

q1/2(r−d(d+1)/2)

⌋
, V = bq1/2(r−d(d+1)/2)c,

and let U and let denote the set

U = {u = (u1, . . . , un) : 1 ≤ ui ≤ U}.

Since z By Lemma 4.6 we have∣∣∣∣∣∑
x∈B

χ

(
n∏
i=1

Li(x)

)
e2πiF (x)

∣∣∣∣∣ ≤
qo(1)

V Un

∑
x∈B0

∑
u∈U

∣∣∣∣∣∣
∑

1≤v≤V
χ

(
n∏
i=1

Li(x + uv)

)
e2πi(F (x)+αv)

∣∣∣∣∣∣ .
Since each Li is linear this gives∣∣∣∣∣∑

x∈B
χ

(
n∏
i=1

Li(x)

)
e2πiF (x)

∣∣∣∣∣ ≤ qo(1)

V Un
W,

where

W =
∑
x∈B0

∑
u∈U

∣∣∣∣∣∣
∑

1≤v≤V
χ

(
n∏
i=1

(Li(x)Li(u)−1 + v)

)
e2πi(F (x)+αv)

∣∣∣∣∣∣ .
Let I(λ1, . . . , λn) denote the number of solutions to the system of equations

Li(x)L−1i (u) ≡ λi mod q, x ∈ B0, u ∈ U , 1 ≤ i ≤ n.
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Applying techniques from the preceding arguments gives

W 2r ≤ V −(2r−1)d(d+1)/2

 q∑
λi=1

I(λ1, . . . , λn)

2r−2 q∑
λi=1

I(λ1, . . . , λn)2


 q∑
λi=1

∫
[0,1]d

∣∣∣∣∣∣
∑

1≤v≤V

(
d∏
i=1

φi(v)

)
χ ((λ1 + v) . . . (λn + v)) e2πi(x1v+···+xdv

d)

∣∣∣∣∣∣
2r

dx

 .

We have
q∑

λ=1

I(λ)� (HU)n.

By Lemma 4.14
q∑

λ=1

I(λ)2 ≤ (HU)nqo(1) + U2n ≤ (HU)nqo(1),

and by Lemma 4.10

q∑
λ=1

∫
[0,1]d

∣∣∣∣∣∣
∑

1≤v≤V

(
d∏
i=1

φi(v)

)
χ(λ+ v)e2πi(x1v+···+xdv

d)

∣∣∣∣∣∣
2r

dx

� V rd(d+1)
(
qnV r + qn/2V 2r−d(d+1)/2

)
.

The above bounds combine to give∣∣∣∣∣∑
x∈B

χ

(
n∏
i=1

Li(x)

)
e2πiF (x)

∣∣∣∣∣
2r

≤ V d(d+1)/2H
(2r−1)n

V 2rUn

(
qnV r + qn/2V 2r−d(d+1)/2

)
.

Recalling the choice of U and V gives∣∣∣∣∣∑
x∈B

χ

(
n∏
i=1

Li(x)

)
e2πiF (x)

∣∣∣∣∣
2r

≤ H(2r−2)nqn(r−D+1)/2(r−D)+o(1).

87





Chapter 5

The Fourth Moment of Character

Sums

5.1 Introduction

For q prime and a sequence of intervals I = {Ii}4i=1 we consider estimating N(I), the

number of solutions to the congruence

x1x2 ≡ x3x4 mod q with xi ∈ Ii. (5.1)

The sharpest estimate for N(I) is due to Ayyad, Cochrane and Zheng [1, Theorem 1],

who obtain the asymptotic formula

N(I) =

∏4
i=1 |Ii|
q

+O

(
log2 q

4∏
i=1

|Ii|1/2
)
, (5.2)

where |Ii| denotes the length of Ii.

Ayyad, Cochrane and Zheng also show that in certain cases one may remove a power

of log q in (5.2) at the expense of replacing the asymptotic formula with upper and lower

bounds. In particular Ayyad, Cochrane and Zheng show that [1, Equation 6] if either

|I1| = |I2| and |I3| = |I4|,

or

|I1| = |I3|, and |I2| = |I4|,
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then we have∏4
i=1 |Ii|
q

+ log q
4∏
i=1

|Ii|1/2 � N(I)�
∏4
i=1 |Ii|
q

+ log q
4∏
i=1

|Ii|1/2, (5.3)

and if
4∏
i=1

|Ii| ≤ q2 log2 q,

then we have

N(I)� log q
4∏
i=1

|Ii|1/2. (5.4)

The error in the approximation for N(I) is connected to the 4-th moment of multi-

plicative character sums when

I1 = I2 = I3 = I4,

through the identity

N(I)−
∏4
i=1 |Ii|
q − 1

=
1

q − 1

∑
χ 6=χ0

∣∣∣∣∣∣
∑
x∈I1

χ(x)

∣∣∣∣∣∣
4

. (5.5)

By considering certain averages on the left hand side of (5.5) one may remove the log

factor completely in the error term in (5.2). For example, Burgess [12] has shown that

1

q

q∑
z=1

 1

q − 1

∑
χ 6=χ0

∣∣∣∣∣
z+N∑
x=z+1

χ(x)

∣∣∣∣∣
4
� N2,

and Montgomery and Vaughan [48] have shown

1

q − 1

∑
χ 6=χ0

max
N

∣∣∣∣∣
N∑
x=1

χ(x)

∣∣∣∣∣
4

� q2. (5.6)

We refer the reader to Friedlander and Iwaniec [27], Harman [29] and Vaughan [66]

for analytic techniques for estimating the sums (5.5) which apply for general modulus q

although are restricted to intervals starting from the origin. Cochrane and Sih [18] have

extended the argument of [1] to deal with composite modulus and arbitrary intervals and

Friedlander and Iwaniec [28] obtain the upper bound (5.4) when I1 = I3, I2 = I4 and I1
starts from the origin.

In [1] the question is raised whether it is possible to remove a power of log q in (5.2).

By (5.3) such an estimate would be sharpest possible up to implied constants. Progress

in this direction has been made by Garaev and Garcia [31] who improve on (5.2) under

certain conditions on the lengths of the intervals occuring in I. The precise range of values
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of |I1|, |I2|, |I3| and |I4| for which Garaev and Garcia’s bound holds depends on values

of the products obtained by multiplying distinct pairs of each |Ii| together and does not

improve on (5.2) in general. For example, in the simplest case of |I1| = |I2| = |I3| = |I4|,
Garaev and Garcia’s bound extends (5.2) to the range |I1| ≤ q1/2ec log

1/2 q. The aim of the

current paper is to improve on (5.2) for arbitrary intervals Ii.

We also mention that Cilleruelo and Zumalacarregui [17] have given a result which

allows the saving of a logarithmic factor in congruence problems under very general con-

ditions and is also based on ideas from Cilleruelo [16] and Garaev [29].

5.2 Main results

Theorem 5.1. Let q be prime and I = {Ii}4i=1 be a sequence of intervals not containing

0 mod q. Then we have

N(I) =

∏4
i=1 |Ii|
q

+O

(
log q

4∏
i=1

|Ii|1/2
)
.

From Theorem 5.1 we immediately deduce.

Theorem 5.2. Let q be prime and N and H integers such that the interval [H,N + H]

does not contain 0 mod q. Then we have

1

q − 1

∑
χ 6=χ0

∣∣∣∣∣∣
∑

H≤n≤H+N

χ(n)

∣∣∣∣∣∣
4

� N2 log q.

We note that Theorem 5.2 implies Theorem 5.1 by the Hölder inequality, although

we are unable to prove Theorem 5.2 directly as our argument relies on certain averaging

which reduces to the case where at least two of the Ii have different length.

We also note that from Theorem 5.2 one may obtain sharp bounds for the number

of solutions to related congruences. For example, we have the following Corollary.

Corollary 5.3. Let I be as in Theorem 5.1, let k = (k1, k2, k3, k4) ∈ Z4 and a ∈ Z satisfy

(k1k2k3k4, q − 1) = 1 and (a, q) = 1,

and let N(I, k, a) denote the number of solutions to the congruence

xk11 x
k2
2 x

k3
3 x

k4
4 ≡ a mod q with xi ∈ Ii.
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Then we have

N(I, k, a) =

∏4
i=1 |Ii|
q

+O

(
log q

4∏
i=1

|Ii|1/2
)
.

5.3 Preliminary Definitions

The letter q always denotes a prime number. For

X = {Xi}4i=1 and H = {Hi}4i=1,

with each X,H ∈ Z4 we let J(X,H) denote the number of solutions to the congruence

x1x2 ≡ x3x4 mod q, Hi ≤ xi ≤ Hi +Xi, 1 ≤ i ≤ 4.

For V > 0 and X and H as above we let J1(X,H, V ) denote the number of solutions to

the congruence

x1(x2 + v) ≡ x3x4 mod q, 1 ≤ v ≤ V, Hi ≤ xi ≤ Hi +Xi, 1 ≤ i ≤ 4.

For U > 0 and X,H and V as above we let J2(X,H, V, U) denote the number of solutions

to the congruence

x1(x2 + v) ≡ x3(x4 + u) mod q,

1 ≤ v ≤ V, 1 ≤ u ≤ U, Hi ≤ xi ≤ Hi +Xi, 1 ≤ i ≤ 4.

Although J(X,H) is essentially N(I), we find it convenient to introduce this extra

notation since our argument relates N(I) to J1 and J2.

In what follows we will always assume any interval does not contain 0 mod q.

5.4 Bounds for Multiplicative Equations

In this section we state bounds for J(X,H) which are due to Ayyad, Cochrane and

Zheng [1] and will be used in the proof of Theorem 5.1.

The following is [1, Theorem 1].

Lemma 5.4. For q prime and X and H as above we have

J(X,H) =
X1X2X3X4

q
+O

(
(X1X2X3X4)

1/2 log2 q
)
.
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The following is [1, Lemma 3].

Lemma 5.5. For q prime and X and H as above we have

J(X,H)� X1X2X3X4

q
+ (q +X1X2 log q)1/2 (q +X3X4 log q)1/2 .

Moreover, the inequality holds if the products X1X2 and X3X4 are replaced by any other

pairing of the Xi.

5.5 Bounds for Averaged Multiplicative Equations

The results of this section are based on techniques from [1] and [31].

Lemma 5.6. If

X1 = X4, X2 = X3 and V < X2/2, (5.7)

we have

J1(X,H, V ) =
X1X2X3X4V

q
+O (V X2X4 log q log (X2/V )) ,

and if

X1 = X4, X2 = X3, V < X2/2 and U < X4/2, (5.8)

we have

J2(X,H, V, U) =
X1X2X3X4UV

q

+O (UV X2X4 (log (X4/U) log (X2/V ) + log q)) .

Proof. We consider only J2(X,H, V, U), a similar argument with less technical details

applies to J1(X,H, V ). Let A(x) denote the indicator function of the set

{x4 + u : H4 ≤ x4 ≤ H4 +X4, 1 ≤ u ≤ U},

counted with multiplicity and considered as a subset of Z/qZ. Expanding A into a Fourier

series

A(x) =

q−1∑
y=0

a(y)

q
eq(xy),

we see that the Fourier coefficients a(y) satisfy (see for example the proof of [31, Theo-

rem 1])

a(0) = X4U, a(y)� min

(
X4,

1

||y/q||

)
min

(
U,

1

||y/q||

)
. (5.9)
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We have

J2(X,H, V, U) =
∑

Hi≤xi≤Hi+Xi
1≤i≤3

∑
1≤v≤V

A(x1x
−1
3 (x2 + v))

=
X1X2X3X4UV

q

+
1

q

q−1∑
y=1

a(y)
∑

H1≤x1≤H1+X1
H3≤x3≤H3+X3

∑
H2≤x2≤H2+X2

1≤v≤V

eq(yx1x
−1
3 (x2 + v))

=
X1X2X3X4UV

q

+
1

q

q−1∑
y=1

q−1∑
z=1

a(y)
∑

H2≤x2≤H2+X2

eq(zx2)
∑

1≤v≤V
eq(zv)

∑
H1≤x1≤H1+X1
H3≤x3≤H3+X3
x1y≡x3z mod q

1.

Let W be defined by ∣∣∣∣J2(X,H, V, U)− X1X2X3X4UV

q

∣∣∣∣ =
1

q
W,

and let

G1(y) = min

(
X2,

1

||y/q||

)
min

(
V,

1

||y/q||

)
,

G2(z) = min

(
X4,

1

||z/q||

)
min

(
U,

1

||z/q||

)
.

Combining (5.9) with the above gives

W ≤
q−1∑
y=1

q−1∑
z=1

G1(y)G2(z)
∑

H1≤x1≤H1+X1
H3≤x3≤H3+X3
x1y≡x3z mod q

1. (5.10)

For integers k, j ≥ 1 we define the intervals K(k) and J (j) by

K(k) =

(
(ek−1 − 1)q

X2
,
(ek − 1)q

X2

]
, J (j) =

(
(ej−1 − 1)q

X4
,
(ej − 1)q

X4

]
,

so that if |y| ∈ K(k) and |z| ∈ J (j) we have

G1(y)� X2

ek
min

(
V,
X2

ek

)
, G2(z)�

X4

ej
min

(
U,
X4

ej

)
.
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In (5.10) we partition summation according to K(k) and J (j). This gives

W ≤
∑

1≤k�logX2
1≤j�logX4

∑
|y|∈K(k)

∑
|z|∈J (j)

G1(y)G2(z)
∑

H1≤x1≤H1+X1
H3≤x3≤H3+X3
x1y≡x3z mod q

1

� X2X4

∑
1≤k�logX2
1≤j�logX4

min
(
V, X2

ek

)
min

(
U, X4

ej

)
ek+j

∑
|y|∈K(k)

∑
|z|∈J (j)

∑
H1≤x1≤H1+X1
H3≤x3≤H3+X3
x1y≡x3z mod q

1.

Considering the innermost summation, we have∑
|y|∈K(k)

∑
|z|∈J (j)

∑
H1≤x1≤H1+X1
H3≤x3≤H3+X3
x1y≡x3z mod q

1 ≤
∑

1≤|y|≤ekq/X2

∑
1≤|z|≤ejq/X4

∑
H1≤x1≤H1+X1
H3≤x3≤H3+X3
x1y≡x3z mod q

1.

Lemma 5.5 and the assumption

X1 = X4 and X2 = X3,

give

∑
|y|∈K(k)

∑
|z|∈J (j)

∑
H1≤x1≤H1+X1
H3≤x3≤H3+X3
x1y≡x3z mod q

1� ek+jqX1X3

X2X4

+

(
q +

qekX3

X2
log q

)1/2(
q +

qekX1

X4
log q

)1/2

� q
(
ek+j + e(k+j)/2 log q

)
.

This implies that

W � qX2X4

∑
1≤k�logX2
1≤j�logX4

min

(
U,
X4

ej

)
min

(
V,
X2

ek

)(
1 +

1

e(k+j)/2
log q

)

= qX2X4 (W1 +W2 log q) , (5.11)

where

W1 =
∑

1≤k�logX2

min

(
V,
X2

ek

) ∑
1≤j�logX4

min

(
U,
X4

ej

)
,

and

W2 =
∑

1≤k�logX2

1

ek/2
min

(
V,
X2

ek

) ∑
1≤j�logX4

1

ej/2
min

(
U,
X4

ej

)
.
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Considering W1, we have

∑
1≤j�logX4

min

(
U,
X4

ej

)
=

∑
1≤j≤log (X4/U)+1

min

(
U,
X4

ej

)

+
∑

log (X4/U)+1≤j�logX4

min

(
U,
X4

ej

)
� U log (X4/U).

In a similar fashion ∑
1≤k�logX2

min

(
V,
X2

ek

)
� V log (X2/V ),

so that

W1 � UV log (X4/U) log (X2/V ).

Considering W2, we have

∑
1≤j�logX4

1

ej/2
min

(
U,
X4

ej

)
� U

∑
1≤j�logX4

1

ej/2
� U,

and ∑
1≤k�logX2

1

ek/2
min

(
V,
X2

ek

)
� V,

so that

W2 � UV.

Inserting the above estimates into (5.11) gives

W � qX2X4UV (log (X4/U) log (X2/V ) + log q) .

This implies that

J2(X,H, V, U) =
X1X2X3X4UV

q

+O (UV X2X4 (log (X4/U) log (X2/V ) + log q)) .

Our next step is to remove the conditions (5.7) and (5.8) in Lemma 5.6.

Corollary 5.7. For any X,H,U, V with V < X2/2 we have

J1(X,H, V ) =
X1X2X3X4V

q

+O
(
V (X1X2X3X4)

1/2 log q
(

log(X2/V ) + log1/2 q
))

,
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and

J2(X,H, V, U) =
UV X1X2X3X4

q

+O
(
UV (X1X2X3X4)

1/2
(
log q + log2 (X2/V )

)1/2 (
log q + log2 (X4/U)

)1/2)
.

Proof. We have

J1(X,H, V ) =
1

q − 1

∑
Hi≤xi≤Hi+Xi

1≤v≤V

∑
χ

χ
(
x1(x2 + v)x−13 x−14

)

=
X1X2X3X4V

q − 1
+

1

q − 1

∑
Hi≤xi≤Hi+Xi

1≤v≤V

∑
χ

χ 6=χ0

χ
(
x1(x2 + v)x−13 x−14

)
.

Let

W =
∑

Hi≤xi≤Hi+Xi
1≤v≤V

∑
χ

χ 6=χ0

χ
(
x1(x2 + v)x−13 x−14

)
,

so that

W ≤
∑
χ

χ 6=χ0

∣∣∣∣∣∣∣∣
∑

Hi≤xi≤Hi+Xi
1≤v≤V

χ((x2 + v)x−13 )

∣∣∣∣∣∣∣∣
∣∣∣∣∣∣

∑
Hi≤xi≤Hi+Xi

χ(x1x
−1
4 )

∣∣∣∣∣∣ .
An application of the Cauchy-Schwarz inequality gives

W 2 ≤

∑
χ

χ 6=χ0

∣∣∣∣∣∣∣∣
∑

Hi≤xi≤Hi+Xi
1≤v≤V

χ((x2 + v)x−13 )

∣∣∣∣∣∣∣∣
2
∑

χ
χ 6=χ0

∣∣∣∣∣∣
∑

Hi≤xi≤Hi+Xi

χ(x1x
−1
4 )

∣∣∣∣∣∣
2
 .

By Lemma 5.4 we have

∑
χ

χ 6=χ0

∣∣∣∣∣∣
∑

Hi≤xi≤Hi+Xi

χ(x1x
−1
4 )

∣∣∣∣∣∣
2

� qX1X4 log2 q,

and by Lemma 5.6

∑
χ

χ 6=χ0

∣∣∣∣∣∣∣∣
∑

Hi≤xi≤Hi+Xi
1≤v≤V

χ((x2 + v)x−13 )

∣∣∣∣∣∣∣∣
2

� qX2X3V
2
(
log(X2/V )2 + log q

)
.
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This implies that

W � qV (X1X2X3X4)
1/2 log q

(
log(X2/V ) + log1/2 q

)
,

and hence

J1(X,H, V ) =
X1X2X3X4V

q − 1

+O
(
V (X1X2X3X4)

1/2 log q
(

log(X2/V ) + log1/2 q
))

.

The result follows since we have the bound

V X1X2X3X4

q − 1
− V X1X2X3X4

q
� V (X1X2X3X4)

1/2,

whenever

X1X2X3X4 � q4,

which we may assume.

Considering J2(X,H, V, U), let W be defined by∣∣∣∣J2(X,H, V, U)− UV X1X2X3X4

q − 1

∣∣∣∣ =
1

q − 1
W,

so that

W ≤
∑
χ

χ 6=χ0

∣∣∣∣∣∣∣∣
∑

Hi≤xi≤Hi+Xi
1≤v≤V

χ((x2 + v)x−13 )

∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣

∑
Hi≤xi≤Hi+Xi

1≤u≤U

χ((x4 + u)x−11 )

∣∣∣∣∣∣∣∣ .
An application of the Cauchy-Schwarz inequality and Lemma 5.6 give

W � qUV (X1X2X3X4)
1/2
(
log q + log2 (X2/V )

)1/2 (
log q + log2 (X4/U)

)1/2
.

Hence

J2(X,H, V, U) =
UV X1X2X3X4

q − 1

+O
(
UV (X1X2X3X4)

1/2
(
log q + log2 (X2/V )

)1/2 (
log q + log2 (X4/U)

)1/2)
.

We next improve on the error in J1 by relating it to an average over J2.
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Lemma 5.8. For any X,H and V ≤ X2/2 we have

J1(X,H, V ) =
V X1X2X3X4

q

+O
(
V (X1X2X3X4)

1/2 log1/2 q
(
log q + log2 (X2/V )

)1/2)
.

Proof. Let J ′1(x4) denote the number of solutions to the congruence

x1(x2 + v) ≡ x3x4 mod q,

in variables x1, x2, x3 and v satisfying

Hi ≤ xi ≤ Hi +Xi, 1 ≤ v ≤ V,

so that

J1(X,H, V ) =
∑

H4≤x4≤H4+X4

J ′1(x4). (5.12)

Let

U =

⌊
log log q

log2 q
X4

⌋
.

For any integer 1 ≤ u ≤ U we have by (5.12)

J1(X,H, V ) =
∑

H4−u≤x4≤H4+X4−u
J ′1(x4 + u)

=
∑

H4≤x4≤H4+X4

J ′1(x4 + u)

+
∑

H4−u≤x4<H4

J ′1(x4)−
∑

H4+X4−u≤x4≤H4+X4

J ′1(x4).

The term ∑
H4−u≤x4<H4

J ′1(x4),

is equal to the number of solutions to the congruence

x1(x2 + v) ≡ x3x4 mod q,

in variables x1, x2, x3, x4, v satisfying

Hi ≤ xi ≤ Hi +Xi, i = 1, 2, 3, H4 − u ≤ x4 < H4, 1 ≤ v ≤ V.
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By an application of Corollary 5.7 we get

∑
H4−u≤x4<H4

J ′1(x4) =
X1X2X3V u

q

+O
(
V (X1X2X3U)1/2 log q

(
log (X2/V ) + log1/2 q

))
,

and ∑
H4+X4−u≤x4≤H4+X4

J ′1(x4) =
X1X2X3V u

q

+O
(
V (X1X2X3U)1/2 log q

(
log (X2/V ) + log1/2 q

))
.

This implies that

J1(X,H, V ) =
∑

H4≤x4≤H4+X4

J ′1(x4 + u)

+O
(
V (X1X2X3U)1/2 log q

(
log (X2/V ) + log1/2 q

))
=

1

U

∑
1≤u≤U

∑
H4≤x4≤H4+X4

J ′1(x4 + u)

+O
(
V (X1X2X3U)1/2 log q

(
log (X2/V ) + log1/2 q

))
.

The term ∑
1≤u≤U

∑
H4≤x4≤H4+X4

J ′1(x4 + u),

is equal to the number of solutions to the congruence

x1(x2 + v) ≡ x3(x4 + u) mod q,

in variables x1, x2, x3, x4, v, u satisfying

Hi ≤ xi ≤ Hi +Xi, 1 ≤ v ≤ V, 1 ≤ u ≤ U,

so that Corollary 5.7 and the assumption V ≤ X2/2 give

∑
1≤u≤U

∑
H4≤x4≤H4+X4

J ′1(x4 + u) =
UV X1X2X3X4

q

+O
(
UV (X1X2X3X4)

1/2
(
log q + log2 (X2/V )

)1/2 (
log q + log2 (X4/U)

)1/2)
.
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This implies that

J1(X,H, V ) =
V X1X2X3X4

q

+O
(
V (X1X2X3U)1/2 log q

(
log (X2/V ) + log1/2 q

))
+O

(
V (X1X2X3X4)

1/2
(
log q + log2 (X2/V )

)1/2 (
log q + log2 (X4/U)

)1/2)
.

Recalling the choice of U we get

J1(X,H, V ) =
V X1X2X3X4

q

+O
(
V (X1X2X3X4)

1/2 log1/2 q
(
log q + log2 (X2/V )

)1/2)
.

5.6 Proof of Theorem 5.1

Let each Ii be defined by

Ii = [Hi, Hi +Xi],

so we may write

N(I) = J(X,H). (5.13)

Let J ′(x2) denote the number of solutions to the congruence

x1x2 ≡ x3x4 mod q,

in variables x1, x3, x4 satisfying

Hi ≤ xi ≤ Hi +Xi,

so that

J(X,H) =
∑

H2≤x2≤H2+X2

J ′1(x2).

Let V be defined by

V =

⌊
X2

log2 q

⌋
.

For any integer 1 ≤ v ≤ V we have

J(X,H) =
∑

H2≤x2≤H2+X2

J ′1(x2 + v)

+
∑

H2−v≤x2<H2

J ′1(x2)−
∑

H2+X2−v≤x2≤H2+X2

J ′1(x2).
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The term ∑
H2−v≤x2<H2

J ′1(x2),

is equal to the number of solutions to the congruence

x1x2 ≡ x3x3 mod q,

with variables satisfying

H2 ≤ x2 ≤ H2 + v, Hi ≤ xi ≤ Hi +Xi, i = 1, 3, 4.

An application of Lemma 5.4 gives

∑
H2−v≤x2<H2

J ′1(x2) =
vX1X3X4

q
+O

(
(V X1X3X4)

1/2 log2 q
)
.

A similar argument gives

∑
H2+X2−v≤x2≤H2+X2

J ′(x2) =
vX1X3X4

q
+O

(
(V X1X3X4)

1/2 log2 q
)
,

so that

J(X,H) =
∑

H2≤x2≤H2+X2

J ′(x2 + v) +O
(

(V X1X3X4)
1/2 log2 q

)
.

Averaging over 1 ≤ v ≤ V we get

J(X,H) =
1

V

∑
1≤v≤V

∑
H2≤x2≤H2+X2

J ′(x2 + v) +O
(

(V X1X3X4)
1/2 log2 q

)
=

1

V
J1(X,H, V ) +O

(
(V X1X3X4)

1/2 log2 q
)
. (5.14)

By Lemma 5.8 we have

1

V
J1(X,H, V ) =

X1X2X3X4

q
+O

(
(X1X2X3X4)

1/2 log1/2 q
(
log q + log2 (X2/V )

)1/2)
,

so that substituting the above into (5.14) gives

J(X,H) =
X1X2X3X4

q

+O
(

(X1X2X3X4)
1/2 log1/2 q

(
log q + log2 (X2/V )

)1/2)
+O

(
(V X1X3X4)

1/2 log2 q
)
,

and the result follows by (5.13) and recalling the choice of V.
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