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Seamless Navigation in Indoor and Outdoor based on 3D Spaces

by Jinjin YAN

Contemporary living environments are getting more and more complex, combining
structures in indoor and outdoor. These structures can be broadly subdivided into en-
tirely bounded (indoor), partially bounded (semi-bounded), and unbounded (outdoor).
Normally, agents (e.g., pedestrians) wish to have seamless navigation when seamlessly
transferring from one kind of environment to another and back. Seamless here means
human operations or interventions are not required when transitions happen between
different navigation modes and environments.

In the past decades, seamless navigation has attracted a lot of attention and many
approaches have been reported in the literature or made available as commercial ap-
plications. Most of them rely on integrating indoor navigation networks to outdoor
road/street-based networks via specific structures (e.g., anchor node). Yet, navigation
paths from such approaches are not seamless, which can be partly explained by the fact
that navigation networks in indoor and outdoor used for integration are currently built
differently; due to semi-bounded spaces have unclear definitions thus such spaces are
often omitted from navigation maps.

Therefore, this thesis developed new theories, models, and approaches to support
seamless navigation in all kinds of environments, which include a novel generic space
definition framework, a unified 3D space-based navigation model, approaches for auto-
matically reconstructing 3D spaces, and two new path options (MTC-path and NSI-path).
This research brings in four contributions to seamless navigation: (i) living environments
(spaces) are systematically categorised and defined as indoor (I-space), semi-indoor (sI-
space), semi-outdoor (sO-space), and outdoor (O-space); (ii) all types of spaces are uni-
formly modelled and managed as 3D spaces, thereby sharing the same approaches for
deriving navigation networks; (iii) sI-spaces and sO-spaces are included in navigation
maps, which allows developing new path options based on them; and (iv) on the basis of
3D spaces, vertical constraints are considered in navigation path planning.
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CHAPTER 1

INTRODUCTION

This chapter presents an introduction to this research. First of all, the motivation of
this research is presented by summarising the shortcomings of current seamless indoor-
outdoor navigation, and the complexity of the living environments where navigation
happens. Then, the main research question and the scope of this research are presented.
After outlining the structure of the whole thesis, a short introduction to all of the coming
chapters are introduced. The penultimate section of this chapter states the rules of the
personal pronouns used in this thesis. At the end of this chapter, a table lists the author’s
own publications and relates them to these chapters of this thesis.

1.1 Motivation

1.1.1 Seamless Navigation

Navigation (also called path-finding or way-finding) is a fundamental activity for

human beings. It is described as the method of determining the direction of a user from

a familiar goal across unfamiliar terrain (May et al., 2003), or the process of orientation

to reach a specific distant destination from the origin (Krūminaitė and Zlatanova, 2014).
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Outdoor navigation is widely used in our daily life and diverse travel modes are consid-

ered, such as walking (Karimi, Jiang, and Zhu, 2013), driving (Millonig and Schechtner,

2007b), transiting (Zar and Sein, 2016), and cycling (Howard and Burns, 2001).

With agents (e.g., pedestrians) moving seamlessly between one kind of environ-

ment to another (e.g., between buildings and surrounding areas), navigation guidance

tools/systems should extend from merely outdoor or indoor guidance, to provide sup-

port in the combined indoor-outdoor context (Nagel et al., 2010; Vanclooster, Weghe,

and De Maeyer, 2016). That is, it is necessary to have seamless (universal/continu-

ous) navigation, because different types of living environments (indoor, outdoor, semi-

indoor/outdoor) are not isolated; agents experience all different environments as seam-

lessly connected and they can seamlessly travel between them for activities (e.g., work,

shopping, leisure, dining, sport). Seamless navigation here is a term that describes uni-

versal navigation service, where human operations or interventions are not required

when transitions happen, or the agents would not be aware of how the device works

for the seamless services (Peltola and Moore, 2017).

A successful seamless navigation should cover both indoor and outdoor environ-

ments (Yang and Worboys, 2011a) and consider how agents experience specific parts of

the living environment when offering navigation services (Vanclooster, Weghe, and De

Maeyer, 2016). However, no system or research can really offer satisfactory indoor and

outdoor seamless navigation, although some attempts are conducted. The shortcomings

of current (seamless) navigation systems can be summarised as follows:

• Outdoor navigation networks are quite generalised. Current navigation networks

assume that different agents will by default move to the correct areas, which is

not inappropriate. In the real world, different agents (pedestrians, bicycles, cars,

wheeled users) have specific areas/spaces for their movements, except the shared

areas. For example, a road may consist of sidewalks and traffic lanes, in which

The former is restricted to pedestrians/wheeled users access only, while the latter

is dedicated to vehicles. There are usually several meters between them (Ballester,
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Pérez, and Stuiver, 2011). Therefore, the navigation networks for pedestrian navi-

gation use should be derived based on the shape and direction of sidewalks/pedes-

trian crossings (Karimi, Jiang, and Zhu, 2013; Klochkova et al., 2017), rather than

the street centre-line. Otherwise, pedestrians might be risky in security (Andreev

et al., 2015; Balata, Berka, and Mikovec, 2018; Bodgan and Coors, 2009; Cambra,

Gonçalves, and Moura, 2019).

• Current indoor and outdoor navigation networks are dedicated to specific applica-

tions and it is hard to exchange and maintain the integrated navigation network.

Generally, the indoor navigation networks are extracted based on 3D (free) spaces,

while the main source of navigation network in outdoor space is road/street-based

networks (Millonig and Schechtner, 2007a). This kind of practice has attracted a

lot of criticism, especially in pedestrian navigation (Vanclooster, Weghe, and De

Maeyer, 2016; Bodgan and Coors, 2009). Moreover, a node in an indoor navigation

network can be a room (Teo and Cho, 2016) or functional areas (Krūminaitė and

Zlatanova, 2014; Diakité and Zlatanova, 2018), while a node in outdoor navigation

network is mostly related to an intersection of a road/path. Thus, due to the differ-

ent resolutions, pedestrians have to accept that access to certain spaces will not be

provided, e.g., they cannot find a path to a street elevator or a bench in a garden.

• Some public spaces (e.g., square) and semi-bounded spaces (e.g., porch) (Kray et

al., 2013) are not included in navigation maps. Navigation results of current out-

door navigation clearly show that pedestrians are navigated to have undesirable

detour around a square, while in reality they can cross directly (Andreev et al., 2015;

Graser, 2016; Hannah, Spasić, and Corcoran, 2018; Balata, Berka, and Mikovec,

2018). Furthermore, people cannot find a path to the semi-bounded spaces, al-

though they may prefer to use these spaces for some purposes, e.g. growing plants

(Kim, Kim, and Leigh, 2011), learning activities (Nasir, Salim, and Yaman, 2014),

adapting to thermal environments (Lin, 2009), and sheltering from the sun and

wind (He and Hoyano, 2010; Spagnolo and De Dear, 2003).
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• Vertical constraints during the navigation are not considered. Agents are three-

dimensional objects with length, width, and height, which means that agents have

requirements on the vertical dimension of space. However, current navigation net-

works are derived based on 2D-connectivity and the path planning assumes agents

are 0D points. Thence, although some spaces act as vertical constraints and have

decisive effects on the possibility of the agents going through, this kind of condition

is not reflected on the navigation map. For instance, clearance for tunnels, bridges,

and entrances are some common vertical constraints in the outdoor navigation for

vehicles.

1.1.2 Living Environments

(a) Entirely bounded (indoor) (b) Unbounded (outdoor)

FIGURE 1.1: Living environments in our life.

With the expanding of cities worldwide, we can find that the buildings are expand-

ing in size, height, and depth, which makes contemporary living environments more and

more complex. Generally, environments entirely physically bounded by building compo-

nents (e.g., walls, floors, roofs) are named as indoor (Afyouni, Ray, and Claramunt, 2010;

Yang and Worboys, 2011a; Yang and Worboys, 2011b; Zlatanova, Liu, and Sithole, 2013;

Zlatanova et al., 2014) (Figure 1.1(a)). In contrast, the unbounded, connected and unoc-

cupied environments are commonly perceived as outdoor (Figure 1.1(b)). Objects on the

ground can provide some indications of boundaries of outdoor environments, but many
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of them would remain unbounded in the vertical direction, such as streets, pavements,

squares, rivers.

Beyond that, there are many semi-bounded living environments that are difficult

to be classified as indoor or outdoor sharply. They have characteristics of both indoor

and outdoor, but cannot be seen clearly as either of them. These semi-bounded environ-

ments are referred to with different names in the literature, such as, semi-indoor, semi-

outdoor/semi-open/semi-enclosed, and connection/transition zones/buffer areas/tran-

sitional spaces.

• Semi-indoor space (Kim, Kim, and Leigh, 2011; Turrin et al., 2009; Chengappa et

al., 2007; Liu et al., 2013; Kim, Park, and Kim, 2008; Monteiro and Alucci, 2007).

A space covered with canopies that is related to a building, and can combine in-

door and outdoor climate conditions. For instance, balcony (installed with external

windows), courtyard, open air kitchen with 3 walls, open space equipped with

overhead shed/arcades.

• Semi-outdoor/semi-open/semi-enclosed space (Du, Bokel, and Dobbelsteen, 2014;

Hwang and Lin, 2007; Lin et al., 2008; Indraganti, 2010; Pagliarini and Rainieri,

2011b; He and Hoyano, 2010; Kim, Kato, and Murakami, 2001; Philokyprou et al.,

2017). A space that is not enclosed entirely, but has some settings including human-

made structures that moderate the effects of the outdoor conditions, such as space

with eave, courtyard, sheltered balconies, outdoor space partly enclosed by a semi-

transparent pitched roof.

• Connection/transition zones/buffer areas/transitional spaces (Li, 1994; Slingsby

and Raper, 2008; Winter, 2012; Kray et al., 2013). Spaces that are located between

indoor and outdoor but neither indoor nor outdoor. For example, Tunnel-like un-

derpass, tunnels, enclosed footbridges, partially roofed courtyards.

In the literature, the most important structural feature of a semi-bounded environ-

ment is the upper boundary (e.g., roof, shelter). Therefore, we can temporarily distin-

guish the semi-bounded environments based on if they have upper boundaries.
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There are a lot of semi-bounded environments with upper boundaries formed by

built structures in our living environments. Examples of such cases are overpasses, shel-

ters for bus stops, gas stations, porches, courtyards and so on (Figure 1.2). Figure 1.2(a)

and Figure 1.2(b) are two semi-bounded environments with upper boundaries, but the

former has surrounding boundaries, and the latter has not. A variety of structures can

act as the source of upper boundaries, e.g., indoor environment (Figure 1.2(c)), bridge

(Figure 1.2(d)), or shelter (Figure 1.2(e)). Furthermore, the function of upper boundaries

can be different; some of them can help agents escape from rain or strong sun (Figure

1.2(a), 1.2(b),1.2(c), 1.2(d), and 1.2(e)), but some cannot (Figure 1.2(f)).

(a) Passageway (b) Bus Stand (c) Passageway

(d) Overpass (e) Shelter (f) Wood pergola

FIGURE 1.2: Examples of semi-bounded environments with upper bound-
aries.

We also can easily find many semi-bounded cases without upper boundaries (Figure

1.3). This kind of environment is without the upper boundary but bounded or enclosed

on the surrounding direction(s). On the point of upper boundaries, this kind of envi-

ronment is making it similar to outdoor. A variety of structures can act as the source

of surrounding boundaries, e.g., fence (Figure 1.3(a), 1.3(b), and 1.3(c)), building (Figure
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1.3(d)), walls (Figure 1.3(e)), or combination of walls and fence (Figure 1.3(f)). Surround-

ing boundaries can indicate boundaries of a space, which is useful for space modelling.

(a) Football field (b) Football field (c) Fenced area

(d) Fenced yard (e) Pathway (f) Fenced pathway

FIGURE 1.3: Examples of semi-bounded environments without upper
boundaries.

1.2 Research Questions and Scope

As shown in the previous section, the need for seamless navigation is increasing to

have seamless navigation services in both indoor and outdoor. Yet, current seamless nav-

igation applications face several shortcomings. On one hand, the complexity of seamless

navigation requires understanding the implications of living environments and their re-

lation to the surrounding, especially the semi-bounded cases. On the other hand, agents

in navigation have different locomotion models (i.e., walk, drive or fly) and can vary in

size and height.

Thence, it is essential to investigate new theories, models and approaches to support

seamless navigation in all kinds of environments. Thus, the main research question that
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I seek to answer in this thesis is raised as:

What a (3D) spatial model can include all types of living environments for support-

ing seamless navigation path planning?

The research question is subdivided into three sub-topics with six sub-questions:

1. Environments

• Q1: Which environments (spaces) should be considered in seamless naviga-

tion activities?

• Q2: Is it possible to classify and define all the complex environments as 3D

spaces for seamless navigation?

2. Spaces representation

• Q3: Can we introduce unified names and terminology to define all kinds of

spaces?

• Q4: What kind of terminology should be introduced to quantitatively define

all kinds of spaces?

3. Unified Navigation Model and Path Options

• Q5: Is it possible to develop a 3D unified spatial model for seamless naviga-

tion?

• Q6: Is it possible to develop new path options by considering the semantics of

spaces?

From technical perspective, several components should be available to perform a

successful navigation (Worboys, 2011; Zlatanova et al., 2014): (3D) localisation of start

point and destination, a (3D) model that represents the spaces (environments) and space

subdivision, (3D) algorithms for path computation (on a topological model or a grid),

guidance (Points of Interest - POI, landmarks), visualisation of the path and finally track-

ing/correction (if the path is not followed). This research is going to focus on the second

component. Therefore, the following topics are out of scope:
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• Positioning and localization-related topics, for example, GNSS, sensors, positioning

theories, methods, accuracy, and algorithms, etc. Although seamless indoor and

outdoor navigation approaches based on the system integration (e.g., integration of

GPS and indoor navigation system) are mentioned, they are limited to theoretical

investigations.

• 3D localisation of departure and destination, guidance based on POIs or landmarks,

and tracking/correction (if the path is not followed) are not included in this re-

search. However, the computation and visualization of navigation paths are pre-

formed in implementation and case study, in which 3D locations of the start point

and destination are specified manually.

• This research solely specifies a pedestrian as the agent for navigation tests, but does

not conduct research on the pedestrian itself, for instance, operational (walking),

tactical (short term path choice) and strategical (route choice, activity chaining) be-

haviours. Instead, it will take some existing research outputs of the pedestrian as

inputs or references. For instance, pedestrians like to maintain around 10cm from

walls and obstacles during walking Bosina et al. (2016); the average speed of a

pedestrian is 1.5 m/s (Ishaque and Noland, 2008). These results will be employed

in the implementation and case study without any further investigations.

• Approaches for 3D detailed indoor and outdoor models construction are not in-

cluded in this research, such as indoor 3D models with furniture or outdoor models

with facilities. Besides the algorithm for newly defined spaces, approaches for 3D

detailed models are built manually to prove the developed concepts.

1.3 Main Contributions

This thesis presents solutions for conducting seamless navigation in all kinds of liv-

ing environments based on a 3D-space based navigation model. In particular, this re-

search brings in four contributions to seamless indoor-outdoor navigation:



10 Chapter 1. Introduction

• A generic space definition framework is developed, which introduces systematic

and robust definitions for all environments that agents may move in. On the ba-

sis of this framework, living environments are classified and defined as indoor,

semi-indoor, semi-outdoor and outdoor spaces. This framework can support seam-

less navigation path planning in all types of living environments. It is possible

for 3D spatial navigation models to rely on it to use the same network extraction

approaches across the built environments, thereby building seamless navigation

solutions.

• A unified 3D space-based navigation model is developed by extending IndoorGML.

This model enriches the CellSpace and CellSpaceBoundary classes, which enables nav-

igation to include all types of spaces (indoor, semi-indoor, semi-outdoor, and out-

door) into navigation map. More importantly, these different types of spaces can

share the same operations, such as management, and navigation network extrac-

tion approaches. This model brings in solutions to the shortcomings existing in

current seamless navigation. In particular, this model makes the semi-bounded

spaces that are missing in current navigation maps become available in navigation,

such as using them as departures, destinations, or transitions.

• Two navigation path types based on semi-indoor spaces are developed to meet the

user’s pursuit of the protection from the top direction during their navigation. The

two navigation path options are the most-top-covered path (MTC-path) and the

path to the nearest semi-indoor (NSI-path). The MTC-path aims at maximizing

the coverage ratio (covered by roof/shelter) while constraining the travel distance

while The NSI-path is designed to help pedestrians to find a closest roofed/shel-

tered place from their departures, which is a compromise option when neither the

traditional shortest path nor MTC-path is not recommended. Furthermore, to help

agents to make path choices between the traditional shortest path and the two types

of the navigation path, a path selection strategy is presented.
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• 3D space reconstruction approaches of all types of spaces are developed. In partic-

ular, a projection-based method is put forward for semi-indoor space reconstruc-

tion. An approach of enclosing semi-outdoor and outdoor spaces as 3D volumes

is introduced, in which the topological consistency between 3D space and terrain

is addressed. Reconstructed 3D spaces make all types of spaces to mimic the in-

door environments to derive a network based on their connectivities. Quantitative

indicators for qualified navigable spaces selection are developed, which helps to

provide more navigation path options, such as MTC-path, NSI-path (Section 5.2).

Furthermore, on the basis of 3D spaces, vertical constraints can be considered in

seamless navigation path planning.

1.4 Outline of The Thesis

The outline of the thesis is illustrated in Figure 1.4.

FIGURE 1.4: The outline of this thesis.
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Chapter 2 presents background of this research. After elaborating current attempts

on the seamless navigation, it introduces the Poincaré Duality theory, navigation model,

and 3D spaces for navigation. Then, it summaries the existing navigation paths and three

international standards related to navigation.

Chapter 3 introduces concepts and terminology that are used in this thesis, which

includes the existing terms and newly introduced ones by this research.

Chapter 4 provides a generic space definition framework to support seamless indoor-

outdoor navigation systems, in which the details of the descriptive and quantitative def-

initions of all types of spaces are presented.

Chapter 5 presents a unified 3D space-based navigation model, including classes

and attributes of the model. Further, two new path types based on the introduced spaces

and a path selection strategy are presented.

Chapter 6 introduces approaches of reconstructing semi-indoor, semi-outdoor and

outdoor spaces, and building shells into 3D volumes.

Chapter 7 implements the developed theories, approaches and models, which in-

cludes data preparation, space classification and reconstruction, navigation network deriva-

tion, and path planning. Finally, the uncertainties and limitations of the whole work are

discussed.

Chapter 8 concludes the whole research by reflecting on the research questions and

sub-questions one by one. Then, the aspects we will concentrate on further for elabora-

tion and testing of the current work are presented as future work.

1.5 Personal Pronouns

This thesis is based on my first/corresponding author publications in which I am the

leading and the main contributor but not the sole author. Hence, I use ‘we’ as a courtesy

to my co-authors when I refer to results and experiments initially published in the papers.

In contrast, I use ‘I’ in parts exclusive to this thesis.
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If a number is used to measure my contributions in the papers where I am the first

author/corresponding author, the number can be 95% and above. For instance, we pub-

lished the paper titled “Top-Bounded Spaces Formed by the Built Environment for Navigation

Systems", in which I did conceptualization, investigation, writing – original draft, and

visualization independently. My colleague, Dr. Mitko Aleksandrov, helped me with the

methodology and data curation, and my supervisors gave me supervisions and helped

with the writing – review & editing.

1.6 Overview of Related Papers to the Chapters

My publications that relate to chapters of this thesis are listed in Table 1.1, in which

four published international journal papers, two published international refereed confer-

ence papers, and two under review papers are included.

These publications are not listed as references for this thesis, because almost all of

the main contents of each publication are adapted as a part of the thesis. For instance,

the main content of the paper paper 5 is adapted as Chapter 4 Generic Space Definition

Framework. Paper 4, 6, 7 and 8 are adapted as Sections of Chapter 6.
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TABLE 1.1: My publications and the related chapters of this thesis.

No. Publication (sequenced by publication date) Related Chapters

1 Yan, J.∗, Zlatanova, S., Diakité, A.A. A Unified 3D Space-based
Model for Seamless Navigation in Indoor and Outdoor. Envi-
ronment and Planning B: Urban Analytics and City Science. 2020
(Under review)

2 (Section 2.1), 5
(Section 5.1), 7
(Section 7.3, 7.4,
7.5)

2 Yan, J.∗, Zlatanova, S., Diakité, A.A. Two New Pedestrian
Navigation Path Options based on Semi-indoor Space. ISPRS
Annals of Photogrammetry, Remote Sensing & Spatial Information
Sciences, VI-4/W1-2020, 175–182.

5 (Section 5.2), 7
(Section 7.5)

3 Zlatanova, S., Yan, J.∗, Wang, Y., Diakité, A., Isikdag, U., Sit-
hole, G., Barton, J. Spaces in Spatial Science and Urban Appli-
cations – State of the Art Review. ISPRS Int. J. Geo-Inf. 2020, 9,
58.

2 (Section 2.4, 2.6)

4 Yan, J.∗, Diakité, A.A., Zlatanova, S., Aleksandrov, M. Finding
Boundaries of Outdoor for 3D Space-based Navigation. Trans-
actions in GIS. 2020, 24(2), 371–389.

6 (Section 6.2), 7
(Section 7.1, 7.3)

5 Yan, J.∗, Diakité, A.A., Zlatanova, S. A Generic Space Defini-
tion Framework to Support Seamless Indoor/outdoor Navi-
gation Systems. Transactions in GIS. 2019, 23(6), 1273-1295.

3 (Section 3.2), 4
(Section 4.1, 4.2)

6 Yan, J.∗, Diakité, A.A., Zlatanova, S., Aleksandrov, M. Top-
Bounded Spaces Formed by the Built Environment for Navi-
gation Systems. ISPRS Int. J. Geo-Inf. 2019, 8, 224.

3 (Section 3.2), 6
(Section 6.1)

7 Yan, J.∗, Zlatanova, S., Aleksandrov, M., Diakité, A.A., Pet-
tit, C. Integration of 3D objects and Terrain for 3D Modelling
Supporting the Digital Twin. ISPRS Annals of Photogramme-
try, Remote Sensing & Spatial Information Sciences, IV-4/W8,
2019, 147-154.

3 (Section 3.1), 6
(Section 6.3)

8 Yan, J., Diakité, A.A.∗, Zlatanova, S. An Extraction Approach
of the Top-Bounded Space Formed by Buildings for Pedestrian
Navigation. ISPRS Annals of Photogrammetry, Remote Sens-
ing & Spatial Information Sciences, IV-5, 2018, 247-254.

3 (Section 3.2), 6
(Section 6.3)



CHAPTER 2

BACKGROUND

This chapter presents an overview of the seamless navigation and the work related to

this PhD research. They are current progresses of seamless navigation, the key theoretical

background of navigation model derivation - the Poincaré duality, navigation models, 3D

spaces for navigation, navigation paths, as well as three international standards related

to navigation. This chapter is partly based on my papers 1 and 3 (see Section 1.6).

2.1 Seamless Navigation

In the past decades, seamless navigation has attracted a lot of attention and a tremen-

dous amount of approaches have been reported in the literature or made available as

commercial applications in our daily life (Kim, Kim, and Lee, 2019) for different travel

modes (e.g., driving, walking or flying). This section summarises the existing two major
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approaches/attempts on the seamless navigation in indoor and outdoor. Furthermore,

the navigation path types in current navigation systems/research are investigated.

A number of great attempts have been conducted to develop integrated indoor and

outdoor navigation that provide seamless navigation path and guidance. Most current

well-known efforts to combine indoor with outdoor navigation are focused on localiza-

tion (tracking) techniques; in particular the transition of positioning systems from indoor

to outdoor environments or vice versa (Vanclooster and De Maeyer, 2012). Typically, out-

door localisation is based on GNSS, while indoors exhibits much larger variety, such as

Indoor Positioning System (IPS) (Torres-Sospedra et al., 2015), Inertial Navigation Sys-

tem (INS) (Cheng et al., 2014), QR codes (Nikander et al., 2013; Shelke et al., 2016), ac-

tive Radio Frequency Identification (RFID) tag (Kourogi et al., 2006). However, the inte-

grated indoor and outdoor localization systems are important for seamless localization

and tracking, but they do not have direct effects on navigation path planning approaches.

Therefore, this research will not focus on this approach.

Another approach of seamless navigation commonly used in research is to integrate

indoor and outdoor navigation networks. That is, link indoor navigation networks to

outdoor road/street-based networks as new spatial models by specific structures, such

as anchor nodes (Lee et al., 2015; Park, Ahn, and Lee, 2018; Kim, Kim, and Lee, 2019) and

entrance node (Kim and Wilson, 2015; Teo and Cho, 2016; Wang and Niu, 2018). This

method is an attempt to fundamentally address the issue of seamless navigation paths

computations, although it still falls short in achieving seamless navigation.

This review mainly focuses on the direction of indoor and outdoor navigation net-

work integration. IndoorGML (this standard will be introduced in Section 2.6.1) and

subsequent indoor/ outdoor seamless navigation research based on IndoorGML lever-

age anchor node to link the indoor navigation network with outdoor navigation network

(Figure 2.1(a) and 2.1(b)). In addition, entrance node is another analogous structure for

integration (Figure 2.1(c)).
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(a) Anchor node in OGC IndoorGML (Lee et al., 2015)

(b) Spatial data fusion based on anchor node (Park, Ahn, and Lee, 2018)

(c) Entrance node used for linking indoor to outdoor (Teo and Cho, 2016)

FIGURE 2.1: Anchor node used for integrating indoor and outdoor navi-
gation network.



18 Chapter 2. Background

2.2 The Poincaré Duality Theory

The Poincaré duality (Munkres, 1984) provides a theoretical background for map-

ping (3D) space to Node-Relation Graph (NRG) (Lee, 2004a) representing topological

relationships, i.e., it is the theoretical background of simplifying the complex spatial re-

lationships between (3D) objects by a combinatorial topological network model. As seen

in Figure 2.2, a k-dimensional object in N-dimensional primal space is mapped to a (N-k)-

dimensional object in dual space. 3D solid objects in primal space are mapped to vertices

(0D) in dual space. The common 2D face shared by two solid objects is transformed into

an edge (1D) linking two vertices in dual space. Thus, edges of the dual graph represent

adjacency and connectivity relationships.

FIGURE 2.2: Poincaré duality theory used for navigation network deriva-
tion (Lee, 2004b).

The Poincaré Duality has been utilised as the theoretical basis for indoor (3D) space-

based navigation network derivation, such as IndoorGML (Lee et al., 2015). Based on

this theory, (3D) spaces (e.g., rooms within a building) are abstracted as nodes, and their

connectivity (accessibility) spatial relationships are represented as edges, which may cor-

respond to doors, windows, or hatches between rooms in primal space. For instance,

two (room) spaces are represented as 3D volumes in the primal structure with an asso-

ciated dual node unambiguously representing this space. Adjacent spaces are connected

by dual edges bounded by dual nodes (Figure 2.3).
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FIGURE 2.3: Based on Poincaré Duality, two room spaces represented
by dual nodes are connected by a dual link penetrating a shared face

(Zverovich et al., 2016).

2.3 Navigation Model

A navigation model is a precondition of navigation path planning (Vanclooster, Weghe,

and De Maeyer, 2016). There are two kinds of navigation models, grid-based navigation

model (raster) and network-based navigation model (vector) (Liu, 2017), but this research

focuses on the network-based navigation model, because it enables lower data process-

ing time which is essential in large scenes both indoor and outdoor space (Krūminaitė,

2014). The network-based navigation model is composed of nodes and edges, in which

nodes indicate the locations/places (e.g., landmarks or decision points) and edges be-

tween them are their spatial interrelationships. Moving from one node to the other is al-

lowed only when there is an edge between them. Usually cost of edges indicates distance

or travel time between nodes (Mortari et al., 2014) and nodes can contain semantic infor-

mation about the location, such as name, type, description. Furthermore, this network

has less detailed routing assuming human intelligence will compensate for inaccuracies

(Zlatanova et al., 2014).

Most outdoor navigation models (networks) rely on the available road/street net-

work for vehicles (Millonig and Schechtner, 2007a; Vanclooster, Weghe, and De Maeyer,

2016). In contrast, there is a variety of approaches for indoor navigation network deriva-

tion, which are based on the geometric, semantic and topological information of indoor

(2D/3D) models (e.g., floor plan, BIM model). Approaches for indoor navigation deriva-

tion can be summarised into two types: 2D approaches and 3D approaches.

Approaches for 2D navigation network derivation. 2D indoor navigation models

represent the indoor spaces and spatial relationships in a simplified way (i.e., 2D NRG),
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They carry sufficient information for supporting indoor navigation path planning. Mei-

jers, Zlatanova, and Pfeifer (2005) derives 2D network from 2D floor plans on the basis

of Poincaré Duality, Media Axis Transform (MAT) and information about doors (Figure

2.4).

FIGURE 2.4: A 2D network derived on the basis of Poincaré Duality, MAT
and information about doors (Meijers, Zlatanova, and Pfeifer, 2005). (a)
Floor plan; (b) The metric network derived from connections between
spaces; and (c) The corrected metric network considering the corridor

graph and door locations.

FIGURE 2.5: The 2D navigation network derived on the basis of room and
door spaces (Lorenz, Ohlbach, and Stoffel, 2006).

Because this approach may bring in insufficiently detailed paths in the larger areas,
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Lorenz, Ohlbach, and Stoffel (2006) modifies this approach by adding doors in the navi-

gation network, i.e., both rooms and doors are considered as spaces and then abstracted

as nodes (Figure 2.5). Yang and Worboys (2015) derives a 2D navigation network with the

similar modification, but more detailed semantics are assigned to the navigation nodes

(Figure 2.6).

FIGURE 2.6: Indoor 2D network derivation based on duality theory (Yang
and Worboys, 2015). (a) An indoor structure graph; (b) Metric navigation

network.

FIGURE 2.7: The navigation network created on the basis of Voronoi di-
agram (Wallgrün, 2004). (a) original plan, (b) network and (c) simplified

network.

The above approaches based on duality and MAT have an assumption that the in-

door spaces are empty (i.e. there is no furniture). Thus, Wallgrün (2004) develops an

approach of navigation network derivation based on the generalized Voronoi diagram

(Figure 2.7). The navigation networks generated by this approach take the obstacles into
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consideration, but they have (pure) geometry and the semantics of nodes (such as room,

door) are missing.

Approaches for 3D navigation network derivation 3D navigation models represent

the 3D spaces and spatial relationships with 3D NRG. Deriving 3D navigation models

based on 3D spaces has been well-studied in indoor navigation research, such as In-

doorGML (Lee et al., 2015), multilayered space-event model (Becker, Nagel, and Kolbe,

2009), 3D object-based navigation (Boguslawski and Gold, 2009), indoor navigation (Zla-

tanova, Liu, and Sithole, 2013; Diakité and Zlatanova, 2018), indoor and outdoor com-

bined route planning (Teo and Cho, 2016), route computation for emergency response

(Zverovich et al., 2016).

FIGURE 2.8: A 3D network derived on the basis of Poincaré Duality and in-
formation about room spaces connectivity (Boguslawski and Gold, 2009).
(a) 3D model of a building interior, (b) Room spaces, (c) Complete graph
of connectivity of room spaces, (d) network of connections between room

spaces based on passages only.

Boguslawski and Gold (2009) presents an approach to derive 3D navigation network

based on the geometric, semantic and topological information of 3D models (Figure 2.8).
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This approach abstracts each separate room, corridor or stair cage as a node based on

the Poincaré duality. Then the network is derived by removing weak connections from

complete graph, in which the weak connections means the no passage links (such as S4-

S10, S5-S11).

FIGURE 2.9: A 3D navigation network extracted from BIM models (Teo
and Cho, 2016).

(a) Spaces (b) Derived navigation network

FIGURE 2.10: Example of 3D space-based model for indoor navigation (Di-
akité and Zlatanova, 2018).

A similar research on deriving networks is based on BIM models (Teo and Cho,

2016), see Figure 2.9. Because this approach generates very rough networks, Diakité and

Zlatanova (2018) proposed a method to extract indoor navigation network considering
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indoor furniture and the navigable spaces (Figure 2.10). Such a navigation network can

support very detailed indoor navigation path planning.

FIGURE 2.11: The navigation network derived from 2D floor plans embed-
ded in 3D space (Thill, Dao, and Zhou, 2011).

A quite special approach to 3D space is embedding 2D navigation networks into

3D spaces and linking them as 3D navigation networks, which is usually for regular

buildings. For instance, Thill, Dao, and Zhou (2011) generates a network by stacking up

2D navigation networks on each floor, in which the 2D navigation networks are linked

by adding connections between the points where the elevator and staircase are (Figure

2.11). This method is actually not a 3D approach (Zlatanova et al., 2014).

2.4 (3D) Spaces for Navigation

Navigation takes place in our living environments, which are abstract. To employ

them in seamless navigation, they need to be represented by concrete concepts, such as

“space". This section reviews the classifications, definitions and representations of the

living environments.
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2.4.1 The Notion of Space

In spatial science and urban applications, “space" is presented as a notion referencing

our living environments. That is, space is used as a general term to help people to under-

stand particular characteristics of the indoor/outdoor environments. This approach is

preserved when space is modelled by different disciplines in digital counterparts of the

real world. Space is an important notion in the human lexicon aiming to indicate physical

or imaginary parts of living environments. WordNet (Princeton University, 2010), one of

the largest lexical English databases provides nine meanings of the noun “space", three

of which are very relevant to this research (Miller, 1995). Space is “the unlimited expanse

in which everything is located", “an empty area, usually bounded in some way between

things" and “an area reserved for some particular purpose". These three expressions

clearly indicate the diversity in perceiving and describing space: empty or containing

things, unlimited or bounded, physical or imaginary.

Most of the English dictionaries provide a more philosophical definition to reflect

the fundamental importance of space to the understanding of the physical universe. Dic-

tionaries and lexical databases, such as Oxford Dictionary (Lexico.com, 2019), Merriam-

Webster (Merriam-Webster, Incorporated, 2019), Cambridge Dictionary (Cambridge Uni-

versity Press 2019, 2019), Collins Dictionary (Collins, 2019), consider space as “continu-

ous", “boundless" and “empty". But space can also be perceived as a portion of the space,

e.g., space in a room. The definitions are not that explicit in specifying whether the spaces

are empty or imaginary. The notion of limitless space is expressed by referring to its met-

rics in a three-dimensional reference frame. The distinction between indoor and outdoor

is introduced in a very intuitive way: the space inside of a structure (interior of a house,

building, etc.) is indoor space, while the space outside the structure is outdoor space.

In daily life, humans more often refer to portions of space such as areas or locations

rather than universal unlimited space. An everyday expression such as “the space is

packed with people", “there is no space in this room", “the kitchen space is spacious"

suggest that the people tend to think of spaces as singletons (unique and self-contained)
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enclosed by physical or imaginary boundaries. The singletons are assigned a broad spec-

trum of properties, and these properties can range from personal to communal. Ashihara

(1981) argues that distinguish between bounded space and unbounded nature space is

necessary, in which bounded space is considered to be positive space since it is created to

fulfill human (who use this space) intentions and functions while the unbounded nature

space is negative. Thence, researchers and developers discretize space into portions to

be able to introduce useful properties, represent relations and visualise them (Zlatanova

et al., 2014). Examples of such properties are weather conditions (temperature, humidity,

wind), accessibility (accessible, partially accessible, non-accessible), or legal rights (right

to cross, ownership).

In this thesis, the notion of Space will still be used to represent the living environ-

ments, but it refers to a bounded portion of space. That is, spaces are the 3D hollow parts

bounded by physical or imaginary (non-existing) elements (Isikdag, Zlatanova, and Un-

derwood, 2013). Space is used as the term to model the living environments, and the

portion of space is referred to as space unit, space cell or as just space.

2.4.2 Space Classification & Definition

Indoor & Outdoor

Spaces in navigation have been classified as being located either indoors or outdoors.

No strict definition for outdoor is found in the literature, except that people regard ob-

jects in the open air as outdoor (assuming unbounded from above), such as streets, pave-

ments, squares, rivers. In contrast, research dealing with indoor environments is more

explicit with partitioning spaces into cells and attempts to provide formal definitions.

For instance, IndoorGML (Lee et al., 2015) defined the space as to be bounded by archi-

tectural components, which is similar to the definition that indoor space is a building

environment (such as a house, or a commercial shopping centre), where people usually

behave in (Afyouni, Ray, and Claramunt, 2010). Zlatanova, Liu, and Sithole (2013) and

Zlatanova et al. (2014) defined the indoor space as a place bounded by physical bound-

aries (e.g., walls, floor, doors) and intended to support human activities. Indoor space is
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often referred to as to a physically enclosed space. Underground enclosures, which offer

platforms for human activities, are also referred to as indoor space (Yang and Worboys,

2011b). Winter (2012) presented an indoor space definition with the analogy to the human

body. The body is a container bordered by the skin. Similarly, the wall, floor, roof, fence

can be seen as the “skin". According to these definitions, semi-enclosed spaces such as a

veranda or an inner court would be outdoor spaces. Indoor space in (Yang and Worboys,

2011a) refers to a built environment rather than natural. According to these authors, un-

derground cavities (caves, natural passages) would be classified as outdoor. Rüetschi and

Timpf (2004) and Rüetschi (2007) investigated wayfinding in the public transportation

infrastructure based on traffic networks, in which the authors suggested to classify the

environments for navigation into two types: network space and scene space. Network

space consists of the public transport network. Scene space consists of the environment

at the nodes of the public transport system, through which travellers enter and leave the

system and in which they change means of transport. That is, outdoor spaces covered

by navigation networks are network space while the spaces between indoor and outdoor

are the scene space.

Semi-bounded Spaces

Only a few papers discuss semi-enclosed spaces that cannot be clearly attributed

to indoor or outdoor. Examples are covered footbridges, sheds, balconies or partially

roofed courtyards. Winter (2012) defined these spaces as transition zones by giving ex-

amples and further proposed that ubiquitous navigation must be able to deal with the

contrasting properties and conceptualizations of outdoor and indoor environments, and

with the spaces in between. Kray et al. (2013) defined these spaces as transitional spaces.

There can be also extended environments, potentially vaguely bounded, where a crisp

distinction between indoors and outdoors is difficult. More examples are tunnels, en-

closed footbridges, or partially roofed courtyards.

As mentioned in Section 1.1.2, the key point of distinguish a semi-bounded space
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is the upper boundary, which makes semi-bounded spaces are mostly mentioned in re-

search related to building micro-climates, because the upper boundaries can have a sig-

nificant influence on the climate of the space. Many papers have discussed architectural

designs to improve residential and building micro-climates and reduce cooling and heat-

ing energy requirements (Kim, Kim, and Leigh, 2011; He and Hoyano, 2010; Du, Bokel,

and Dobbelsteen, 2014; Cao et al., 2017). Typically, three main spaces are identified: semi-

indoor, semi-outdoor, and connection/transition/buffer and an attempt is made to pro-

vide definitions.

Turrin et al. (2009) defined the covered space as a semi-indoor space, which is par-

tially surrounded by indoor spaces. Van Timmeren and Turrin (2009) presented that a

semi-indoor space can be created by using a special roof (Vela Roof) as cover to pas-

sively avoid uncomfortable (coldest and overheated) conditions, thereby reducing the

energy demand significantly. Moreover, they defined space that is not entirely enclosed

by walls, windows, doors, etc. as outdoor. The semi-indoor space defined in the re-

search (Hooff and Blocken, 2009) is a semi-indoor stadium, which has a roof that can

be used to close the indoor volume to a relatively large extent. Thus, spectators and

equipment are protected from wind, rain, and snow. This space still has direct open-

ings to the outside. In contrast, Bouyer et al. (2007) took the stadium as a semi-outdoor

space in the assessment research of thermal comfort. In the research of condensation

in residential buildings (Kim, Kim, and Leigh, 2011), semi-indoor spaces are created by

installing external windows to balconies in Korean apartment units, which are used as

environmental buffer spaces to improve comfort and reduce cooling and heating costs.

In the research of the impact of improved cook-stoves on indoor air quality in the Bun-

delkhand region in India, Chengappa et al. (2007) mentioned the kitchen with 3 walls is

semi-indoor compared with outdoor (open-air) kitchen with a makeshift thatched roof

for summer. Liu et al. (2013) showed the open space equipped with overhead sheds is

semi-indoor spaces, which can provide the citizens with sheltered space for public activ-

ities. In their research, they argued that illuminating such a huge semi-indoor space only

by artificial lighting is against the energy-saving principle. Thus, they added lighting
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ducts to enable natural light to travel through the plate of the collector shed and reach

the hall on the ground floor. In South Korea, traditional markets have been enclosed as

semi-indoor by installing arcades along street edges to improve their physical environ-

ment (Kim, Park, and Kim, 2008), e.g., to alleviate inconveniences caused by inclement

weather. Monteiro and Alucci (2007) considered semi-indoor and semi-outdoor spaces

are two transitional spaces for thermal comfort. In their examples, a semi-outdoor space

is covered by a fabric membrane while semi-indoor space is a studio of 8m high where

its roof has 33% of zenital apertures for natural lightning.

In contrast, Pagliarini and Rainieri (2011a) took the space, which is partially open

towards the outdoor environment as a semi-outdoor space. They even reinforced the

concept that outdoor space partly enclosed by a semi-transparent pitched roof (e.g., glass

roof) is a semi-outdoor space in a later research (Pagliarini and Rainieri, 2011b). Spagnolo

and De Dear (2003) defined the semi-outdoor as locations that, “while still being exposed

to the outdoor environment in most respects, include human-made structures that mod-

erate the effects of the outdoor conditions.” Examples include roofs acting as radiation

shields or walls acting as vertical windbreaks. Hwang and Lin (2007) defined the semi-

outdoors as exterior spaces that are sheltered and attached to the building. The authors

also mentioned that an outdoor environment indicates a space without any covering to

provide shelter and an indoor space refers to a naturally ventilated room. The micro-

climate of the semi-outdoor (partially enclosed space) usually has a lower effect of wind

and is less hot than the outdoor (Pagliarini and Rainieri, 2011b). Semi-outdoor spaces

in (Turrin et al., 2012) are areas covered by large roofs, leaving a direct connection with

the outdoor environment. Museums and cultural centre gardens, university campuses,

shopping and leisure areas, hotels and resorts, are a few examples of building environ-

ments where covered semi-outdoor spaces are commonly integrated. In (Goshayeshi

et al., 2013), semi-outdoor spaces are defined as the spaces which are partly open in the

direction of the outdoor. Three categories are introduced: inside the buildings such as en-

try atrium; covered spaces; shaded spaces, situated in an outdoor environment entirely.

Covered streets are regarded in this category. Furthermore, semi-enclosed space (He and
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Hoyano, 2010; Kim, Kato, and Murakami, 2001), or semi-open space (Philokyprou et al.,

2017) are used to name the space that is not enclosed entirely, and has some settings

including human-made structures that moderate the effects of the outdoor conditions.

Some research offered the definitions only by examples. For instance, the bus shel-

ter is a semi-outdoor in (Lin, Matzarakis, and Huang, 2006), because it can offer shelter

in the form of a roof. The semi-outdoor space in (Yang, Wong, and Jusuf, 2013) refers

to the internal architectural space with maximum exposure to the lobbies, corridors,

atrium, courtyards, passages, and verandas. In the research of building microclimate

and summer thermal comfort in free-running buildings with diverse spaces, Du, Bokel,

and Dobbelsteen (2014) named the space between indoor and outdoor as semi-outdoor

space with the example of the space combination of eaves section and courtyard. Simi-

larly, Hwang and Lin (2007) and Lin et al. (2008) defined semi-outdoor as exterior spaces

that are sheltered and attached to the building. Balconies are regarded as shaded semi-

outdoor spaces to provide the much needed thermal relief to the occupants of flats dur-

ing the hot seasons (Indraganti, 2010). Ortiz et al. (2015) defined indoor and semi-indoor

spaces as GPS-denied environments.

Four Examples of Space Classification and Definition Framework

In past research, a few space classification and definition framework based on certain

rules are introduced, such as spaces are defined and classified based on the buildings, the

sensor (e.g., GNSS) reception perspective, or the types of the signal received by the users,

or if a space is fully enclosed.

A typical example is the space classifications provided by (Zhou et al., 2012). The

authors used lightweight sensing services to analyse indoor/outdoor environments with

respect to positioning options for mobile applications. They partitioned and classified

space into indoor, semi-outdoor and outdoor (Figure 2.12). The outside of a building is

defined as outdoor, while the inside is indoor. Close to or semi-open building space is

considered as semi-outdoor.



2.4. (3D) Spaces for Navigation 31

FIGURE 2.12: Space classification based on building (Zhou et al., 2012).

Wang et al. (2016) also provided a space classification according to the reception of

the GPS signal as follows: open outdoors, semi-outdoors, light indoors, and deep in-

doors. As shown in Figure 2.13, areas which have an open sky condition (i.e. unbounded

from above) and provide enough satellites for positioning are open outdoors. Areas such

as urban canyon or wooded area, are classified as semi-outdoors. Light indoor is sim-

ilar to semi-outdoor but inside the building. These are areas around windows, which

still have some satellite availability. Deep indoors refer to places without any satellite

coverage.

FIGURE 2.13: Space definition according to the reception of satellites signal
(Wang et al., 2016).

Amutha and Nanmaran (2014) developed a visual aid to the visually impaired per-

son, in which they classified the navigation environments into three types, indoor, out-

door, and semi-indoor. The criterion for this space partitioning is the type of signal re-

ceived by the users. Specifically, outdoor is the space which only can receive GPS signal,

indoor is where ZigBee signal (communication protocol) is dominant, and semi-indoor is
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the portion of space where both signals can be detected (Figure 2.14).

FIGURE 2.14: Space classification based on the type of signal received by
the users (Amutha and Nanmaran, 2014).

Based on if a space is (fully) enclosed, Chen and Clarke (2019) suggested classify-

ing and defining spaces into indoor, quasi-indoors, quasi-outdoors, and outdoor (Figure

2.15), but no strict definition is provided. For example, a courtyard surrounded by build-

ings is quasi-indoors, because the yard is an inseparable part of the surrounding building

and should be included as part of the building’s indoor map to ensure continuity in nav-

igation.

FIGURE 2.15: Space definition framework based on if a space is (fully)
enclosed (Chen and Clarke, 2019).
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2.4.3 3D Space Reconstruction

Space is commonly perceived as having three-dimensions and many of the above-

mentioned disciplines progressively attempt to advance the digital space representations

to 3D. To be able to manage, analyse and visualise the space, geometric representations

are required. Research in indoor navigation is a typical example, although the number of

true 3D applications is still limited.

Spaces in indoor navigation are generally modelled as 3D volumes. Many researchers

have used 3D geometric representations for space-based indoor navigation model such

as IndoorGML (Lee et al., 2015) (Section 2.6.1), multilayered space-event model (Becker,

Nagel, and Kolbe, 2009), and 3D object based navigation (Boguslawski and Gold, 2009).

Outdoor spaces are generally represented as 2D surfaces as they are naturally unbounded

in the Z direction. Only few research papers considered outdoor spaces as 3D and ap-

plied 3D geometric approaches. Among the proposed approaches, the most notable one

is the Space Syntax (Hillier and Hanson, 1984). It converts outdoor into discrete config-

urations based on viewshed, axial space and convex space, which are then represented

subspaces as maps and graphs that describe the relative connectivity and integration of

those spaces. Beirão, Chaszar, et al. (2014) and Beirão, Chaszar, and Čavić (2015) reports

a model to subdivide continuous urban spaces into convex and solid voids (3D volumes)

for analysis and classification based on physical measures, in which outdoor is roughly

classified as urban void and the subdivision procedure is conducted based on convex

polygon. Sileryte, Cavic, and Beirão (2017) proposes a versatile data model for analysing

urban architectural void, in which space compartmentalization is conducted based on

Gestalt theory and its model can be rendered both as a 2D and 3D representation. Jiang

and Liu (2010) represented spaces with the axial lines based on the concepts of isovists

and medial axes in 2D.

Over the past few decades, the reconstruction of the 3D models has developed very

rapidly. For instance, reconstructing 3D spaces from airborne laser scanning data (Haala

and Brenner, 1997; Verma, Kumar, and Hsu, 2006), 2D GIS data (Shiode, 2000; Ledoux and

Meijers, 2009), aerial photographs and terrestrial laser scans (Fruh and Zakhor, 2001), or
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Unmanned Aerial Vehicle (UAV) images (Xie et al., 2012; Yan et al., 2017), etc. Other than

that, with the developments of terrestrial laser scans, the approaches for reconstructing

indoor details (e.g., floor, ceiling and walls) are considered, such as (Budroni and Boehm,

2010; Previtali et al., 2014; Macher, Landes, and Grussenmeyer, 2017; Nikoohemat et al.,

2020). New ways for reconstructing 3D spaces of buildings and cities are being increas-

ingly adopted, supported by international standards such as the IFC or CityGML (these

two standards will be introduced in Section 2.6). The current versions of these standards

include representations of spaces as 3D objects, but still, this is limited to the indoor en-

vironment.

In short, the existing approaches for 3D space reconstruction either mainly focus on

building shells or on the interior of buildings only. More importantly, they cannot be

used to reconstruct the semi-bounded spaces that are partially or entirely open.

2.4.4 Representation of 3D Space

Spaces are commonly abstracted and represented using Boundary Representation

(BRep) (Raghothama and Shapiro, 1998), Constructive Solid Geometry (CSG) (Rossignac,

1987) or Spatial Occupancy Enumeration (Ramakrishnan et al., 1992). While appropri-

ate for realistic visualisation, BRep can fall short in performing spatial operations such

as volume validation and computation. Therefore, for many applications Spatial Occu-

pancy Enumeration (e.g., Voxels (Yuan and Schneider, 2010; Nourian et al., 2016; Gorte,

Aleksandrov, and Zlatanova, 2019; Aleksandrov et al., 2019)) can be seen as alternative

(Li et al., 2018; Gorte, Zlatanova, and Fadli, 2019). There is no strict pattern in which

geometric representation is employed in different disciplines. In many cases, the geom-

etry used depends on the geometric expressions of the modelling software, such as GIS

(Geographic Information Systems), CAD (Computer-aided Design).

BReps

A boundary representation (BRep) is a geometric and topological description of the

boundary of an object. The object boundary is segmented into a finite number of bounded
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subsets, called faces. A face is represented in a BRep by its bounding edges and vertices

(e.g., Figure 2.16). Thus, a 3D BRep consists of three primitive topological entities: faces

(2-dimensional entities), edges (1-dimensional entities) and vertices (0-dimensional enti-

ties) (Powers, Gray, and Green, 1996).

FIGURE 2.16: An example of BReps, in which a solid is represented by F
faces, E edges, and V vertices (Bowyer, 1996).

Spaces in indoor navigation are generally modelled as 3D volumes by BReps, such

as multilayered space-event model (Becker, Nagel, and Kolbe, 2009), and 3D object based

navigation (Boguslawski and Gold, 2009).

Voxels

Another idea of 3D space representation is using voxels (one kind of Spatial Occu-

pancy Enumeration) (Figure 2.17). Space is modelled by a set of cells with the same size

marked as obstacle or non-obstacle.

Based on this representation, navigation paths can be computed by checking the

availability of cell movements to their neighbours. This model supports navigation in

the 3D space by filling out the indoor space with the obstacle and non-obstacle cubes.

The obstacle cubes are further classified into insurmountable and surmountable ones to

facilitate 3D navigation. However, the performance of this approach depends on the

size of a voxel. If the voxels are too coarse, important information or space might be

lost, while fine voxels can increase the time for processing and need more memory to be

stored, which could be problematic for outdoor navigation.
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FIGURE 2.17: All spaces including walls are represented by voxels (Roden-
berg, Verbree, and Zlatanova, 2016; Li et al., 2019).

2.5 Navigation Path

Current navigation systems primarily take the travel distance (shortest) or time (fastest)

as the main criteria for optimal path planning (Kimmel, Amir, and Bruckstein, 1995;

Dudas, Ghafourian, and Karimi, 2009; Ghafourian and Karimi, 2009), although diverse

travel modes are considered, such as walking (Karimi, Jiang, and Zhu, 2013), driving

(Millonig and Schechtner, 2007b), transit (Zar and Sein, 2016), and cycling (Howard and

Burns, 2001). There are various algorithms can be used for computing the shortest path,

such as the Dijkstra algorithm (Dijkstra, 1959), A* (Zeng and Church, 2009), and Ant

colony (Kolavali and Bhatnagar, 2008).

A lot of research have been reported on personalized/agent-tailored navigation paths

for different agents, such as simplest (minimum/fewest turns) path (Duckham and Ku-

lik, 2003; Vanclooster et al., 2019), least/most-space-visited, least-obstruction (Liu and

Zlatanova, 2013), safe path (Andreev et al., 2015; Balata, Berka, and Mikovec, 2018; Cam-

bra, Gonçalves, and Moura, 2019; Wang and Zlatanova, 2019), health-optimal routing

(e.g., specific level of calories burn) (Sharker, Karimi, and Zgibor, 2012), and minimum

traffic related air pollution exposure (Alam, Perugu, and McNabola, 2018).
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2.6 Three International Standards Related to Navigation

2.6.1 IndoorGML

FIGURE 2.18: Part of IndoorGML navigation module UML diagram (OGC,
IndoorGML Lee et al., 2015).

The standard IndoorGML (Lee et al., 2015) is an international standard of Open

Geospatial Consortium (OGC). It is an open data model and has XML-based schema,

but for indoor needed to support navigation applications. IndoorGML aims to provide a

common framework for representation and exchange of indoor spatial information based
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on 3D spaces and network/graph. This standard is the most well-known standard for in-

door navigation based on 3D space-based navigation model.

The navigation module of this standard provides semantic information for indoor

space to support indoor navigation applications. As seen in Figure 2.18, there are two

classes in the navigation module, CellSpace and CellSpaceBoundary. A CellSpace is a se-

mantic class corresponding to one space object in the Euclidean primal space of one layer.

A CellSpaceBoundary is used to semantically describe the boundaries of each space object.

Space features are further classified into two groups: NavigableSpace and NavigableSpace-

Boundary. NavigableSpace represents all indoor spaces (e.g. rooms, corridors, windows,

stairs) that can be used by a navigation application. NavigableBoundary represents all

features that connect the navigation spaces (e.g. door).

FIGURE 2.19: Example of the indoor space modelling based on Breps in
IndoorGML (Lee et al., 2015).

IndoorGML defined the space as a space cell that is bounded by architectural com-

ponents, which is similar to the common understanding that indoor space is inside build-

ings (such as a house, or a commercial shopping centre), where people usually behave in.

Figure 2.19 illustrates an indoor scene with two rooms and two doors. Then all the build-

ing components(walls, doors) and indoor spaces themselves are represented, in which

B1 to B8 are walls, D1 and D2 are doors, while CellR1 and CellR2 are two indoor spaces.
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IndoorGML covers geometric and semantic properties relevant for indoor naviga-

tion in an indoor space. These spaces may differ from the spaces described by other

standards such as CityGML and IFC. In this respect, IndoorGML is a complementary

standard to CityGML and IFC to support location based services for indoor naviga-

tion. It should be noted that although some modifications have been proposed for the

IndoorGML navigation model (e.g., Alattas et al., 2018c), this research concentrates on

the current version 1.0.3 of the standard.

2.6.2 Industry Foundation Classes (IFC)

The most well-known international standard that represents spaces as 3D objects is

probably the Industry Foundation Classes (IFC) standard, developed by the International

Alliance for Interoperability (IAI) (buildingSMART International Ltd., 1996-2019). In this

standard, space is an area or a volume that is bounded by physically or imaginary ele-

ments. Spaces are intended to describe certain functions of the building. Commonly, a

space in the IFC standard is associated with a building/building storey, which indicates

that space is interior. However, it can also be associated with a construction site, case

in which that space is exterior. The space definition in Building Information Modelling

(BIM) serves therefore for a large number of purposes including calculations of energy

use, acoustic analysis, navigation, orientation within the building, egress simulations.

Property measurement and valuation-related standards define various types of interior

areas and volumes (Kara et al., 2018). These different types of area and volume defini-

tions show various different interpretations of interior spaces in the domain of property

and facility management.

As a major data exchange standard for BIM, the IFC standard is able to restore both

geometric information and rich semantic information of building components to support

indoor navigation. Thus, IFC building models have been used for indoor navigation

(Isikdag, Zlatanova, and Underwood, 2013; Lin et al., 2013; Boysen et al., 2014; Tang et al.,

2015). Lin et al. (2013) achieved the shortest path planning for 3D indoor spaces based

on IFC, in which they extracted both geometric and semantic information of building
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components defined within the IFC file， including IfcSpace, IfcWall, IfcDoor, etc., see

Figure 2.20.

FIGURE 2.20: The hierarchy structure of part of the currently defined el-
ements within the IFC architectural model. The elements that are high-
lighted in the gray background are processed in path planning (Lin et al.,

2013).

2.6.3 CityGML

City Geography Markup Language (CityGML) (Gröger et al., 2012) is an OGC stan-

dard for an open data model and XML-based format for the storage and exchange of vir-

tual 3D city models. It provides a generic semantic, attributes and relations of a 3D city

surface model. This is especially important for cost-effective sustainable maintenance of

3D city models, allowing reuse of data in different application fields. In this standard, a

large number of indoor and outdoor physical entities are given digital representations.
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Furthermore, One of the targeted application areas of CityGML is vehicle and pedestrian

navigation.

FIGURE 2.21: Road areas consist of traffic areas and auxiliary traffic areas
(Gröger et al., 2012).

In the current version 2.0 of CityGML, spaces are not explicitly mentioned, but no-

tations as rooms, doors, windows, being represented as volumes indicate that indoor

spaces are critical. The road areas consist of traffic areas and auxiliary traffic areas (Fig-

ure 2.21). The former includes pedestrian pavements and vehicle lanes, while the latter

consists of grass areas and tree areas.

In the CityGML data model, several classes available in that standard make it inter-

esting to work with for the purpose of detecting the semi-bounded spaces with upper

boundaries. Building elements like balconies, chimneys, dormers or outer stairs are rep-

resented by the BuildingInstallation class. The shell based representation provided by the

standard gives direct access to interesting components such as RoofSurface, GroundSur-

face, OuterCeilingSurface and OuterFloorSurface (Figure 2.22). Those latter elements are

allowed to be encapsulated or referenced by the boundedBy property of BuildingInstalla-

tion, along with WallSurface and ClosureSurface elements. Other elements of interest, such

as FloorSurface, CeilingSurface, InteriorWallSurface, and ClosureSurface are more relevant to



42 Chapter 2. Background

the indoor spaces. For this reason, they are allowed to be encapsulated or referenced by

the boundedBy property of the Room class.

FIGURE 2.22: Buildings components in CityGML shell model (Gröger et
al., 2012).

FIGURE 2.23: Representation of a road by 3D spaces in CityGML 3.0
(Kutzner, Chaturvedi, and Kolbe, 2020).

Although some modifications have been proposed for CityGML, this research con-

centrates on the current version 2.0 of the standard. For instance, the discussions on

introducing spaces as a generic class in CityGML 3.0 are on-going (Kutzner, Chaturvedi,
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and Kolbe, 2020). A road is represented to have a driving lane and two sidewalks (Figure

2.23). Then, the free spaces above the driving lane and the sidewalks are traffic spaces

(in blue); whereas, the ground surfaces (in green) are utilized as the lower boundary of

the traffic spaces. Moreover, the height of the traffic spaces and sidewalks spaces are set

as 4.5 m and 2.5 m respectively based on the standard heights of roads in Germany. In

addition, it also represents the clearance spaces in red.

2.7 Summary

The current seamless navigation practice that integrating indoor and outdoor navi-

gation network might be useful in specific situations, but seamless navigation is still not

full maturity. The general “unified” navigation model that integrating IndoorGML and

outdoor road/street-based navigation network is insufficient for the path planning of

seamless indoor-outdoor navigation. We argue that it is beneficial to utilize a unified 3D

space-based navigation model for seamless navigation in all living environments. De-

spite that different types of environments are different in several aspects (e.g., scale and

dimension, landmarks, positioning technologies), they are the same from the perspective

of navigation.

The main sources of the outdoor navigation networks are still road/street networks,

which often lead to incorrect or even restrictive paths (Bodgan and Coors, 2009). This

can be explained by the fact that the semi-bounded spaces are failed to be classified,

modelled and included in the navigation networks. As a result, the agents are guided to

have undesirable detours during their navigation, e.g., although agents can go through

a square directly, they are guided to have detours around it. Considering the navigation

is the continuous movement of agents from one 3D unoccupied and accessible space to

another, and all living environments can be observed as spaces, we argue that if these

missing 3D spaces into the navigation network can be added, the shortcomings men-

tioned above would be avoided.

The environments are commonly classified and defined as indoor and outdoor, and
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space is the proper term to represent/abstract environments. The semi-bounded spaces

are also considered in current research, especially in the field of building micro-climate

and thermal comfort, but they are still not well-defined.

Navigation happens not only in indoor and outdoor but also in semi-bounded en-

vironments. Thus, it is necessary to abstract/reconstruct all environments as 3D spaces,

although the formal 3D space reconstruction approaches are very limited. Existing ap-

proaches are focused either on 3D building shells or on the bare terrain. As a result,

terrain and 3D objects are maintained independently and integrated only for specific

purposes.

Seamless navigation path types are still insufficient. Although many personalized

or agent-tailored navigation paths are developed, almost all these navigation path types

are dedicated to either indoor or outdoor, rather than to seamlessly cover both. It can be

explained navigation systems are originally customized for indoor or outdoor only, and

another aspect is that they lack information about spaces for specific navigation purposes.

All three international standards represent 3D geometry according to the well-known

Breps to avoid redundancy. IFC and IndoorGML utilise 3D spaces to represent living en-

vironments. IndoorGML shows that the 3D space-based navigation network can support

indoor navigation. Thus, although IndoorGML is dedicated to indoor navigation only, it

is possible to extend CellSpace and CellSpaceBoundary in the navigation module to reflect

all possible spaces (indoor, outdoor and semi-bounded) and their boundaries to support

seamless navigation path planning.



CHAPTER 3

CONCEPTS AND TERMINOLOGY

This chapter introduces the concepts and terminology that are used in this research.

Using existing terms is the first choice, but either no existing terms can precisely convey

or there are no appropriate existing terms to represent the information this research wants

to present. For example, calling the structure that looks like a roof but only used for

reinforcement (e.g., Figure 4.8(a)) as a roof is inappropriate. Therefore, several new terms

are introduced in the second section.

The first section presents five existing concepts employed in this research, in which

agent is elaborated to clarify the recipients of navigation services. Other than that, foot-

prints, building height, terrain, and terrain intersection curve (TIC), which are related

to the 3D space reconstructions are included (Chapter 6). In the second section, eleven

new terms introduced by this research are presented, which consists of top, side, bottom,

topClosure, bottomClosure, sideClosure, gradient, physical boundary, virtual boundary,

space radius, and space height. They are introduced as the basic terms of the generic
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space definition framework (Chapter 4), attributes for the unified 3D space-based navi-

gation model (Chapter 5), and parametrized indicators of space size to help with selecting

spaces for navigation (Section 7.4). This chapter is partly based on my papers 5, 6, 7 and

8 (see Section 1.6).

3.1 Existing Concepts

3.1.1 Agent

Agents are users that use or engage in navigation activities or use resources offered

by spaces. Agents can be broadly categorised as humans and robots. Further based on

their locomotion modes, they can be classified into walking (pedestrians), rolling (e.g.,

trolleys, wheelchairs), flying objects (e.g., drones) or combinations of these. In navigation,

agents can vary in size and height and have certain requirements for spaces. Thus, agents

should not be regarded as 0D points in the navigation, but 3D objects.

The path planning tests of this research are conducted based on a pedestrian. The

definition of a pedestrian is a person travelling on foot, walking or running. Persons who

travel on tiny wheels such as roller skates, skateboards, and scooters or on the wheels

of self-balancing scooters are not considered as pedestrians because they have lost the

flexibility of pedestrians. For instance, pedestrians can walk on stairs, but persons using

(tiny) wheeled devices cannot unless they revert to travelling on foot.

FIGURE 3.1: A pedestrian is modelled as a 3D object.
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In this thesis, a pedestrian is abstracted as a cuboid that has a length (l), width (w),

and height (h) (Figure 3.1). According to the literature, moving people need extra buffer

space around them (Neufert et al., 1980), and they like to maintain a certain distance

from walls and obstacles as a comfort distance (Bosina et al., 2016). The two kinds of

buffer distances are denoted by lbu f and lcom respectively. As seen in Figure 3.2, the slash-

filled parts are physical structures, e.g., roofs and walls. The dashed lines indicate the

virtual boundaries of the space. Dot-filled (lbu f ) and grid-filled (lcom) parts are buffer

and comfortable distances respectively. Furthermore, taking the length direction as an

example, space can be classified into three cases based on the number of sides, in which

(a) has 0 side, (b) has 1 side, and (c) has 2 sides.

FIGURE 3.2: The size of the space required by a pedestrian. l′, w′, h′ de-
scribe the size of space required by an agent whose size is l, w, h. The
buffer and comfortable distances of width are not illustrated as the figures

are side views.

Thus, the minimum size of the space required by a pedestrian becomes {l′, w′, h′},

which can be computed by Equation 3.1.
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l′ = l + 2lbu f + kl ∗ lcom

w′ = w + 2wbu f + kw ∗ wcom

h′ = h + hbu f

(3.1)

where l, w, h = size of a pedestrian

lb, wb = buffer distances required by a moving pedestrian

lc, wc = comfortable distances required by a pedestrian to side(s) and/or obstacles

kl , kw = number of side(s) along the length and width (kl,w = {0, 1, 2})

hbu f = the buffer height required by a moving pedestrian

FIGURE 3.3: Dimensions and space requirements based on body measure-
ments (unit: mm). This figure is made based on the figures in Architects’

Data (Neufert et al., 1980).

On the basis of the size of a pedestrian (Figure 3.3) and the two types of buffer dis-

tances for a moving pedestrian, the parameters for a pedestrian are shown in Equation

3.2. The extra buffer space is considered in this research is 10% of the pedestrian size

(Neufert et al., 1980). The comfort distance is set as 10cm, because Bosina et al. (2016)
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found that pedestrians like to maintain around 10cm from walls and obstacles during

walking.



l, w, h = 625, 375, 1930

lbu f , wbu f = 62.5, 37.5

lcom, wcom = 100, 100

hbu f = 19.30

(3.2)

Then, considering that spaces generally are one or two side bounded, i.e., kl,w =

{1, 2}, a pedestrian is modelled as a 3D object with length (750mm < l′ < 850mm), width

(450mm < w′ < 650mm), and height (h′ > 1949.3mm) (Equation 3.3).

{l′, w′, h′} =



850, 450, 1949.3 kl = 1 & kw = 0

950, 450, 1949.3 kl = 2 & kw = 0

750, 550, 1949.3 kw = 1 & kl = 0

750, 650, 1949.3 kw = 2 & kl = 0

(3.3)

3.1.2 Footprints

A footprint is the shape (e.g., 2D polygon) representing projection of something (e.g.,

building) on a 2D plane (e.g., ground). The building footprint is the area used by the

building structure, which is defined by the perimeter of the building plan (Farlex, Inc,

2003-2019). The building footprint is fundamental for a number of urban precinct mod-

elling tools such as the Envision Scenarios Planner (Trubka et al., 2016). Except buildings,

city objects, such as streets and green areas, also have footprints (Beil and Kolbe, 2017).

Footprints of city objects can be found in a large number of different data sets, e.g.,

Open Street Map (OSM) (Fan et al., 2014), or reconstructed from airborne LiDAR data

(Zhang, Yan, and Chen, 2006; Hammoudi, Dornaika, and Paparoditis, 2009), or extracted

from digital surface models (Brédif et al., 2013).
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The footprints in this thesis are 2D polygons that represent projections of city ob-

jects, including buildings, shelters, roads, green areas, hand railings, enclosing walls,

and fences.

3.1.3 Building Height

Building height is a term to describe the vertical height of the building from the

ground. The building height is a piece of critical information for 3D building shell model

reconstruction based on the extrusion of footprints. Flat roofs or the accurate roofs may

bring in different heights for a building, which will result in different building shell 3D

models.

There are different ways to define the height of building, only the selection process

of the starting point is slightly different. For instance, Center (2002) defined the building

height as the average maximum vertical height of a building or structure measured at

a minimum of three equidistant points from finished grade to the highest point on the

building or structure along each building elevation. Architectural elements such as para-

pet walls, chimneys, vents, and roof equipment are not considered as part of the height

of a building or structure (Figure 3.4).

FIGURE 3.4: The building height defined by Center (2002).

Another way of measuring the building height is based on the highest and low-

est foundation points, if there is less than 3 metres elevation change between these two
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points, the height of the building is the distance from the highest foundation point to the

highest point of the building, otherwise, the height becomes the distance between the

lowest foundation point and the highest point1. For example, if the elevation changes be-

tween A and B for less than 3 metres (Figure 3.5), the height of the building is the distance

from the highest foundation point (A) to the highest point of the building (D), otherwise

the height becomes the distance between B and D.

FIGURE 3.5: The rule of measuring building height. The A and B are the
highest and lowest foundation points respectively, C and E are on the same
plane with A, F is the mid-point of foundation, and D is the highest point

of the building.

This thesis considers the height of a building is the distance from the mid-point of

the foundation to the highest point of the roof, no matter if the elevation change between

the highest foundation point and lowest foundation point is more/less than 3 metres.

For instance, the height of the building in Figure 3.5 is the distance between F and D.

Therefore, the definition of building height is: the average maximum vertical height of a

building or structure measured at a minimum of three equidistant points from mid-point

of foundation to the highest point on the building or structure along each building eleva-

tion. Architectural elements of a building or structure, such as parapet walls, chimneys,

vents, and roof equipment are not considered part of the height of a building or structure.

1http://centralpt.com/upload/375/4785_Buidling%20Height%20Definition.pdf

http://centralpt.com/upload/375/4785_Buidling%20Height%20Definition.pdf
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3.1.4 Terrain & Terrain Intersection Curve (TIC)

A terrain is referred to as ground or a tract of ground, especially with regard to its

natural or topographical features or fitness for some use (Collins, 2019). In the digital

domain, the Earth’s surface is commonly modelled by means of Digital Terrain Model

(DTM) (Brandli, 1996), such as Triangulated Irregular Network (TIN), which is an ef-

ficient alternative to the dense grid Digital Elevation Model (DEM) to present terrain

surface (Lee, 1991). It represents a surface formed of non-overlapping contiguous trian-

gular facets that are with irregular sizes and shapes, which can can describe in an intu-

itive way the continuous elevation changes of terrain. There are other alternative names,

which also may represent different products, such as Digital Height Model (DHMs), Dig-

ital Ground Model (DGMs), as well as Digital Terrain Elevation Models (DTEMs). In

this research, a terrain is a DTM that represented by Constrained Delaunay triangulation

(CDT).

FIGURE 3.6: TerrainIntersectionCurves (TIC) in CityGML. The TIC is shown
in bold black curve.

TerrainIntersectionCurve (TIC) is a curve that indicates where 3D objects are touching

the terrain (Figure 3.6), which is introduced by the CityGML to address the topological

issue that the 3D objects may float over or sink into the terrain will occur when inte-

grating 3D city objects with the terrain. That is, the terrain is locally fixed to fit the TIC.

In this research, the TIC ensures correct positions and topological relationships between
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reconstructed 3D spaces and the DTM.

3.2 New Introduced Terminology

As seen in IndoorGML (Section 2.6.1), a CellSpaceBoundary is used to semantically

describe the boundary of each CellSpace object. In other words, all of the boundaries share

the same name “CellSpaceBoundary". On closer inspection, they are different. For the

(room) space, walls act as surrounding boundaries, roofs as upper boundaries, and the

floors as lower boundaries. To give formal names, several terms are introduced to define

and distinguish the boundaries and their attributes. Furthermore, it is also necessary to

characterize size and bottom slope of spaces to determine whether they can be used for

navigation, that is, those spaces that are too small to accommodate a pedestrian or whose

bottom is too steep for pedestrians to stay on its bottom surface need to be excluded. In

this section, they are given precise and detailed definitions.

3.2.1 Generalized Terms for Building Structures

Roof, wall, and floor/ground are three basic building elements, which play critical

roles in defining the structural boundaries for spaces. To allow more complex boundary

configurations to be considered, this research employs three generalized notions instead:

Top, Side, and Bottom to replace the three building elements. For example, a roof is a top

while the opposite is not always true. Similarly, a wall is always a side, but a side is not

necessarily a wall.

Top: A top is a structure above the ground, with the capability to cover a space under

it. It provides a physical or virtual upper boundary to a space. A physical top can stand

as (i) protection from weather conditions (e.g., rain, wind, cold, heat) or (ii) a limitation

to estimate clearance (e.g., for flying or carrying large items). The areas delineated with

red rectangles in Figure 3.7(a) and 3.7(b) illustrate respectively a roof and a top. The top

can be a human-made or natural structure/object (e.g., wood, stone, tree).
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(a) Roof (b) Top

FIGURE 3.7: Example of roof and top (red rectangles).

Side: A side is a structure that encloses a space from lateral directions. It stands as

a physical or virtual surrounding boundary of a given space. A physical side and can

act as (i) protection from weather conditions (e.g., wind) or (ii) a limitation to estimate

entering possibilities (e.g., getting around to find a door, or flying above). To a certain

extent, a physical side is more like a fence, although it may have similar functions as a

wall, such as carrying a load (e.g., load-bearing pillars). A side can be used to delimit or

prevent people to enter or exit. The blue rectangles in Figure 3.8(a) and 3.8(b) illustrate

respectively a wall and a side. Similarly to a top, a side can be man-made (e.g., wall,

fence) or a natural structure/object (e.g., tree, river).

(a) Wall (b) Side

FIGURE 3.8: Example of wall and side (blue rectangles).

Bottom: A bottom is a structure that encloses a space from the lower direction and
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offers a platform where pedestrians can stand on it. Similar to the two former structures, a

bottom can be an artificial (e.g. floor or slab) or a natural structure/object (e.g., ground).

In this work, the ground/floor is assumed to be the default bottom structure and has

always been assumed to be present. That is, space starts at the bottom. If there is no

bottom, there is no space. The areas marked by white arrows in Figure 3.9(a) and 3.9(b)

illustrate respectively a floor and a ground.

(a) Floor (b) Ground

FIGURE 3.9: Example of floor and ground (marked by white arrows). Both
act as the bottoms of spaces.

3.2.2 Closure of Generalized Building Structures

To quantify the level of closure of the three structures, three other notions topClo-

sure, sideClosure, and bottomClosure are introduced, in which the notion of sideClosure has

been reported in the research (Beirão, Chaszar, and Čavić, 2015). The closures are three

coefficients that have only numerical values. Their definitions are the following:

topClosure (CT): the topClosure is a coefficient that expresses how much a space

is physically bounded from its top. It corresponds to the ratio between the substantial

(material) area and the entire area of the top boundary structure.

bottomClosure (CB): the bottomClosure is a coefficient that expresses how much a

space is physically bounded on its bottom. It is then the ratio between the substantial

(material) area and the entire side area of the bottom boundary structure.
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sideClosure (CS): the sideClosure is a coefficient that expresses how much a space is

physically bounded on its sides. It is defined as the ratio between the length of side parts

physically enclosed by substantial (material) and the total side(s) length.

The CT and CB are similar, which can be computed by the Equation 3.4. The CS can

be computed by Equation 3.5.

CT/B = a_e/a_t (3.4)

where CT/B corresponds to either CT or CB, while a_e and a_t are the area of the

enclosed part, and the total area of the top/bottom respectively.

CS = l_e/l_t (3.5)

where CS corresponds to sideClosure, while l_e and l_t are the length of physically

enclosed part of surrounding boundary and the total length of surrounding boundaries

respectively.

Two simplified cases are employed to visually illustrate the computations of the CT,

CB and CS (Figure 3.10). In the two cases, the slash-filled parts are physical structures,

while the rests are empty.

(a) Top view of a top/bottom (b) Top view of a side

FIGURE 3.10: Illustration of closure computation, in which the slash-filled
parts are physical structures. l0 to l5 are the length of the physically closed
parts; L and W are the length and width of the top/bottom/side respec-

tively.
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The first case (Figure 3.10(a)) illustrates the closure computation of top/bottom, in

which the area of the enclosed part is a_e = l0 ∗W + l1 ∗W + l2 ∗W + l3 ∗W while the

total area of the top/bottom is a_t = L ∗W, thus, the top/bottom closure of the case can

be computed based on Equation 3.4, i.e., CT/B = a_e/a_t = (l0 ∗W + l1 ∗W + l2 ∗W +

l3 ∗W)/(L ∗W).

In comparison, the CS of the case (Figure 3.10(b)) is CS = l_e/l_t = (l0 + l1 + l2 +

l3 + l4 + l5)/(2L + 2W), in which thee length of physically enclosed part of surrounding

boundary is l_e = l0 + l1 + l2 + l3 + l4 + l5 and the total length of surrounding boundaries

is l_t = 2L + 2W.

FIGURE 3.11: The abstraction of top, side, and bottom, and estimation of
their closure.

Figure 3.11 illustrates how the top, side, and bottom are abstracted and how the CT,

CS and CB are estimated for three real built structures. The spaces are sketched as closed

boxes. We estimate the area of each polygon of the box, compute the closure per polygon
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and average the closures when more that one polygon is involved.

The first case is a pergola, which has dimensions 4 ∗ 1 ∗ 2.5 = 10. The total area

a_t of the top is 4 ∗ 1 = 4 and a_e is 2.5 , because the top has 25 beams (each is 1 ∗ 0.1).

Thus, CT = a_e/a_t = 2.5/4 = 0.625. The space has four sides and one bottom, in

which two sides are concrete walls (length of each is 1), and another two sides (each is

4) are entirely open. Therefore, CS = l_e/l_t = 2/10 = 0.2, where l_e = 1 ∗ 2 = 2 and

l_t = 1 ∗ 2 + 4 ∗ 2 = 10. The bottom of this case is the part of the top projected vertically

on the ground, thus, CB = 1. The second case is an eave case, thus its CT is 1. This space

has one totally enclosed side (each is 10) and three open sides (10 + 1.5 ∗ 2). Therefore,

the average of the four enclosures is computed and CS = 0.43. Similar to the first case,

the bottom of this case the part of the top projected vertically on the ground, thus its

CB = 1. The third case is a roof terrace. The space has dimensions (12 ∗ 12 ∗ 3). It has no

top, hence its CT = 0 and CS = 0.93. The CB of this case is also 1.0, but the bottom of this

case is the whole roof.

3.2.3 Gradient

Some built structures have slopes (e.g., inclined roofs/pavements to permit rainwa-

ter to run off), and these structures also may act as the top, side or bottom of some spaces.

In other words, boundaries can be tilted at an angle. The gradient is marked as (G). This

characteristic of a boundary is introduced to distinguish the side from top and bottom,

specifically, if the G of a boundary is 90o, it is a side, otherwise, it is a top or bottom.

Furthermore, this term can help to consider whether the slope of a bottom is moderate

enough to ensure agents can have activities on it.

The G of a (polygon) component is referenced to a virtual XY plane. The normal

vectors of a component and virtual XY plane are
−→
A = (a, b, c) and

−→
B = (0, 0, d), respec-

tively (Figure 3.12). Then, the gradient can be calculated by Equation 3.6, where the unit

is degrees:

G = arccos(
|c× d|

d
√

a2 + b2 + c2
)× 180

π
(3.6)
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FIGURE 3.12: Illustration of the Gradient computation.

3.2.4 Physical/Virtual Boundary

All the top/side/bottom are boundaries for spaces, but it is necessary to distinguish

if a boundary is physical or virtual. Because, for navigation, physical and virtual bound-

aries show different properties in navigation. Generally, the physical boundaries of a

space are impassable for agents and virtual boundaries only indicate the borderlines.

Their definitions are the following:

Physical Boundary: a physical boundary of a space is the boundary formed by a

physical structure(s).

Virtual Boundary: a virtual boundary of a space is the imaginary boundary that

used to allow space enclosure.

The following illustrations intuitively show how the different boundaries are em-

ployed to picture semi-bounded spaces.

There are two semi-bounded environments with tops: a bus stand and a gazebo

(Figure 3.13). The hollow parts below their roof(s)/shelter(s) are semi-bounded spaces.

The bus stand has five physical boundaries on the same plane: a quadrilateral top (A),

three sides (B, C, and E), and a bottom (D). To make it as an enclosed 3D volume, two

more missing virtual boundaries (C1 and F) are needed. Therefore, the boundaries A,

B, C, D, and E are physical, while C1 and F are virtual. The gazebo has eight physical

boundaries (A to H): A to D are four physical tilted triangular tops; E, F, and G are three

physical sides; and H is the physical bottom. So, in this example, four virtual boundaries
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(E1, F1, G1, and I) are needed to make an enclosed space. The two scenes show that the

shapes of boundaries are not limited to quadrilaterals and that they can be tilted.

FIGURE 3.13: Two examples of semi-bounded spaces with tops.

FIGURE 3.14: An example of a semi-bounded environment without tops.
(a) yard; (b) physical boundaries; (c) virtual boundaries; (d) semi-bounded

space.

Similarly, a yard is utilised to illustrate a semi-bounded environment without tops
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and how space is employed to picture it (Figure 3.14(a)). The hollow part within the

fences and walls is the semi-bounded space. In Figure 3.14(b), A, B, C, D, and F are

physical sides, and E is the bottom; G and H in Figure 3.14(c) are needed virtual top

and sides when enclosing the space as an enclosed 3D volume. Thus, this semi-bounded

environment is successfully pictured as a 3D space by physical and virtual boundaries

(Figure 3.14(d)). It should be noted that, theoretically, the height of this semi-bounded

space can be arbitrary, but in this illustration, the height is set as that of the highest wall(s).

3.2.5 Space Radius and Space Height

As mentioned in Section 3.1.1, the agent of this research is a pedestrian, who is mod-

elled as a 3D object, thereby having certain requirements for spaces. Thus, considering if

spaces are large enough to accommodate a pedestrian, the spaces employed for naviga-

tion should be selected based on their size.

(a) (b)

FIGURE 3.15: (a) Space radius (rs), space height (hs) and Gradient (G). Blue
polygons are physical boundaries, while olive green polygons are virtual.
(b) The minimum space required by a pedestrian. It is modelled as cylinder

with bottom radius
√

l′2 + w′2/2 and height h′.

For the cuboid spaces, their size can be represented as a triple: {length, width and

height}. It is convenient for evaluating them by compare these three items with that of
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the minimum space required by pedestrian ({l′, w′, h′}, Equation 3.3) respectively. How-

ever, the spaces are not always cuboids, which makes this direct way not always valid.

Therefore, Space Radius (rs) and Space Height (hs) are introduced (Figure 3.15(a)). Then,

the both cuboid and non-cuboid spaces can be evaluated with the same way.

The definitions of the two terms are the following:

Space Radius (rs): it is the radius of the maximum inscribed circle of the bottom

projection. The computation process of the projection is projecting the bottom onto a

virtual geometric XY plane along the Z− direction.

Space Height (hs): it is regarded as the minimum height based on boundaries that

touch the top and bottom at the same time.

To evaluate the non-cuboid spaces, the minimum space required by a pedestrian is

further modelled as a cylinder, in which the bottom of the cylinder is the minimum cir-

cumscribed circle of the minimum required space (i.e., its bottom radius is
√

l′2 + w′2/2),

and the height of the cylinder is equal to the height of the minimum required space (i.e.,

its height is h′), see Figure 3.15(b). Then, the evaluation process evolved into two steps:

the first step is to compare the rs with
√

l′2 + w′2/2, and the second step is to compare

the hs with h′. Only when spaces meet the following two conditions at the same time will

be selected (Equation 3.7). Namely, (i) the space radius is larger or equal to the radius of

the minimum circumscribed circle of the minimum space required by a pedestrian, and

(ii) the space height is larger or equal to the height of the minimum space required by a

pedestrian.


rs ≥

√
l′2 + w′2/2

hs ≥ h′
(3.7)

where rs is the space radius while hs is the space height. l′, w′, h′ are the length,

width, and height of the minimum space required by a pedestrian respectively.
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3.3 Summary

This chapter presents five existing concepts that are used in this research, includ-

ing agent, footprint, building height, terrain, and terrain intersection curve (TIC). The

agent is needed for the space selection and tests of path planning (Chapter 7). Footprint,

building height, and terrain are critical information for the reconstruction of the building

shells (Section 6.3). The TIC ensures correct positions and topological relationships be-

tween reconstructed 3D spaces and the terrain (Chapter 6). It should be noted that, for

this research use, we pruned definitions of agent, footprint, building height. In particu-

lar, the notion of an agent is specified as a pedestrian with a specific size. Building height

is specified based on the mid-point of the foundation and the highest point. The notion

of the footprint is extended to include not only the footprints of buildings, but also other

city objects, such as shelters, roads, and green areas.

Other than the existing concepts, eleven novel terms are introduced by this research,

including Top, Side, Bottom, topClosure, sideClosure, bottomClosure, Gradient, Physical

Boundary, Virtual Boundary, Space Radius, and Space Height. The first three generalize

notions for building structures are introduced to allow more complex boundary configu-

rations to be considered. The three closures are introduced to quantify the level of closure

of the three structures. These six terms are further being used for supporting more re-

fined space definition in the generic space definition framework (Chapter 4) and also be

utilized as attributes for the unified 3D space-based navigation model (Chapter 5). The

Gradient of a boundary is introduced to distinguish between top, bottom and side. If the

Gradient of a boundary is 90o, it is a side, otherwise, it is a top or bottom. Physical Bound-

ary and Virtual Boundary bring in a key difference for a boundary in navigation, i.e., the

former acts as obstacles while the latter only indicates the borderlines of a space. The last

but not the least two terms are Space Radius and Space Height, which are parametrized

indicators of space size to help with evaluating if the space is large enough to accommo-

date a pedestrian (Section 7.4).





CHAPTER 4

GENERIC SPACE DEFINITION

FRAMEWORK

Current research on space classifications and definitions are mainly notion-based or

example-based. This chapter introduces a generic space definition framework, which

brings in systematic and parametric definitions for all types of spaces where the naviga-

tion activities may happen. The definitions can support the development of algorithms to

enclose semi-bounded and entirely open spaces. As such, this framework ensures a uni-

form parametrized space definition that enables the inclusion of all types of spaces into

the navigation map for seamless navigation path planning. The generic space definition

framework that formally define and classify all the spaces where the navigation activ-

ities happen as the union of four types of spaces: indoor (I-space), outdoor (O-space),

semi-Indoor (sI-space) and semi-Outdoor (sO-space), as expressed in equation 4.1. It is
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necessary to point out that: (i) this classification means the semi-bounded spaces are clas-

sified and defined as semi-indoor and semi-outdoor; (ii) any space for navigation must

belong to one of the four defined categories; and (iii) all the four types of spaces are

completely bounded by boundaries and separated from each other. They may share a

point, edge, or face (boundary), but they do not have any overlaps between each other.

Their formal definitions are shown in the following sections. This chapter is based on my

papers 5 (see Section 1.6).

S = I
⋃

O
⋃

sI
⋃

sO (4.1)

where S, I, O, sI, and sO denote Space, I-space, O-space, sI-space, and sO-space

respectively.

4.1 Space Definitions

4.1.1 Descriptive Definition

The characteristics of different environments (spaces) (Table 4.1) give hints to distin-

guish them from the structures: Top, Side, Bottom, and entirely bounded. The definitions

of Top, Side, Bottom are introduced in Section 3.2.1. On the basis of their characteris-

tics, indoor and outdoor spaces are easily identified, because an indoor space is entirely

bounded by top, side, and bottom while an outdoor space has bottom only.

TABLE 4.1: Characteristics of living environments (spaces), in which “X"
denotes a space has the structure while “×" denotes has not.

Environments (Spaces) Top Side Bottom Entirely bounded

Indoor X X X X
Outdoor × × X ×

Semi-indoor X X/× X ×
Semi-outdoor × X X ×

Semi-bounded environments are further categorised as semi-indoor and semi-outdoor,

i.e., the semi-bounded environments with upper boundaries are classified and defined as
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semi-indoor spaces, while that without upper boundaries as semi-outdoor. The reason

why such two names (semi-indoor, semi-outdoor) are employed is the semi-indoor space

is more similar to indoor while semi-outdoor is similar to outdoor. In particular, sI-spaces

have tops and that have a significant influence on the climate of the space. sO-spaces are

open from the upper direction like outdoor spaces. The biggest difference between them

is the former is partly or entirely enclosed from surrounding directions, but the latter is

entirely unbounded. Thus, during navigation, agents like pedestrians/vehicles can visit

an outdoor space from all surrounding directions, while they have to go through specific

structures (door/entrance or similar) to visit a semi-outdoor space.

Then, the descriptive definitions of the four categories of spaces are the following:

• Indoor (I-space) is the spaces that physically and entirely enclosed by tops, sides

and bottoms.

• Semi-indoor (sI-space) is the spaces that are semi-open to the outdoors, physically

enclosed by top(s) in the upper direction, and may have a side(s) but is not phys-

ically enclosed completely like indoor. The bottom is assumed to be present by

default.

• Semi-outdoor (sO-space) is the spaces that are open to the outdoor from the top

direction but enclosed by physical sides from surrounding directions.

• Outdoor (O-space) is the spaces in the outdoor that completely open from the top

and surrounding directions.

4.1.2 Quantitative Definitions

The descriptive definitions only provide impressions about space classification, which

still cannot define spaces precisely and quantitatively. For instance, based on the de-

scriptive definitions, both the spaces, bus stand (Figure 1.2(b)) and wood pergola (Figure

1.2(f)) should be classified as sI-spaces, however, they have a very big difference when

focusing on their tops. The top of the former is a shelter that can be used for sun and
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rain protection, while that of the latter has only decorative and structural reinforcement

function. For navigation use, it is more reasonable to classify the bus stand as an sI-space

while the wood pergola as an sO-space or O-space. Therefore, this research further pro-

vides the quantitative definitions based on top closure (CT) and side closure (CS).

(a)

(b)

FIGURE 4.1: The CT and CS of different spaces. CT and CS are two physical
structure parameters. α, β, γ, δ, and η are five thresholds. (a) sharply
classify space into two categories, sI-/I-space, and sO-/O-space, by using
η of CT ; (b) classify sI-/I-space into I-space and sI-space, and sO-/O-space
into sO-space and O-space, by employing other four thresholds (α, β, γ,

and δ).
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This section introduces five thresholds: α, β, γ, δ, and η to provide an estimate of

CT and CS of a space, in which α, β and η are dedicated for CT while γ and δ for CS. By

controlling these thresholds, the spaces are defined and classified quantitatively. Figure

4.1 offers a visual clue on how these thresholds define the boundaries and consequently

the different spaces. On the two axes, the values of CT and CS are represented, where 0

means no closure and 1 means total closure.

Thresholds for CT

The three threshold values related to CT: α, β and η

- η allows to distinguish between indoor and outdoor spaces. A space with a CT ≥ η

is either an I-space or a sI-space. Otherwise, it is an O-space, or a sO-space.

- α is a closure value of the O-spaces. Specifically, a space with a CT ≥ α cannot be

an O-space. It must be a sO-space, I-space, or sI-space.

- β is the lower threshold of the I-spaces. Thus, a space with CT < β cannot be an

I-space. I must be a sI-space, sO-space, or O-space.

η illustrates how critical the notion of CT is in determining whether space is closer

to the indoor or the outdoor space, see Figure 4.1(a). Because the notion of indoor is

hardly feasible without a minimum of a top bounding element to space, as reflected in

the literature. But different constraints apply to the CS, see Figure 4.1(b).

Thresholds for CS

The two threshold values related to CS: γ and δ.

- γ is the upper threshold for the O-spaces with respect to CS. A space for which

CS ≥ γ cannot be an O-space. It must be sO-space, sI-space or I-space.

- Similarly, δ is the lower threshold of the I-spaces such that a space with a CS ≤ δ

cannot be an I-space. It must be sI-space, sO-space or O-space.
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Unlike the CT, CS gives the meaning of the boundary between the indoor and the

outdoor, but it is less critical in our framework. It provides estimates for the limits of

the I-space and O-space but does not affect sO-space and sI-space. For this reason, only

two thresholds are introduced and must be combined with the three thresholds of the

CT. Using the closure coefficients and their ranges, the four space types can be formally

defined.

Quantitative Definitions

A space S(CS, CT) can be defined as being one of the four types of space, as follows

(Equation 4.2):

S(CS, CT) =



O if CS < γ and CT < α

sO if CS ≥ γ and CT < α

or α ≤ CT ≤ η

sI if CS ≤ δ and CT > η

or η ≤ CT < β

I if CS ≥ δ and CT ≥ β

(4.2)

FIGURE 4.2: Flowchart of the space definition framework.
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Figure 4.2 illustrates the process of space identification. As mentioned above, CT is

critical to distinguish between the two indoor and two outdoor spaces. More top clo-

sure intuitively leads from outdoor to indoor. Outdoor space is actually never physically

bounded but rather bounded by structures of the other subspaces surrounding it (sO-

space, sI-space or I-space).

Figure 4.3 shows sketches of possible cases along with real scene examples to illus-

trate an application of the definition framework on spaces relevant to navigation.

FIGURE 4.3: Definitions of the spaces based on the definition framework.

4.2 Illustration of Thresholds and Space Classification

To provide a sense of the types of closure and help in understanding the selected

thresholds, this research uses several simplified cases to illustrate the thresholds of CT

and CS.

4.2.1 Thresholds of CT

For the visually sensing the thresholds of CT, a simple rectangular structure is em-

ployed, which provides four example closures, see Figure 4.4.
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FIGURE 4.4: The structure with four different closure cases, in which the
gray parts are enclosed (a_e), while white parts are open. Size of the exam-

ple structure (a_t) is 2 ∗ 1(m2).

The size of the example structure in Figure 4.4 is 2 ∗ 1(m), i.e., a_t = 2 m2. a_e has

different values in the four cases. In case (a), a_e = 0.1 m2 and therefore CT = 0.05.

Similarly, the closure of the remaining cases can be computed. a_e (gray parts) of case

(b), (c), and (d) are 1.2 m2, 1.9 m2, and 2 m2, their CT are 0.6, 0.95, and 1 respectively.

Visually, the first two cases (a) and (b) give the impression of being not well-sealed,

while the second two cases (c) and (d) look like better sealed. On the basis of this visual

inspection, this research sets the values of the three thresholds (α, β, and η) for CT in

Figure 4.1 as: α = 0.05, β = 0.95, and η = 0.6.

4.2.2 Thresholds of CS

Based on occurrence of physical surrounding boundaries, the sO-spaces and O-spaces

can be simplified into six cases (Figure 4.5), in which the case with two surrounding

boundaries have two different variations (Figure 4.5(c) and (d)). Base on the Equation

3.5, the CS of the six cases can be computed, i.e., CS
a = 0, CS

b = 0.25, CS
c = CS

d = 0.5,

CS
e = 0.75, and CS

f = 1.

The space differences can be clearly seen by visual inspection, however, it is still

challenging to classify them into sO-space and O-space quantitatively. Hence, for the
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presentation purpose, this research sets the threshold of CS on the basis of the visiting

pattern of sO-space (go through a door/entrance or a similar structure when the agent is

a pedestrian or vehicle), i.e., γ = 0.75 and δ = 0.95. If a space without upper boundary

structure, but its CS ≥ 0.75, it is a semi-outdoor space, otherwise, it is outdoor. Thus, the

six cases in Figure 4.5, (a), (b), (c), and (d) are classified as O-spaces, whereas (e) and

( f ) are sO-spaces. It should be noted that CS of (c) can be more than 0.75 when its length

larger than three times of its width. If so, space is also classified as an sO-space. This

illustration intuitively shows that “urban canyons" spaces, i.e., small roads/alleys spaces

surrounded by high buildings, might end up being sO-spaces or O-spaces.

FIGURE 4.5: Top view of length of surrounding boundaries of square
spaces, where slash-filled parts are concrete walls. (a) no wall; (b) one

wall; (c) and (d) two walls; (e) three walls; (f) four walls.

4.2.3 Example of Quantitative Definitions

The five thresholds (α = 0.05, β = 0.95, γ = 0.75, δ = 0.95, and η = 0.6) imply that

if a space has a top (CT ≥ 0.6), it is I-space or sI-space. Then, if CT ≥ 0.95 and CS ≥ 0.95,

the space is I-space, otherwise, it is sI-space. If a space has a top with CT < 0.6, it could be

a sO-space or O-space. Further, if its CT < 0.05 and CS < 0.75, it is an O-space, otherwise

it is a sO-space, see Equation 4.3.
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S(CS, CT) =



O if CS < 0.75 and CT < 0.05

sO if CS ≥ 0.75 and CT < 0.05

or 0.05 ≤ CT ≤ 0.6

sI if CS ≤ 0.95 and CT > 0.6

or 0.6 ≤ CT < 0.95

I if CS ≥ 0.95 and CT ≥ 0.95

(4.3)

The effect of these example thresholds on the boundaries between the different spaces

is shown in Figure 4.6. The normalization of the coefficients CT and CS gives the wrong

impression that I-space and O-space are very insignificant and most of the spaces can

be classified as sO-space and sI-space. As seen in the examples below, many of the real-

world cases have closure close to 1. This means that the orange and green areas in the

figure, although showing up as very large, represent a relatively small number of real-

world cases.

FIGURE 4.6: Space classification based on the example values of five
thresholds.

It should be noted that these values are examples and further research is needed

to estimate the effect of closure in diverse situations and environmental conditions, and
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specify them more accurately.

4.2.4 Classification of Several Real Cases

Using the introduced five thresholds, the three spaces in Figure 3.11 can be classi-

fied, in which the pergola and eaves are classified as sI-spaces while the roof terrace as

sO-space. Figure 4.7 shows more examples of built scenes with a number of built envi-

ronments: (a) Room; (b) Open-air; (c) Gas station; (d) The overhanging roof part; (e)

Overpass; ( f ) Porch; (g) Bus stand; (h) Courtyard; (i) Roof terrace with outside stairs;

(j) Yard with fence; (k) Road with side fence; (l) Stadium. Following the same approach

as explained above, their coefficients CT and CS are estimated. The results of the compu-

tations are given Table 4.2.

TABLE 4.2: Estimated CT and CS of the example structures.

Figure Structure CT CS Space Type

Fig 4.7(a) Room 1.0 1.0 I-space
Fig 4.7(b) Open air 0.0 0.0 O-space
Fig 4.7(c) Gas station 1.0 0.0 sI-space
Fig 4.7(d) Overhanging roof 1.0 0.42 sI-space
Fig 4.7(e) Overpass 1.0 0.25 sI-space
Fig 4.7(f) Porch 1.0 0.83 sI-space
Fig 4.7(g) Bus stand 1.0 0.65 sI-space
Fig 4.7(h) Courtyard 0.0 0.88 sO-space
Fig 4.7(i) Roof terrace 0.0 0.8 sO-space
Fig 4.7(j) Yard 0.0 0.93 sO-space
Fig 4.7(k) Road with fence 0.05 1.0 sO-space
Fig 4.7(l) Stadium 0.0 0.8 sO-space

As visible from the examples, many of the cases can easily be classified if their di-

mensions and closure are known. However, the reality might be not that simple: the

dimensions might be not available or the closure not is possible to be estimated. A good

example is a stadium. In this research, two spaces are defined: one above the football

field and one (or more) under the stadium roof. However, if the entire space (football

field and audience space) is considered as one, the stadium space might appear to be

sI-space. Other examples are weakly closed spaces for which it is difficult to conclude on
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(a) I-space (b) O-space (c) sI-space

(d) sI-space (e) sI-space (f) sI-space

(g) sI-space (h) sO-space (i) sO-space

(j) sO-space (k) sO-space (l) sO-space

FIGURE 4.7: Some space examples of built scenes.

a closure. Figure 4.8 shows more cases of weakly top-bounded spaces for which the top

has only a decorative (Figure 4.8(a)) or structural reinforcement (Figure 4.8(b)) function.

The spaces below them are O-spaces, due to the low CT that those structures present. In

Figure 4.8(c), space corresponds to an sO-space, although the CS is made up of vegetation

fences and houses.
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(a) O-space (b) O-space (c) sO-space

FIGURE 4.8: Structures of space have weak characteristics.

Furthermore, it cannot be concluded that specific structures can always be associated

with the same type of space. For example, Figure 4.9 illustrates the case of a bridge

between two buildings. While the first one is an I-space (Figure 4.9(a)), the second one is

a sI-space (Figure 4.9(b)), and the third one a sO-space (Figure 4.9(c)). The bridge spaces

in (a) and (b) have tops and sides, but the CT and CS of the former are nearly 1, while the

CS of the latter is at most 0.9. The bridge space in (c) has no top, but its CS is more than

0.75. All of the spaces under these bridges correspond to sI-spaces.

(a) I-space (b) sI-space (c) sO-space

FIGURE 4.9: Bridges between two buildings.

4.3 Summary

This chapter presents the generic space definition framework. We have classified and

defined the living environments where navigation can happen as four types of spaces: in-

door (I-space), outdoor (O-space), semi-indoor (sI-space) and semi-outdoor (sO-space).

Following this framework, any space can be classified uniquely into one of the four
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categories, which provides a basis for integrated and seamless indoor/outdoor naviga-

tion. Based on the developed definitions, sI-spaces and sO-spaces can be used in naviga-

tion systems, providing the ability to further tune the paths according to the navigating

agents’ requirements.

This framework controls classifications and definitions of the I-space, O-space, sI-

space and sO-space by thresholds of their topClosure (CT) and sideClosure (CS), which

brings flexibility to the space classification and definition. Thus, it is possible for other

space-based models to rely on it and further using the same network extraction ap-

proaches across the built environment, thereby providing a seamless navigation solution.



CHAPTER 5

SPACE-BASED NAVIGATION MODEL

AND NEW PATH OPTIONS

For seamless navigation use, information of spaces and space boundaries are neces-

sary, such as the type of space (indoor, outdoor, semi-indoor, or semi-outdoor), category

of a boundary (top, side, or bottom), type of a boundary (physical or virtual ), closure of a

boundary (topClosure, sideClosure, and bottomClosure). As mentioned in Section 2.6.1,

the OGC standard IndoorGML is an open data model and has an XML-based schema,

which provides a common framework for representation and exchange of indoor spatial

information based on 3D spaces and network/graph. However, in the navigation mod-

ule of current IndoorGML, a CellSpace only represents indoor spaces, i.e., this standard

currently only supports for indoor navigation applications. Moreover, CellSpaceBoundary

merely describes the geometry of space boundaries. To represent, structure and manage

the necessary information of seamless navigation in a unified way, this chapter presents
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a unified 3D space-based navigation model, which re-uses the theoretical background of

the IndoorGML and extends the concept of CellSpace and CellSpaceBoundary.

Based on one types of the introduced spaces - semi-indoor space, we put forward

two new path options: the Most-Top-Covered path (MTC-path) and path to the Nearest

sI-space from departure (NSI-path). The two new path options are developed to meet

the user’s pursuit of the protection from top direction during their navigation.

In the following sections, the 3D unified space-based model is firstly presented.

Then, several parameters for reflecting navigation network and navigation path, MTC-

path, NSI-path, as well as a path selection strategy are introduced. This chapter is based

on my papers 1 and 2 (see Section 1.6).

5.1 Attributes and Spatial Schema

This research extends CellSpace and CellSpaceBoundary to reflect all possible spaces

and their boundaries. The UML diagram of the unified 3D space-based navigation model

is shown in Figure 5.1.

In this model, all the classes come from IndoorGML. Thus, the two classes in the

navigation module, CellSpace and CellSpaceBoundary remain the same definitions. But,

CellSpace is extended to include not only I-space, but also sI-space, sO-space, and O-space

(definitions can be seen in Section 4.1). That is, a CellSpace is a semantic class correspond-

ing to one (indoor, semi-indoor, semi-outdoor, or outdoor) space object in Euclidean pri-

mal space. The CellSpaceBoundary is still used to semantically describe the boundary of

each space object, but its roles (top, side or bottom) and formation types (physical or

virtual) are added.

In short, the 3D space-based navigation model is an extension of the navigation mod-

ule in current version 1.0.3 of the IndoorGML standard (Section 2.6.1). The modifications

consist of two parts: (i) four attributes (sType, topClosure, sideClosure, and bottomClosure)

are introduced for CellSpace and (ii) two attributes (category and bType) for CellSpaceBound-

ary.
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FIGURE 5.1: UML diagram of the unified 3D space-based navigation
model. All the classes come from IndoorGML. The attributes of CellSpace
and CellSpaceBoundary, and the data types are developed by this research,

see the parts circled by the red dotted line.
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5.1.1 Attributes for CellSpace

Four new attributes are introduced to integrate the information about the space type

(sType), top closure (topClosure), side closure (sideClosure), and bottom closure (bottomClo-

sure) of a space.

The space type can directly be obtained from the value of sType or be determined

based on the three closures (topClosure, sideClosure, and bottomClosure) by using the defi-

nition framework. The motivation for keeping them at the same time is that some spaces

have 3D geometry but without detailed information of boundaries (e.g., I-spaces from

BIM models), and some spaces have detailed information of boundaries but have no 3D

geometry directly (e.g., sI-spaces, sO-spaces, and O-spaces).

Thus, in the space type determination, the type of the spaces that have 3D geometry

only is referred to the value of the sType while that of the spaces have detailed information

of boundaries are determined based on the closures by using the generic space definition

framework. Details of the four attributes for CellSpace are the following.

sType

sType indicates the space type of a CellSpace. By introducing this attribute, CellSpace

is extended to represent I-space, sI-space, sO-space, and O-space. That is, this attribute is

an enumeration list that includes the four types of spaces.

topClosure, sideClosure, and bottomClosure

topClosure, sideClosure, and bottomClosure are other three attributes introduced for

CellSpace. They are used to (i) decide the type of a space (see the Section 4.1.2) and (ii) de-

termine whether agents can fit in the space for specific purposes. The values of the three

attributes are decimals between 0 and 1. topClosure and bottomClosure can be computed

by Equation 3.4 and sideClosure by Equation 3.5.
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5.1.2 Attributes for CellSpaceBoundary

As mentioned above, category and bType are two attributes introduced for CellSpace-

Boundary.

category

category represents the role of a CellSpaceBoundary. The dataType of this attribute

is BoundaryCategory, which includes three roles: Top, Side, and Bottom. It means that a

CellSpaceBoundary acts as Top, Side, or Bottom of a CellSpace. Definitions of the three roles

can be seen in Section 3.2.1.

bType

btype indicates a CellSpaceBoundary is physical or virtual. It is useful to have this at-

tribute, since a physical side can act as protection from weather conditions (e.g., wind)

while a virtual one cannot. By referring to this attribute, the sideClosure (Defined in Sec-

tion 3.2.2) is computed. The entrance of a CellSpace also can be estimated. In particular,

if a CellSpaceBoundary is virtual and shared by two CellSpace, the agents can be guided

through this boundary to visit these two CellSpace.

5.1.3 Illustration of Using the Model

Figure 5.2 shows an example about how a specific scene is disassembled and struc-

tured on the basis of the model. The example scene includes a building with eaves, a gar-

den with a fence, a pavement, and a street (Figure 5.2(a)). In this case, wall(s), fence(s),

roof(s), and ground are physical structures, thereby, the boundaries extracted from them

are physical (Figure 5.2(b)). The boundaries coloured in light blue in Figure 5.2(c) are the

needed virtual boundaries for enclosing the spaces as 3D volumes.

To show more details of the boundaries in the example, all the boundaries of I-space,

sI-space, sO-space and O-space are separated and coloured differently. Virtual bound-

aries are shown in blue and the rest are physical (Figure 5.3). Furthermore, the CT, CS,
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FIGURE 5.2: Example of environments and spaces. (a) A built environment
case; (b) physical boundaries; (c) virtual boundaries.

and CB of each space are estimated. Then the spaces are determined. For instance, the

garden is represented as a seven-tuple: {s3,‘Garden’,‘sOSpace’, 0, 0.95, 1, [b0,b1,...,bx]}, in

which s3 is the ID, ‘Garden’ is the semantic, ‘sOSpace’ means this space is a sO-space, 0

is CT, 0.95 is CS, 1 is CB, and the [b0,b1,...,bx] is the list of its CellSpaceBoundary IDs.

FIGURE 5.3: Example of spaces, physical boundaries, virtual boundaries
(blue), Top, Side, Bottom, CT , CS and CB. All the physical boundaries are

coloured into gray while virtual boundaries are in light blue.
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5.2 Path Options based on Introduced Spaces

5.2.1 Parameters

In order to quantitatively reflect the navigation networks and navigation paths, this

section introduces several parameters.

For Navigation Model

FIGURE 5.4: Illustration of connected spaces and the navigation network
between the two spaces.

The parameters for the navigation networks are defined based on two connected

spaces (Figure 5.4). Only the two spaces (s1 and s2) in Figure 5.4(a) are regarded as con-

nected spaces while the spaces (s3 and s4) in Figure 5.4(b) and (s5 and s6) in Figure 5.4(c)

are unconnected. The Figure 5.4(d) shows the navigation network between s1 and s2,

in which the blue dot is the additional vertex on the face two spaces touch to indicate

how to traverse the spaces. Five parameters are defined: the distance between the two

connected spaces, original weights, covered & uncovered distance, uncovered ratio, and

modified weights. The definitions and notations of the parameters are the following:

• The distance between two connected spaces (dsisj )

On the basis of Poincaré duality, for any two connected spaces (si and sj), edge(s)

are added to indicate connection(s), where the costs of edges are distances. Then,

the distance between the two spaces (dsisj ) is the sum of all the costs between them.
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For instance, the distance between S1 and S2 is the sum of the lengths of the two

line segments (Figure 5.4(d)).

• Original weights (W ′sisj
)

All the distances are taken into account to compute the weights. Then, the original

weights are the standardised distances (Equation 5.1).

W ′sisj
=

dsisj − dsisj(min)
dsisj(max)− dsisj(min)

(5.1)

where W ′sisj
is the values that standardised from distances dsisj , dsisj(max) and dsisj(min)

are the maximum and minimum in the distance collection respectively.

• Covered (dcsi sj
), & uncovered (ducsi sj

) distance

The covered distance (dcsi sj
) means the length of the part physically bounded by

tops between two connected spaces (si and sj), and the uncovered distance (ducsi sj
)

means the length of the uncovered parts. In this research, the covered parts come

from I-spaces or sI-spaces while the uncovered from sO-spaces or O-spaces.

• Uncovered ratio (λsisj )

The uncovered ratio (λsisj ) is a variable to express uncovered rate between two

spaces. It is the ratio between the uncovered distance (ducsi sj
) and the distance (dsisj )

of two spaces (si and sj). Thus, it can be computed by Equation 5.2:

λsisj = ducsi sj
/dsisj . (5.2)

where ducsi sj
is uncovered distance and dsisj is the distance between the two con-

nected spaces.

• Modified weights (W ′′sisj
)

The modified weights (W ′′sisj
) are computed based on original weights (W ′sisj

) and

the uncovered ratio (λsisj ), in which a coefficient ξ is introduced to indicate the

importance of the original weights and uncovered ratio (Equation 5.3).
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W ′′sisj
= ξW ′sisj

+ (1− ξ)λsisj (5.3)

where ξ is the coefficient that quantifies the importance of original weights and un-

covered ratio, where ξ ∈ [0, 1], W ′sisj
is the original weight, and λsisj is the uncovered

ratio.

For Navigation Path

The parameters for the navigation paths are defined based on the planned paths,

which are used as quantitative indicators for path comparisons in the later section. The

definitions and notations of the parameters are as follows:

• Path length (Pl)

The Pl is the distance from departure to destination following the planned path.

Pl = ∑ dsisj (5.4)

• Covered/Uncovered length of a path (Plc /Pluc )

Covered length means the total distance of the path segments formed by I-spaces

and sI-spaces in the planned path, while the uncovered distance means the total

distance of segments formed by sO-space and/or O-space.

Plc = ∑ dcsi sj
(5.5)

Pluc = ∑ ducsi sj
(5.6)

• Top-coverage-ratio of a path (Pcr )
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The top-coverage-ratio of a path is an indicator that shows how much a path is

physically bounded by tops. It is the ratio between the covered length and path

length (Equation 5.7).

Pcr = Plc /Pl (5.7)

• Total weight of a path (Wp)

The total weight of a path is the summation of the weight of a planned path based

on (original/modified) weights. In particular, if a planned path consists of several

connected spaces, the Wp is the sum of weights corresponding to all the spaces

(Equation 5.8).

Wp = ∑ Wsisj (5.8)

in which the Wsisj is W ′sisj
or W ′′sisj

.

5.2.2 MTC-path

The MTC-path is a parameters-based path option and it takes both the travel distance

and the top-coverage-ratio of a path (Pcr ) as the criteria. In short, it aims to determine the

shortest path within a top-coverage-ratio constraint in the navigation. The path planning

of MTC-path consists of three steps:

• Select sI-spaces.

In this step, sI-spaces will be selected based on a threshold of CT. This threshold

of CT is different from that in the generic space definition framework. Here, it is

set on basis of navigation purposes. For instance, if a pedestrian plans to use the

top for escaping from strong sun, the threshold of CT can be set as 0.8 (this value

here is only an example). Then, only the sI-spaces with a CT ≥ 0.8 are selected to

participate in the navigation network derivation and navigation path planning. In

other words, the results of this step are the sI-spaces that have qualified tops.
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• Compute the original and modified weights.

Taking the Poincaré duality as the theoretical background, the navigation network

is derived based on the selected sI-spaces, sO-spaces, and O-spaces. Then, the orig-

inal and modified weights are computed based on the Equation 5.1 and Equation

5.3 respectively.

• Plan the MTC-path.

In this last step, the departure and destination are two nodes in the navigation

network corresponding to two spaces and they can be located in semi-indoor, semi-

outdoor, or outdoor. After assigning the departure and destination, the modified

weights (W ′′sisj
) are utilized to compute the MTC-path as well as Pl , Plc , Pluc .

5.2.3 NSI-path

The NSI-path is designed to help pedestrians to find a closest roofed/sheltered place

from their departures, which is a compromise option when neither the shortest path nor

MTC-path is recommended (see the path selection strategy in Section 5.2.4). The process

of planning the NSI-path also starts from selecting sI-spaces based on a threshold of CT

(the same as that in MTC-path planning). The process of NSI-path planning consists of

four steps, which are shown by an illustration (Figure 5.5). In the example, there are eight

selected sI-spaces (sI-1 to sI-8) that are marked by black solid square. The details of the

process are the following:

FIGURE 5.5: Example of NSI-path planning from departure to destination.
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• Create a straight line by linking the departure and destination.

This step is to create a line segment by using the location of departure as the start

and destination as the end. This line is used as a reference for the searching area

determination.

• Set time (t) and searching angle (θ).

In this step, two parameters are introduced, time (t) and searching angle (θ), in

which the former indicates the acceptable time for a pedestrian to move to the

nearest sI-space, while the latter is an optimization parameter for determining the

preferred search range. The θ can vary from 0 to 360◦.

• Find potential nearest sI-spaces.

With the t and the speed of a pedestrian (v), a search radius (sr) centred on the de-

parture point can be determined, i.e., sr = vt. Then, the searching area becomes a

sector by setting a searching angle (θ ∈ ( 0, 360o] ). The searching process is having

all the selected sI-spaces to do intersection operations with this sector. If the inter-

section is not null, the corresponding sI-space will be kept as a candidate for the

nearest sI-spaces. With a given θ, if there is no sI-space within the defined sector,

the θ will be increased.

• Plan the nearest sI-space and NSI-path.

The final step is computing the shortest paths from the departure to each candidate

of sI-space based on the Dijkstra algorithm. Then the sI-space corresponding to

the path with minimum distance is the nearest sI-space, and this shortest path is

the NSI-path. In the demonstration (Figure 5.5), sI-6 is determined as the nearest

sI-space to the departure.
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5.2.4 A Path Selection Strategy

There are three options for a pedestrian, MTC-path, NSI-path, and the traditional

shortest path. More than one paths options can be available and this may create difficul-

ties in selecting a path. It is necessary to have a path selection strategy to help pedestrians

to make decisions within the three path options.

Ideally, pedestrians will select the path options with the following order: MTC-path,

NSI-path, and the traditional shortest path. However, MTC-path may not always be the

best choice. For example, the length of MTC-path may be longer than the shortest path.

Thence, this chapter introduces a path selection strategy (Figure 5.6) to help pedestrians

to find the balance between distance and top-coverage-ratio and set up rules to estimate

in which condition which path is the best option.

FIGURE 5.6: The path selection strategy. The shortest path is computed
based on the original weights (W ′sisj

).

As seen in the path selection strategy, utilizing the traditional shortest path as the

reference, two progressive rules are presented: (i) for the MTC-path, if its uncovered

distance is shorter than that of shortest path, and at the same time the top-coverage-ratio

is larger than that of shortest path (i.e., Pluc1 < Pluc0 & Pcr1 > Pcr0), it will be recommended

to agents preferentially. Otherwise, (ii) the NSI-path will be computed and compared

with the traditional shortest path. If the NSI-path is shorter than the shortest path (i.e.,

Pl2 < Pl0), the NSI-path will be suggested for pedestrians. Otherwise, the traditional

shortest path is the recommendation.
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5.2.5 Illustration of the Two Path Options

A navigation example illustrates the two navigation options and the path selection

strategy (Figure 5.7). For simplicity, we use abstract cases containing only spaces which

connect by sharing virtual boundaries. There are eight spaces (sA to sH), in which sC, sF,

and sG are three selected sI-spaces, while the rests are sO-spaces and O-spaces. Spaces

are 3D volumes, but in this example, they are demonstrated in 2D polygons for visual-

ization purposes. Figure 5.7(a) and (c) show the navigation network that derived based

on Poincaré duality. The costs of edges are distances, which are identified by numbers

without the unit (Figure 5.7(d)).

FIGURE 5.7: A navigation example, in which sC, sF, and sG are three sI-
spaces. The navigation graph in (c) and (d) are undirected graph. (a) All
spaces. (b) Nodes extracted from spaces; (c) Navigation graph derived
from spaces based on duality theory, in which the red dots are the extra

vertices; (d) Navigation graph with distance.

With the navigation graph (Figure 5.7(d)) and distances, original weights (Table 5.1)

are computed based on Equation 5.2 and 5.1. For instance, the W ′sAsF
= (7− 3)/(8− 3) =

0.8, in which dsAsF = 7, dsisj(min) = min{7, 3, 7, 5, 8, 5, 4, 5, 8} = 3 while dsisj(max) =

min{7, 3, 7, 5, 8, 5, 4, 5, 8} = 8. The uncovered ratio between sA and sF is λsAsF = ducsi sj
/dsisj =
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TABLE 5.1: Original information of the navigation graph.

si sj dsisj W ′sisj
dcsi sj

ducsi sj
λsisj

sA sB 7 0.8 0 7 1
sA sD 3 0 0 3 1
sA sF 7 0.8 2 5 0.71
sB sC 5 0.4 3 2 0.4
sC sH 8 1 3 5 0.625
sD sE 5 0.4 0 5 1
sE sH 4 0.2 0 4 1
sF sG 5 0.4 5 0 0
sG sH 8 1 3 5 0.625

5/7 = 0.71. Then, modified weights (W ′′sisj
) are computed based on Equation 5.3, in which

to show the changes in the modified weights, the coefficient ξ is set from 1 to 0 with inter-

vals of 0.1 (Table 5.2). For example, when ξ = 0.6, the modified weight of the link between

space sA and sF is W ′′sAsF
= ξW ′sAsF

+ (1− ξ)λsAsF = 0.6 ∗ 0.8 + (1− 0.6) ∗ 0.71 = 0.77.

TABLE 5.2: Modified weights (W ′′sisj
) based on Equation 5.3.

si sj
W ′′sisj

ξ = 1 0.9 0.8 0.7 0.6 0.5 0.4 0.3 0.2 0.1 0

sA sB 0.8 0.82 0.84 0.86 0.88 0.9 0.92 0.94 0.96 0.98 1
sA sD 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
sA sF 0.8 0.79 0.78 0.77 0.77 0.76 0.75 0.74 0.73 0.72 0.71
sB sC 0.4 0.4 0.4 0.4 0.4 0.4 0.4 0.4 0.4 0.4 0.4
sC sH 1 0.96 0.93 0.89 0.85 0.81 0.78 0.74 0.7 0.66 0.63
sD sE 0.4 0.46 0.52 0.58 0.64 0.7 0.76 0.82 0.88 0.94 1
sE sH 0.2 0.28 0.36 0.44 0.52 0.6 0.68 0.76 0.84 0.92 1
sF sG 0.4 0.36 0.32 0.28 0.24 0.2 0.16 0.12 0.08 0.04 0
sG sH 1 0.96 0.93 0.89 0.85 0.81 0.78 0.74 0.70 0.66 0.63

With the navigation network and weights, three navigation paths from sA (depar-

ture) to sH (destination) are planned (Figure 5.8), in which path 1 (sA → sD → sE → sH)

is the traditional shortest path, path 2 (sA → sF → sG → sH) is the MTC-path. The path 3

(sA → sF) is the NSI-path. It should be clarified that in this case, the path 3 is a part of the

path 2, because it happens that sF is the sI-space closest to the departure sA. Neverthe-

less, if the closest sI-space to sA is another space rather than the sF, this coincidence will

disappear.

The information of the three path options are listed in Table 5.3. To show how the
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FIGURE 5.8: The three navigation paths from sA (departure) to sH (desti-
nation). sA → sD → sE → sH is path 1 (green), sA → sF → sG → sH is

path 2 (black), and sA → sF is path 3 (blue).

information are computed, we select 1− ξ = 0.3 (i.e., ξ = 0.7) as an example. For the

path 1, Wp = W ′′sAsD
+ W ′′sDsE

+ W ′′sEsH
= 0.3 + 0.58 + 0.44 = 1.32, Pl = dsAsD + dsDsE +

dsEsH = 3 + 5 + 4 = 12, Pluc = ducsAsD
+ ducsDsE

+ ducsEsH
= 3 + 5 + 4 = 12, and Pcr =

(Pl − Pluc)/Pl = (12 − 12)/12 = 0. Similarly, for the path 2, Wp = W ′′sAsF
+ W ′′sFsG

+

W ′′sGsH
= 0.77 + 0.28 + 0.89 = 1.94, Pl = dsAsF + dsFsG + dsGsH = 7 + 5 + 8 = 20, Pluc =

ducsAsF
+ ducsFsG

+ ducsGsH
= 5 + 0 + 5 = 10, and Pcr = (Pl − Pluc)/Pl = (20− 10)/20 = 0.5.

As for the path 3, Wp = w′′sAsF
= 0.77, Pl = dsAsF = 7, Pluc = ducsAsF

= 5, and Pcr =

(Pl − Pluc)/Pl = (7− 5)/7 = 0.29.

It shows that with the changing of the ξ, the Wp of the three navigation paths change

(Figure 5.9). Overall, with the decreasing of ξ (i.e., the increasing of 1 − ξ), the Wp of

path 1 is rising, while that of path 2 and 3 are falling, which reveals that with paying

more attention to the top-coverage-ratio of the path, the traditional shortest path becomes

less attractive. That is, if ξ is less than 0.5, the path 2 is recommended, otherwise, the

recommendation becomes the path 3.

Comparing paths 1 and 2, before ξ reaching to 0.4, the path 2 is recommended for

agents. For instance, if ξ = 0.4, The uncovered distance of path 2 (Pluc2 = 12) is shorter

than that of path 1 (Pluc1 = 14), although Wp of path 2 is smaller than that of path 1,
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TABLE 5.3: Three different navigation paths.

1− ξ
Path 1 Path 2 Path 3

Wp Pl Pluc Pcr Wp Pl Pluc Pcr Wp Pl Pluc Pcr

0 0.6 12 12 0 2.2 20 10 0.5 0.8 7 5 0.29
0.1 0.84 12 12 0 2.11 20 10 0.5 0.79 7 5 0.29
0.2 1.08 12 12 0 2.03 20 10 0.5 0.78 7 5 0.29
0.3 1.32 12 12 0 1.94 20 10 0.5 0.77 7 5 0.29
0.4 1.56 12 12 0 1.86 20 10 0.5 0.77 7 5 0.29
0.5 1.8 12 12 0 1.77 20 10 0.5 0.76 7 5 0.29
0.6 2.04 12 12 0 1.68 20 10 0.5 0.75 7 5 0.29
0.7 2.28 12 12 0 1.6 20 10 0.5 0.74 7 5 0.29
0.8 2.52 12 12 0 1.51 20 10 0.5 0.73 7 5 0.29
0.9 2.76 12 12 0 1.43 20 10 0.5 0.72 7 5 0.29
1 3 12 12 0 1.34 20 10 0.5 0.71 7 5 0.29

FIGURE 5.9: The changes of Wp with the changing of the ξ.

and the top-coverage-ratio (Pcr2 = 0) is smaller than that of path 1 (Pcr1 = 0.3). For this

case, NSI-path is computed. But, path 2 is still be recommended, because the length of

NSI-path is longer than that of path 2.

In contrast, comparing the path 2 and path 3, we can find that if ξ less than to 0.5, the

path 2 is recommended, otherwise, the recommendation is the path 3. Because when the

ξ > 0.5, the Wp of path 3 smaller than that of path 2, the uncovered distance of path 3 is

shorter that than of path 2, and the top-coverage-ratio changes larger than that of path 2.
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Comparing paths 1 and 3 only, at the beginning (i.e., ξ = 1), the two paths are the

same from the Wp aspect. But, with the decreasing of (ξ), path 3 becomes the recom-

mended path considering its Wp becomes always less than that of path 1. Furthermore,

its covered distance is longer than that of path 1 (Plc3 > Plc1) and top-coverage-ratio is

bigger than that of path 1 (Pcr3 > Pcr1).

5.3 Summary

This chapter presents a unified 3D space-based navigation model that is developed

by extending IndoorGML concepts for seamless indoor/outdoor network extraction and

path computation. The modifications are relatively small and can be easily adopted by

the standard, because the extensions only happened on the attributes of the two classes

in the navigation module, CellSpace and CellSpaceBoundary where the definitions of the

classes remain the same. In particular, four new attributes (sType, topClosure, sideClo-

sure, and bottomClosure) are introduced for CellSpace and two new (category and bType)

for CellSpaceBoundary. This model allows us to consider a larger variety of navigation

options using the classification of spaces. By assigning certain weights on spaces accord-

ing to the users’ preferences and tasks, it can help to achieve user-dedicated navigation

paths. In addition, this model can be used for designing a spatial schema for management

in DBMS, which will ensure the path planning can cover a large area, many operations

can be completed at a database level, and only needed path will be sent to the end-user

application.

Two new path options based on sI-spaces are developed, including MTC-path and

NSI-path. The two novel options enrich the traditional shortest distance/time navigation

path and opens new directions for developing new path options, thereby can bring in a

new navigation experience for pedestrians. From the characteristics of the spaces, sI-

spaces and I-spaces are two types of spaces that have tops, but this research considers

the sI-spaces only, because the sI-spaces are mostly public (Zhu et al., 2016) while the

I-spaces are often regarded as non-public.



CHAPTER 6

RECONSTRUCTION APPROACHES FOR

DIFFERENT TYPES OF SPACES

On the basis of 3D spaces and Poincaré duality, navigation networks can be auto-

matically derived. Nevertheless, 3D space models of the four types of spaces are not

always available. No existing application can offer 3D space models of semi-indoor,

semi-outdoor and outdoor, because the three types of spaces are partially or entirely

open. BIM models can be data sources of indoor 3D space models, but the problem is

BIM models are not always handy, such as some old built buildings have no such kind

of data. This chapter presents the approaches for reconstructing different types of spaces

as CellSpace, in which the 3D geometry of a CellSpace is a volume that are combined of

several CellSpaceBoundary (surfaces). That is, the 3D CellSpace reconstruction is a process

of automatically reconstructing CellSpaceBoundary and joining them into 3D volumes.

All four types of spaces are reconstructed for the purpose of testing the developed
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theories and models in this research. Considering all possible data sources, the recon-

structing approach of the different spaces are the following:

(a) sI-spaces. The approach of sI-spaces reconstruction is creating 3D spaces base on

projection operations between components that inspired from CityGML LoD 3 mod-

els, such as RoofSurface, GroundSurface, OuterCeilingSurface, and OuterFloorSurface.

(b) sO-spaces and O-spaces. The approach of reconstructing the sO-spaces and O-

spaces is enclosing them into 3D enclosed volumes based on their footprints, a

contact height, and DTM.

(c) Building shells. The approach of reconstructing the building shells is extruding

their footprints based on building heights and DTM.

This chapter is based on my papers 4, 6, 7 and 8 (see Section 1.6).

6.1 Semi-indoor Space Reconstruction

The semi-indoor space reconstruction is a process of enclosing sI-spaces as 3D en-

closed volumes by creating missing sides. Taking advanced level of detail models (e.g.,

minimum CityGML LoD3 or BIM) as the data sources, the reconstruction includes the

following steps:

• Identification & ordering of proper building components;

• Determination of top and bottom & space generation;

• Space trimming.

6.1.1 Identification & Ordering of Proper Building Components

Built structures, such as balconies, dormers or outer stairs could form sI-spaces.

Therefore, the first step is to detect such building components in the input 3D models.

The ground is also necessary, especially in cases that have no floors, e.g., a gas station.
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For this purpose, we strongly rely on the semantic information provided in the model

and we assume advanced level of detail models (e.g., minimum CityGML LoD3 or BIM)

are ready and the building components are identified based on their semantics.

Then these identified building components are sorted on the basis of their average

value of the z coordinates. A virtual geometric XY plane is considered as the reference

and its z coordinates are the minimum among all components. If more than one of the

components have the same value of the z, they are ordered randomly.

The average value of the z coordinate of each component is computed using equation

6.1:

zA =
1
n

n

∑
i=1

zi (6.1)

where zA = the average of the z coordinate of the component A

n = number of vertices of component A

zi = the z coordinate of ith vertex

6.1.2 Determination of Top and Bottom & Space Generation

From higher to lower components (in the direction of the Z − direction), based on

projection, overlaps that symbolize the desired space boundaries are detected. If the

building components are volumes (e.g., in BIM models), a pre-processing step to this one

includes a decomposition of the volumes into relevant upper and lower polygons. The

process of space reconstruction between any two polygons includes four steps: (i) project

the original two polygons onto the same plane along the Z − direction; (ii) compute the

overlaps between their projections by intersection; (iii) find the tops and bottoms by pro-

jecting the overlaps back onto the two original polygons along the Z− direction; and (iv)

obtain the missing lateral sides that allows forming closed volumes. In the second step,

the projections on the same plane lead to one of two possible spatial relationships: either

they overlap, or they do not. If their projections overlap, the region of intersection will
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be computed. Moreover, if the overlap is not a polygon (a line or point, for example), it

is regarded as a case of no overlap.

FIGURE 6.1: Four different cases of sI-space reconstruction based on pro-
jecting. The original polygons are Ai (in white) and Bi (in yellow), and
their projections are A′i (in gray) and B′i (in light green) respectively. The

created sI-spaces are coloured in dark blue.

Figure 6.1 illustrates the determination of top(s) and bottom(s). Then, the recon-

struction of sI-spaces includes four different cases. The original polygons are Ai and
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Bi. Assuming their projections are A′i and B′i , respectively, the relationships of their pro-

jections are A′1 = B′1, A′2 ⊂ B′2, B′3 ⊂ A′3, and A′4 ∩ B′4 6= ∅ (sub-figures in the first

column). Then, the overlaps of their projections (IAB) are computed by intersection; i.e.,

IA′1B′1
= A′1(B′1), IA′2B′2

= A′2, IA′3B′3
= B′3, and IA′4B′4

= A′4 ∩ B′4 (sub-figures in the second

column). The third step is to project the overlaps (IA′1B′1
, IA′2B′2

, IA′3B′3
, and IA′4B′4

) back to

the original polygons along the Z − direction; then, top(s) and bottom(s) are calculated:

{A′′1 , B′′1 }, {A′′2 , B′′2 }, {A′′3 , B′′3 }, and {A′′4 , B′′4 } (sub-figures in the third column). A′′i and B′′i are

parts of polygons Ai and Bi, respectively, acting as top and bottom. Projections of A′′i

and B′′i are equal to A′i ∩ B′i . Because our approach relies entirely on the Z-direction as

the projection direction, the last step is to match the top and bottom directly to obtain

the missing lateral polygons (sides) that allow forming closed volumes (sub-figures in

the last column). In addition, these operations are applicable to polygons that are not

horizontal (inclined cases), but the vertical cases are not, as the projections of vertical

components on the Z− direction are lines rather than polygons.

For the whole procedure of reconstructing all sI-spaces, any two polygons in the

ordered component set are chosen to repeat the four steps. Then, all sI-spaces are recon-

structed as 3D spaces.

6.1.3 Space Trimming

The final step is to trim the reconstructed 3D sI-spaces (volumes) based on the their

positions, because these spaces may have overlapping parts.

Figure 6.2 illustrates the space reconstruction and trimming among three building

components, in which the B and C are horizontal, while A is inclined. Suppose A is an

inclined roof, B is a floor slab, and C is the ground. Repeating the four steps described in

the last section three times, three sI-spaces are reconstructed, which tops and bottoms are

{A′′1 , B′′1 } (Figure 6.2(b)), {A, C′′1 } (Figure 6.2(c)), and {B, C′′2 } (Figure 6.2(d)). The space

that top and bottom is {A, C′1} is overlapping with the other two. Thus, it is trimmed by

the spaces shown in Figure 6.2(b) and 6.2(d). The trimmed result can be seen in Figure

6.2(e), in which A′′2 , and C′′3 are the top and bottom respectively. Thus, for this example,
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the final results of sI-spaces reconstruction are three spaces without overlaps, in which

top(s) and side(s) are {A′′1 , B′′1 }, {A′′2 , C′′3 }, and {B, C′′2 } (Figure 6.2( f )).

FIGURE 6.2: Example of trimming spaces. To distinguish sI-spaces that are
created based on different tops and bottoms, they are coloured differently.
(a) shows the three building components; (b), (c), and (d) are three sI-
spaces based on projections; (e) is the space trimmed by the other two

spaces; ( f ) the final three reconstructed sI-spaces.

6.1.4 Illustration of Semi-indoor Space Reconstruction

The most of the cases where sI-spaces can be detected will likely appear in CityGML

LoD3 (and above) models or BIM models. However, due to the lack of availability of

LoD3 or LoD4 data, this research manually created a synthetic LoD3 model for the sake

of illustration of the approach. It is a two-story house with inclined roofs, a balcony, a

shelter, and a garage (Figure 6.3(a)). First of all, we selected all the OuterCellingSurface

and OuterFloorSurface. In the meantime, we used a default plane polygon extended from

the floor polygon as the GroundSurface (Figure 6.3(b)). Secondly, all the sI-spaces are re-

constructed (Figure 6.3(c)). After trimming spaces, we finally obtained thirteen sI-spaces

(Figure 6.3(d)).
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It is worth mentioning that although the illustration is a house, it is already suffi-

ciently complex to be able to represent real-world cases. Thence, with this approach, the

sI-spaces of the built structures (e.g., gas station, bus stop) can be reconstructed. Their

roofs (covers/shelters) are used as the tops, and the GroundSurface as bottom. Another

thing should be mentioned is that the CityGML LoD3 models or BIM models are the

bottleneck of this approach.

(a) Original 3D model (b) Selected components

(c) All reconstructed sI-spaces (d) Thirteen reconstructed sI-spaces

FIGURE 6.3: Illustration of sI-space reconstruction.

6.2 Semi-outdoor & Outdoor Reconstruction

This section presents the approach of reconstructing sO-spaces and O-spaces, which

is the process to enclose semi-outdoor and outdoor into 3D enclosed volumes and mean-

while keep the topological consistency between the terrain and them. This approach uses
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footprints, a contact height, and DTM as inputs and the whole procedure consists of three

steps as follows (Figure 6.4):

• Extract object footprints;

• Classify semi-outdoor and outdoor;

• Reconstruct 3D spaces.

FIGURE 6.4: The process of sO-space and O-space reconstruction.

6.2.1 Extract Object Footprints

This research only concentrates on roads and green areas, because they are the main

semi-outdoor and outdoor environments where people have activities. Moreover, they

are generally open or surrounded by objects like the fence, hand railing, enclosing wall,

or building walls. For instance, a playground or yard is separated by a fence from the
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street; a disabled passageway is surrounded by hand railings; an alley is formed by build-

ings on both sides. To put it another way, areas (roads and green) and objects (fence, hand

railing, enclosing wall, or building walls) are two indispensable factors in the formation

of sO-spaces. Therefore, in this step, footprints of roads, green areas and objects (fences,

hand railings, enclosing walls, and building walls) are extracted from a 2D map.

Furthermore, the I-spaces and sI-spaces are generally originating from volumetric

objects (buildings). Thereupon, this research only considers extracting footprints of the

I-spaces and sI-spaces formed by built structures. Figure 6.5 illustrates three cases of I-

spaces and sI-spaces, in which footprints of indoor and semi-indoor space are extracted

based on buildings.

FIGURE 6.5: The footprints of indoor (red) and semi-indoor (blue) spaces
formed by built structures. (a) a building with eaves; (b) a building with
eaves and its lowest floor is above ground; (c) a building with a hanging

part.

6.2.2 Classify Semi-outdoor and Outdoor

The procedure of classifying semi-outdoor and outdoor is based on side closure (CS).

In particular, for each footprint (polygon) of a road or green area, it will be used to have

intersection operations with all the surrounding physical boundaries (curves). If the re-

sult of intersection operations is a polyline, rather than a point or nothing, it means this

polygon is bounded by the physical boundaries (at least partly). Then, the CS of each

area (polygon) can be computed by Equation 3.5. After that, all footprints are classified

into semi-outdoor and outdoor on the basis of the side closure.
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6.2.3 Reconstruct 3D spaces

In this step, the original footprints firstly are projected onto the terrain to get the

projected footprints. After that, virtual side boundaries are computed by extruding them

up along the Z − direction based on the height (h) (Figure 6.4(d)). Here, setting the h is

a tricky issue, because there are generally no physical structures that can be used as the

references for determining the height of such kind of spaces. In this research, it is set as a

contact height - 2 meters, because we consider this height is sufficient for pedestrian nav-

igation (Figure 3.3). To make sure the final 3D spaces are correct volumes, the orientation

of each polygon is set to counter-clockwise. In particular, suppose there is a segment of

projected footprint, which has four vertices P0(x0, y0, z0), P1(x1, y1, z1), P2(x2, y2, z2), and

P3(x3, y3, z3). Then, after counter-clockwise sorting, all the vertices will be extruded up to

get P′0(x0, y0, z0 + h), P′1(x1, y1, z1 + h), P′2(x2, y2, z2 + h), and P′3(x3, y3, z3 + h). Then, these

vertices are connected end to end to form a side boundary, which can be represented as

a polygon(P0, P1, P2, P3, P′3, P′2, P′1, P′0, P0) (Figure 6.4(e)).

Then, 3D spaces (volumes) are reconstructed by joining top(s), sides and bottom(s).

The bottom surface is computed by making polygon surfaces from all vertices of the pro-

jected footprint. The reconstruction of top is similar, where the vertices are P′0, P′1, P′2, and

P′3. Reconstructed 3D spaces are shown in Figure 6.4( f ), where the type of reconstructed

space is the same as the corresponding classified footprint, for instance, if a space is re-

constructed from a semi-outdoor footprint, the reconstructed space is a sO-space.

6.2.4 Illustration of Semi-outdoor and Outdoor Space Reconstruction

In order to simulate a scene that has indoor, semi-indoor, semi-outdoor and out-

door environments at the same time, this illustration is shown based on a synthetic data,

which has a building with eaves, a garden with fence, a pavement, and a street (Fig-

ure 6.6(a)). The footprints of these objects subdivide the 2D map of this area as sev-

eral polygons (Figure 6.6(b)). The polygons (footprints), polygon(A,B,C,D,E,F,A) is the

building, polygon(B,C,D,E,K,L,B) is the sI-space, polygon(E,F,G,H,I,J,K,E) is the garden,
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polygon(L,K,J,I,H,N,M,L) is the pavement, and polygon(M,N,O,P,M) is the street. poly-

line(J,K,E,F,G,H,I) and polyline(C,B,A,F,E,D) represent physical fence and building walls

respectively, which are shown in double black and red lines.

FIGURE 6.6: Built objects and their non-overlap footprints. (a) Built objects;
(b) Corresponding 2D footprints.

FIGURE 6.7: Example of footprints classification based on overlaps (unit:
m).

Except for the footprints of indoor (in red) and semi-indoor (in blue), there are four

footprints, fence, garden, pavement, and street (Figure 6.7). Using fence and building

walls as physical boundaries, the CS of the four footprints can be estimated. For the

garden, its l_e = lJK + lKF + lFG + lGH + lHI = 9 + 10 + 9 + 10− 2 = 36, while l_t =
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l_e + LI J = 36 + 2 = 38. Thus, CS = l_e/l_t = 36/38 = 0.95. For the pavement,

l_e = lHK − lI J = 10 − 2 = 8, and l_t = lHI + lI J + lJK + lKL + lLM + lMN + lNH =

22 + 1.5 + 22 + 1.5 = 47, so the CS = l_e/l_t = 8/47 = 0.17. There is no physical

boundary for the street. Therefore, the CS of the garden footprint is 0.95, pavement is

0.17, and the street is 0. Based on the condition that if CS ≥ 0.75, the garden is classified

as sO-space, while the pavement and street are outdoor spaces (Figure 6.7(b)).

FIGURE 6.8: Example of reconstructed sO-spaces and O-spaces (height =
5). (a) Classified footprints; (b) Reconstructed sO-spaces and O-spaces.

The reconstructed sO-space (garden) and two O-spaces (pavement and street) are il-

lustrated in Figure 6.8. Pedestrians can circulate between the garden space and pavement

space, because the two spaces are sharing a virtual boundary surface, so do the pavement

and street spaces. But pedestrians cannot directly travel from the garden to street space

as the two spaces are isolated from each other.

6.3 Building Shells Reconstruction

The inputs for reconstruction of building shells in this research are building foot-

prints, building heights, and DTM. These data are generally available from governmen-

tal and open datasets (e.g., OSM). After obtaining building footprints and DTM, the first

step is checking if the data have the same coordinate reference system (CRS). If the data

are obtained from different sources, they need to be transformed (aligned) in the same
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CRS. Then, the building shells reconstruction process consists of four steps as follows

(Figure 6.9):

• Compute TIC by projecting footprints onto the terrain;

• Set height and create sides;

• Generate top and bottom to build building shells;

• Rebuild terrain considering TIC as constraints.

FIGURE 6.9: The process of building shells reconstruction based on build-
ing footprints, building heights and DTM.
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6.3.1 Compute TIC by Projecting Footprints onto the Terrain

The footprints are normally presented as 2D polygons with coplanar vertices. There-

fore, the first step is to compute the corresponding building footprints projection on the

terrain. This projections of building footprint on the terrain are the TIC.

The TIC computation process is Projecting Vertices of footprints on the Terrain (PVT).

This practice ensures the number of points of the original footprints is preserved (Figure

6.9(b)). As expected, the shape of the projected footprint is unaltered as indicated from

the top view, whereas the terrain is changed.

6.3.2 Set Height and Create Sides

After getting each counter-clockwise oriented projected footprint, sides are recon-

structed by extruding them up along the Z− direction based on building heights (h) (Fig-

ure 6.9(c)). In particular, a line segment of a projected footprint, which has the start and

end vertices P0(x0, y0, z0) and P1(x1, y1, z1), respectively. P0 and P1 will be extruded up

along the Z − direction based on h to get P′0(x0, y0, h) and P′1(x1, y1, h). Then, these four

vertices can form a side, which can be represented as a polygon(P0, P1, P′1, P′0, P0). It is

worth noting that each composing polygon should follow counter-clockwise orientation

to make sure the final 3D spaces are correct volumes (Figure 6.10).

FIGURE 6.10: The outward-facing normal of boundaries of a 3D building
shells.



6.3. Building Shells Reconstruction 111

6.3.3 Generate Top and Bottom to Reconstruct Building Shells

The third step is to generate the top(s) and bottom(s), and then join them with the

reconstructed sides to make 3D volumes (Figure 6.9(d) and (e)). All tops are consid-

ered as planar surfaces and they are generated by making a polygon surface from a set

of vertices. The bottom is slightly different from the top, because vertices used for the

bottom(s) are not coplanar. Thus, after connecting the projected vertices , we can get an

enclosed 3D polyline, and then it is patched as a bottom surface. After getting the top

surfaces, bottom surfaces, and side surfaces, each 3D building shell can be reconstructed

by joining them.

6.3.4 Rebuild Terrain Considering TIC as Constraints

The process of rebuilding terrain is taking the vertices of projected footprints as

Points, and their edges as Breaklines (constraints) to calculate a Constrained Delaunay

Triangulation (CDT), see Figure 6.9( f ).

6.3.5 Illustration of the Building Shells Reconstruction

To illustrate and evaluate the entire process of the approach, a precinct example is

employed, which includes 98 building footprints (Figure 6.11). The original building

footprints are provided as a CAD file, in which all the footprints are polygons. The height

of each buildings are also prepared. A DEM (5 metre) of the example area is used to

construct Delaunay triangulation representing the terrain (DTM).

As the footprints and DTM are in the same coordinate system, they aligned auto-

matically after importing. Then, the whole process starts from projecting the building

footprints onto the terrain (Figure 6.12). From the top view, projected footprints (TIC)

have the same shape as the original footprints, but they are 3D polylines rather than

polygons.

Each line segment of a TIC will be extruded up to the same height along the Z −

direction based on building heights to get a quadrilateral sides, i.e., a side is represented

by one polygon. The bottom is made by patching the 3D polyline as a surface. The top is
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FIGURE 6.11: Building footprints for illustration.

FIGURE 6.12: The projected footprints on the terrain.

a planar surface constructed by ordered 3D points. Then, the building shells are enclosed

by joining the tops(s), sides, and bottom(s) (Figure 6.13(a)).

The final step is to re-compute terrain using the vertices and edges of the projected
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building footprints as constraints. The results of the re-triangulated terrain show that

footprints are clearly recognisable within the triangulated surface. The principle of this

method is changing the 3D I-spaces and terrain slightly to fit each other. The results

show that the topological issue has been fixed and building shells are reconstructed suc-

cessfully (Figure 6.13(b)).

(a) The reconstructed building shells.

(b) The terrain combined with building shells.

FIGURE 6.13: The building shells and the terrain that are reconstructed
based on PVT method.

Except for the presented approach that project Vertices of footprints on the Terrain

(PVT), another method is Projecting the whole footprint Polyline on the Terrain (PPT)

(Figure 6.13(b)), the details can be seen in our paper (Yan et al., 2019). This method

ensures the curvature of the terrain but might lead to unnecessarily complex walls, which

differ from the reality (Figure 6.14(a)). Comparing terrain of the two methods, the result

of PVT has less vertices and triangles in the terrain (Figure 6.13(b)), which means that the

changes of terrain are more than in the PPT method.

The results of the two re-built DTM show that footprints are clearly recognisable
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within the triangulated surface. That is, the topological consistency issue between the

reconstructed 3D building shells and the terrain is successfully solved. The main point

of the two methods are the reconstruction of building shells. The PVT method is more

efficient in one aspect, having less vertices and façades, which is beneficial for a large

precinct scale area. The PPT method complicates the building shells, but it preserves

more details of TIC, which is good for estimating the areas of the building façades. (Fig-

ure 6.14(b)). It should be clarified that the terrain from PPT method has more triangles

than the PVT method, but we cannot conclude that the terrain of the former is more pre-

cise than that of the latter method. Because the only difference comes from the TIC and

only if there are more points in the empty spaces for terrain reconstruction, the rebuilt

terrain will be more precise.

(a) The reconstructed building shells.

(b) The terrain combined with building shells.

FIGURE 6.14: The building shells and the terrain that are reconstructed
based on PPT method.

In addition to the presented approach, other possible approaches of building shells

reconstruction can be distinguished based on data source (Figure 6.15): (i) footprints +
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Point cloud, (ii) 3D objects + DTM, (iii) 3D objects + 3D point clouds, and (iv) Point cloud

only. The details of these four possible approaches can be found in our paper (Yan et al.,

2019).

FIGURE 6.15: The other data sources for building shells reconstruction.

6.4 Summary

This chapter shows approaches that can automatically reconstruct sI-spaces, sO-

spaces, O-spaces, and building shells as 3D spaces (volume). Thus, all types of spaces

are able to mimic the indoor environments to derive a network based on 3D connectivity

of spaces.

The sI-space reconstruction is an automatic method based on 3D models. The demon-

stration indicates that the reconstruction of sI-spaces (formed by built structures) is feasi-

ble on the basis of existing 3D standards such as CityGML or BIM. The reconstruction of

sO-space and O-space is an automatic method based on a 2D map and DTM. However,

considering the biggest limitation of the proposed approach is the data source, i.e., we

generally do not have suitable data, such as detailed CityGML LoD 3 datasets or BIM
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models. The approaches presented are only to demonstrate that these spaces can be cre-

ated. We believe that the approaches can provide some inspirations for other researchers

who need to reconstruct 3D spaces for navigations or other applications. The reconstruc-

tion procedure of the building shells is not a novel approach, but considering not always

all the buildings exist as indoor models, therefore, the building shells still have to be re-

constructed to provide better orientation. This research reconstructs the building shells

to represent indoor spaces of the buildings that have no 3D models (e.g., BIM, CityGML

LoD 4 models). But it does not mean that the 3D spaces within building shells are equal

to indoor spaces as they have no interior.

In short, the sI-spaces formed by the building with 3D models are recommended

to be reconstructed based on the projection-based method, while the reconstruction ap-

proach of the rests (data source is 2D maps) is extruding footprints of shelters along the

z-direction with a contact height (2 meters). The procedures for sO-spaces and O-spaces

reconstruction is also based on extrusion. Furthermore, all 3D space reconstructions in

this research consider keeping the topological consistency between 3D spaces and ter-

rain based on TIC (section 3.1.4). It is not true to assume that the reconstructed 3D spaces

are standing on a plane surface and this surface is regarded as the default terrain. In

fact, the natural terrain is irregular and uneven, rather than planar. It should be noted

that the proposed approaches work fine within precinct areas (e.g., a campus or similar)

where pedestrians can reach on foot. If the scenarios become a city level, abstraction/ag-

gregation mechanisms will be needed. This research does not reach the complexity and

optimization topics, but these topics will be investigated in-depth in future work (Section

8.3.4).



CHAPTER 7

IMPLEMENTATION & CASE STUDY

This chapter implements all the previously developed theories, models, and ap-

proaches for indoor-outdoor seamless navigation path planning. After introducing the

data, software, and flowchart for implementation, the mapping of the UML model to

Python classes, space classification, reconstruction, and selection are presented. Then,

two path planning examples with five navigation paths are illustrated on the basis of

the derived navigation networks. Finally, the uncertainties and limitations of the whole

work are discussed in the summary. This chapter is based on my papers 1, 2 and 4 (see

Section 1.6).

7.1 Data, Software, and Flowchart for Implementation

The test area is part of the University of New South Wales (UNSW) campus in Kens-

ington. There are seven types of objects, including buildings, shelters, roads, green areas,
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hand railings, enclosing walls and fences (Figure 7.1). The buildings indicate I-spaces,

hand railings, enclosing walls and fences serve as physical boundaries. Shelters repre-

sents areas of sI-spaces. Roads and green areas are sO-spaces and O-spaces.

FIGURE 7.1: Footprints of spaces on the selected area of UNSW campus.
The dot-filled footprint is the building that has BIM model.

The initial data of the objects are footprints in a geo-referenced 2D map (the CRS is

EPSG:28356). It is provided by the Estate Management (EM) of the UNSW as a CAD file,

in which no attributes are attached to the geometry. General speaking, we can obtain such

a 2D map with attributes from OSM, but in this implementation, geometry in the map

provided by UNSW EM is used while the map from OSM is only utilized as the source

of attributes. There are two reasons: by comparison, the footprints of the buildings in

the map provided by EM have more details, and more importantly, this map contains

footprints of unknown roads in the selected area.

There are four software packages are employed in this implementation: Quantum

GIS (QGIS), Rhinoceros (with Grasshopper), the FME (Feature Manipulation Engine),

and PostgreSQL with PostGIS extension. In the whole process, QGIS is used to add

attributes, set the coordinate system, and edit the footprints. Rhinoceros (with Grasshop-

per) is used to process the entire workflow, and the whole data process is developed in

Python script. FME is used for extracting point clouds from the DEM, and conducting
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terrain re-computation and visualization. For instance, in the terrain rebuilt (Section 6.3),

the transformer named TINGenerator from FME is utilized to constructs a Delaunay tri-

angulation based on input points and breaklines. PostgreSQL is the data management

tool of original BIM models.

(a) Road footprints

(b) Footprints of green areas

FIGURE 7.2: Footprints of road and green areas in the selected area of
UNSW campus.

The data preparation includes three steps: (i) manage all the footprints as separate

layers in QGIS; (ii) copy the attributes of footprints from OSM to the map provided from

EM by utilizing the function named “Join attributes by location" in QGIS; (iii) manually

correct all the footprints to be topologically correct. All the footprints of surface objects
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are redrawn as closed polygons and they may share edges, but without any overlaps.

The roads are connected, especially the footpaths for pedestrians (without names but

connected to other roads), so does the green areas. Thus, the continuous roads/green

areas are manually subdivided into small polygons (Figure 7.2), in which the following

principle is followed: if the area has a name, it will be subdivided from other connected

areas. Otherwise, we only consider subdividing the areas based on their attributes, such

as if an area is a green area, this area will be redrawn as a closed polygon.

(a) The I-spaces come from the BIM model.

(b) The table of I-spaces in PostgreSQL.

FIGURE 7.3: The I-spaces and BIM model in PostgreSQL.

We employ a BIM model of a building (named as Red Center - H13) as the source of

I-spaces (Figure 7.3(a)). In this model, only rooms and doors are utilized. The original

model is stored in PostgreSQL, in which each room/door has seven attributes: {ifc_class,
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ifc_guid, ifc_name, ifc_description, ifc_containing_storey, geom, color}. The geometry

type of spaces is POLYHEDRALSURFACE Z (Figure 7.3(b)).

FIGURE 7.4: The terrain of the precinct.

Furthermore, a DEM (5 metre) of the test area is obtained from Elevation Foundation

Spatial Data 1 that belongs to National Elevation Data Framework (NEDF), Geosciences

Australia. The geometry of the DEM is coerced into point clouds, and then, they are used

to construct Delaunay triangulation representing the bare terrain (DTM) (Figure 7.4).

FIGURE 7.5: Flowchart of the implementation.

The flowchart for implementation is shown in Figure 7.5. The whole process consists

of five steps:

1http://elevation.fsdf.org.au/

http://elevation.fsdf.org.au/
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(i) Classify road and green spaces as semi-indoor and semi-outdoor by using foot-

prints of building, fence, hand railing, and enclosing wall as physical boundaries;

(ii) Reconstruct sI-spaces, sO-spaces, and O-spaces based on extrusion, in which foot-

prints of shelters are used directly for the reconstruction of sI-spaces;

(iii) Select spaces based on the size (see Section 7.4);

(iv) Derive navigation network based on Poincaré duality (Section 2.2);

(v) Plan navigation paths based on Dijkstra algorithm.

7.2 Mapping UML to Python Classes

The conceptual model (Figure 5.1) is partially implemented to demonstrate its use.

In addition to the two classes (IndoorCore::CellSpaceBoundary and IndoorCore::CellSpace)

themselves and their attributes, we implement the (association) link between them.

class CellSpace:

def__init__(self , sType , topClosure , sideClosure , bottomClosure ,

containBoundary):

self.sType = 'OSpace '

self.topClosure = topClosure

self.sideClosure = sideClosure

self.bottomClosure = bottomClosure

self.containBoundary = containBoundary

In the Python scripts, IndoorCore::CellSpace in the UML is mapped as another Python

class named CellSpace. Its attributes sType, topClosure, sideClosure, bottomClosure are di-

rectly transformed as four attributes with the same names. The value of sType is one

of four: ‘ISpace’, ‘sISpace’, ‘sOSpace’, and ‘OSpace’, which corresponding to I-space,

sI-space, sO-space, and O-space respectively. The values of the closures are decimals be-

tween 0 and 1. The IndoorCore::CellSpaceBoundary and its two attributes are converted as a

Python class named CellSpaceBoundary with two attributes bType and category. The value

of bType is either ‘Physical’ or ‘Virtual’, and value of category is ‘Top’, ‘Side’, or ‘Bottom’.
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The (association) link is reflected by adding one more attribute named containBoundary to

CellSpace and one attribute named fromSpace to the CellSpaceBoundary. The containBound-

ary contains the IDs of all CellSpaceBoundary that make up this CellSpace, while fromSpace

records the ID of CellSpace where this CellSpaceBoundary comes from.

class CellSpaceBoundary:

def __init__(self , bType , category , fromSpace):

self.category = category

self.bType = bType

self.fromSpace = fromSpace

The following two tables shows the data structures of CellSpace and CellSpaceBound-

ary (Table 7.1 and Table 7.2) in the computer memory. The names of the columns are the

same as the attribute names of the two classes. Each CellSpace is represented as a quintu-

ple: CellSpace = {sType, topClosure, sideClosure, bottomClosure, boundary}, while each

CellSpaceBoundary as a triples: CellSpaceBoundary = {category, bType, space}. In the Ta-

ble 7.1, “bi" (e.g., “b0", “b3")" are the IDs of CellSpaceBoundary, while “si" (e.g., “s1", “s2")

in Table 7.2 are the IDs of CellSpace. Such IDs are not shown in the UML even the Python

classes, but we consider each object will have an ID.

TABLE 7.1: Example of CellSpace table in the computer memory.

sType topClosure sideClosure bottomClosure containBoundary

ISpace 1 0.99 1 [b0, b4, ...]
sISpace ... ... ... ...
sOSpace ... ... ... ...
OSpace ... ... ... ...

... ... ... ... ...

It should be noted that the above python classes and tables are designed for internal

data management in this research. The UML model can be implemented as a spatial

schema in a database management system (DBMS) covering all classes, data types and

code lists. Using a DBMS will ensure management of large urban areas and entire cities.
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TABLE 7.2: Example of CellSpaceBoundary table in the computer memory.

category bType fromSpace

Top Physical s1
Top Virtual s2
Top Physical s2
Side Virtual s1
Side Virtual s4

... ... ...

7.3 Space Classification and Reconstruction

We consider the roads and green areas as the two sources of sO-spaces and O-spaces.

This section classifies them into semi-outdoor and outdoor based on their sideClosure (CS),

see Section 6.2.2. The footprints of buildings, hand railings, enclosing walls and fences

are employed as physical boundaries (Figure 7.6).

The classified road and green spaces are shown in Figure 7.7. The results show

that most roads and green areas are outdoor spaces, while yards and courtyards are sO-

spaces. The classification of the footprints will be used as the semantic of the spaces

reconstructed based on them, for instance, a semi-outdoor road footprint will be recon-

structed into a sO-space in the following step.

Only the sI-spaces formed by the building with BIM model are reconstructed based

on the approaches presented in Section 6.1. Other sI-spaces formed by shelters are recon-

structed with an alternative way. The reconstructing process is extruding their projected

footprints to 2 meters, which is similar to the reconstruction of building shells (Section

6.3). The reason why this alternative way is utilized is that the data source for most

sI-spaces generation in this implementation is footprints on a 2D map, in which proper

components of 3D built structure (such as OuterCeilingSurface, OuterFloorSurface) do not

exist.

The sO-spaces and O-spaces are reconstructed on the basis of the procedures pre-

sented in Section 6.2. It should be noted that, in this implementation, the height of sO-

spaces and O-spaces is set as 2 meters. However, height is variable. The reason why 2
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FIGURE 7.6: Physical boundaries used for space classification.

FIGURE 7.7: Classified road and green area footprints. The darker white
polygons are building footprints.

meters is used is that we consider this height sufficient for pedestrian navigation. Fur-

thermore, the purpose of setting height is enclosing spaces as 3D volumes. The tops of

the spaces do not offer vertical constraints, for instance, if the height of a person is 2.5
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meters, the spaces are still qualified for navigation.

FIGURE 7.8: Reconstructed sI-spaces, sO-spaces, and O-spaces. The darker
white polygons are building footprints.

The reconstructed spaces (Figure 7.8) show that all environments where pedestrian

navigation can happen are filled by spaces, except the physical boundaries. The data

structures and classes used in this step are exactly the same as those presented in Section

7.2, but the bottomClosure of all spaces are assigned as 1.

7.4 Space Selection and Navigation Network Derivation

As mentioned in Section 3.1.1, agents in this research are pedestrians who are 3D

objects that have certain requirements for spaces. Thus, considering if spaces are large

enough to accommodate pedestrians, the reconstructed spaces are selected based on their

size. The minimum space needed by a pedestrian is estimated by Equation 3.3, i.e.,

{l′, w′, h′} = {750, 550, 1949.3}. Then, the space selection criteria for pedestrian navi-

gation are: rs ≥ 465.0mm and hs ≥ 1949.3mm. Only the qualified spaces are selected to
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participate in the navigation network derivation and navigation path planning. Never-

theless, it should be noted that the two criteria (rs and hs) only focus on the size of the

space, which are the most basic criteria for space selection. Other than that, the space

selection can consider the specific navigation purposes by adding other criteria, for ex-

ample, utilizing topClosure (CT) as a criterion to select the spaces for the pedestrians who

prefer to MTC-path or NSI-path during their navigation.

FIGURE 7.9: The duality used in this implementation. The red dots are
extra vertices extracted from shared virtual boundaries.

Indoor spaces are generally connected by doors (Figure 7.9(a)). Thus, theoretically,

a navigation network can be derived from 3D spaces on the basis of Poincaré duality

(Section 2.2). However, sI-spaces, sO-spaces, and O-spaces are naturally connected by

virtual boundaries rather than doors (Figure 7.9(b)). Therefore, we use additional vertex

on the face where two spaces meet to indicate how to traverse the spaces. Even if the path

does not intersect the spaces, the vertices are still needed, see the abstracted example

(the green line in Figure 7.9(c)). Thus, curve edges and extra vertices are employed to

force the navigation links to pass through the sharing of virtual boundaries. It should be

mentioned that the computation of the additional vertices includes two steps: (i) evaluate

if two spaces are sharing a virtual boundary surface based on 3D space intersection and
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(ii) extract the centroid of the intersection surface as the additional vertex. If there is more

than one virtual boundary shared by two spaces, the vertex that ensures the shortest

distance between the two spaces will be selected.

FIGURE 7.10: All the spaces in the selected area on the UNSW campus.
The darker white polygons are building footprints.

FIGURE 7.11: Derived unified navigation network in the test area. Black
lines are edges and red dots are nodes.

Furthermore, we integrated the I-spaces from geo-referenced BIM models based
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on the approach presented in (Diakité and Zlatanova, 2020) with all the reconstructed

spaces. The integrated 3D spaces are shown in Figure 7.10. The data structure of the

I-spaces is slightly different from other spaces, because we do not split the POLYHE-

DRALSURFACE of each I-space into top(s), side(s), and bottom(s). That is to say, the

geometry of each space remains a solid. But, the topClosure, sideClosure, and bottomClo-

sure of all I-spaces are assigned the value as 1. The name of each space corresponds to the

“Ifc_name" column of the BIM model stored in an SQL database.

Utilizing all the selected I-spaces, sI-spaces, sO-space, and O-spaces, we derived the

unified navigation network on the basis of Poincaré duality (Figure 7.11).

7.5 Path Planning

This section presents path planning, which includes two examples with five naviga-

tion paths. For comparison, OSM and Google Maps are also used for path planning.

7.5.1 Examples of Seamless Navigation

Three navigation paths are performed to demonstrate the seamless navigation cases

(Figure 7.12, 7.13 and 7.14). In the planned paths, black points are navigation nodes while

the red are extra vertices. Blue curves indicate the navigation paths. Information about

3D spaces in the Figure is linked to the table by number.

The first case is a path planning from an O-space (Road16) to a sO-space (Village

green), see Figure 7.12, which is used to demonstrate the sO-spaces and the spaces with-

out clear paths can be included in navigation path planning. The paths planned by OSM

and Google Maps try to guide pedestrians to walk around the spaces without clear paths

(such as green areas), which we call as detour issues since obviously pedestrians can

walk through green areas directly to the destination. The path in our approach shows

the detour issues are avoided by involving sO-spaces and O-spaces (greenArea25 and

greenArea29) in the navigation map. We noticed that the detour issues are avoided,

but some new detour issues occur. For instance, it has undesirable zigzags between
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greenArea25 (node 4) to destination (node 7). Another issue is that partial segments of

the navigation path are exposed to the outside of spaces. The reason why the two issues

occur is the road space (road34 - node 5) and green area space (greenArea25 - node 6) are

not convex polygons. The undesirable zigzags result from non-convex spaces. The unde-

sirable zigzags are caused by non-convex spaces. One way to ensure that all spaces are

convex polygons is space division (Zlatanova et al., 2014). But, this topic is not included

in this research, but it has been listed in the future work, see Section 8.3.2 Apply Space

Subdivision.

FIGURE 7.12: From O-space to sO-space (Road16 Village green).

The second path planning is taking an O-space (Road19) as the departure while an

I-spaces (sI-space47) as destination (Figure 7.13), which is designed to show that the sI-

space can be departure/destination/transition in a navigation path. In the OSM and

Google Maps, we cannot choose a sI-space as the destination since no clues show that

somewhere is a sI-space. Our approach can indicate sI-spaces and includes them as de-

parture, destination, or transition in the navigation map. Furthermore, the path shows

the possibility to consider the vertical constraint (height bottleneck) in navigation. For
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instance, the sI-space (sI60), which formed by a building bridge. The accurate height of

this bridge has a decisive effect on the navigation, specifically, if the height of a user is

larger than this height, this path will be unavailable.

FIGURE 7.13: From O-space to sI-space (Road19 sI-space47).

The third case is a path from a sO-space (Road80) to an I-space (Room 4036), see Fig-

ure 7.14, which is designed to demonstrate the seamless navigation. Considering we have

only one BIM building that has I-spaces, if both departure and destination are located

within this building, the navigation becomes indoor navigation. Thus, to demonstrate

the seamless navigation, we chose a place out of the building as the departure while a
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place as the destination inside of the building. In OSM and Google Maps, the navigation

is limited in outdoor and there are no details of I-spaces. Thus, an I-space (room) cannot

be chosen as the destination, and pedestrians are failed to get navigation paths in indoor

parts. Our approach overcomes such kinds of shortcomings. On one hand, indoor spaces

are able to be set as departures, destinations or transitions, and on the other hand, the

navigation path includes the indoor parts. The path shows that seamless navigation is

possible and there is no difference between indoor and outdoor from a navigation point

of view.

FIGURE 7.14: From sO-space to I-space (Road80 Room 4036).

7.5.2 Example of MTC-path & NSI-path

As mentioned in Chapter 5, the MTC-path (Section 5.2.2) and NSI-path (Section 5.2.3)

are two new path options developed based on sI-space. Both their first step is the sI-space
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selection. Then, a new navigation network can be derived based on selected spaces. In

this paths planning test, the navigation network derived in the last section is used as

we assume that all the sI-spaces have a qualified topClosure (CT ≥ 0.8). The reason why

we have such an assumption is that most sI-spaces are reconstructed from footprints of

shelters, which makes us cannot estimate exact values of topClosure for them. The MTC-

path and NSI-path are implemented with two navigation cases: A B (Figure 7.15), C

 D (Figure 7.16).

The first navigation case takes A as departure and B as the destination. The short-

est path and MTC-path can be seen in Figure 7.15. All different approaches can offer

the shortest path, but only our approach can offer the MTC-path and NSI-path. The

navigation path computed by Google Maps obviously shows this system tries to guide

pedestrians to go along the roads. Furthermore, the third dimension (vertical constraint)

of outdoor spaces in OSM and Google Maps is neglected, but which can be considered

in our approach, because the navigation network of our approach is derived from 3D

spaces.

Our approach not only can offer the shortest path and MTC-path but also more de-

tailed information of the path, such as covered/uncovered distance as well as the top-

coverage-ratio. As shown in the figure at the bottom right, the navigation path includes

as many sI-spaces as possible can increase the top-coverage-ratio of the path, see the black

circled part in the MTC-path of Figure 7.15.

The second navigation case is from C (departure) to D (destination) (Figure 7.16).

The path planning results of this case vary greatly. Path offered by OSM shows the

pedestrians can go through a building. Navigation in Google Maps still tried to guide

pedestrians to follow the roads. We expect our approach to have a similar shortest path

to the result from OSM, but with the reason that this building does not have BIM model

and therefore is excluded, the shortest path of our approach slightly changes. In the

MTC-path, it clearly shows that the path tries to include as many sI-spaces as possible to

increase the covered distance and top-coverage-ratio of the path.
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FIGURE 7.15: Navigation paths of A  B. Differences between shortest
path and MTC-path are marked by black ellipses, which shows where the

sI-spaces are involved.

Based on the path selection strategy, both MTC-path in the two cases is recom-

mended, since their uncovered distances are shorter than that of the corresponding short-

est path (250.80 vs 270.88, and 270.48 vs 347.91) and the coverage ratio of the two MTC-

paths is larger than that of the shortest paths (0.138 vs 0.038, and 0.226 vs 0). As men-

tioned above, the NSI-path is a compromise option when neither the shortest path nor
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FIGURE 7.16: Navigation paths of C D. The part marked by black ellipse
shows where the sI-spaces are involved in MTC-path.

MTC-path is recommended. Considering both MTC-path of two cases are recommended,

this implementation does not further to compute the NSI-path. But, the NSI-path surely

can be computed with our approach.

7.6 Comparison of Results

We compare the path planning results of OSM, Google Maps, and our approach from

six aspects (Table 7.3): (i) if the sI-/sO-spaces are considered in the navigation map, (ii)

it performs navigation in 2D or 3D, (iii) if it can compute the shortest path, (iv) if it can

offer the seamless indoor/outdoor navigation path, (v) if it is able to offer the MTC-path,

and (vi) if it can provide a NSI-path.

TABLE 7.3: Comparisons of three navigation systems. × means no while
Xmeans yes.

Approach sI-/sO-space 2D/3D Shortest path Seamless path MTC-path NSI-path

OSM × 2D X × × ×
Google Maps × 2D X × × ×
Our approach X 3D X X X X
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The results show that current navigation applications do not consider sI-spaces and

sO-spaces in navigation map, perform navigation in 2D, and offer the shortest path as the

only path option. However, thanks to the developed generic space definition framework,

the unified 3D space-based navigation model, and reconstruction approach for 3D spaces,

we can classify, defined, manage, structure, and reconstruct all types of spaces (especially

sI-/sO-spaces) as 3D spaces and include them in the navigation map for seamless path

planning. The navigation path shows that our approach performs navigation in 3D. More

importantly, it not only can offer the shortest path but also the seamless navigation path,

MTC-path, and NSI-path.

7.7 Summary

This chapter illustrates how to utilize all developed theories, models and approaches

to perform indoor-outdoor seamless navigation path planning, including reconstruction

of 3D spaces, implementation of the unified 3D space-based navigation model, derivation

of navigation networks and path planning. There are several aspects should be further

elaborated:

The height of sI-space should be strictly defined by the height of physical struc-

tures (e.g., roof, shelter, bridge). In this implementation, a contact height (2 meters) was

employed, because (i) the input data for sI-space reconstruction are 2D footprints, thus

information of physical tops of sI-spaces are not available and (ii) 2 meters are sufficient

for the pedestrian navigation. For the similar reason, this contact height is also used in

reconstruction of sO-spaces and O-spaces. But, it should be noted that the purpose of

setting height is only enclosing sO-spaces and O-spaces as 3D volumes. In other words,

this height of sO-spaces and O-spaces will not be used as the basis to determine whether

such a space can meet the requirements of vertical constraints in navigation.

This unified model is based on 3D spaces, but it gives the impression that except for

the I-spaces, the sI-spaces, sO-spaces, and O-spaces in the implementation are 2.5D. The

reasons why we still regard the model as 3D are: (i) I-spaces employed in the model are
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3D; (ii) sI-spaces should be 3D spaces generated from 3D models (e.g., CityGML LoD3).

Due to lack of appropriate 3D models, sI-spaces are created by extruding 2D footprints

up to a certain height; and (iii) all kinds of 3D space constructions take terrain into con-

sideration to keep the topological consistency, which makes the navigation nodes are not

on the same plane.

Space identification and subdivision is a pre-step of the navigation network deriva-

tion. A refined space subdivision would yield a smoother path. If the spaces are not sub-

divided properly, the navigation path will be undesirable. However, in the data prepara-

tion, only a rough space subdivision is conducted manually, which brings in some issues.

For instance, because the spaces are not convex, partial zigzag, or navigation paths are

exposed to the outside of spaces (Figure 7.12).

Another aspect is that the navigation network looks still very rough (one space is

abstracted as a node) and gives the wrong impression that the developed model only can

be based on 3D spaces for navigation network construction. The navigation network in

this experiment shows that it has the same structures with existing networks (i.e., NRG).

Thence, although the unified model is based on 3D spaces, it remains valid if the environ-

ments are represented as 2D spaces. The information on the third dimension will be lost,

but the navigation network will still be derived under unified rules and will, therefore,

can combine with existing navigation networks and further provide seamless navigation.





CHAPTER 8

CONCLUSION AND FUTURE WORK

This final chapter summarizes the key findings of this PhD research and presents

future work to continue the topics. After providing our answers to the research questions

posed in this PhD study, we list ten topics that can be investigated in future research.

8.1 Conclusion

Contemporary public buildings are becoming conglomerates of open, semi-open

and closed spaces, with indoor and outdoor sections, posing a set of challenges for hu-

mans to navigate seamlessly through such environments. Navigation systems generally

rely on a network (nodes and edges) as an abstraction of underlying space connectivity.

However, (i) indoor and outdoor networks are currently built differently. While indoor

systems rely on indoor space subdivision approaches, current outdoor systems utilize
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road-based network approaches. (ii) Linking such networks via particular nodes is a pos-

sible but restrictive way to make a unified navigation model. (iii) Semi-bounded spaces in

the built environment are not strictly indoor or outdoor spaces and are thus often omitted

from navigation networks, further limiting navigation options. (iv) Current navigation

networks are derived based on 2D-connectivity and the path planning assumes agents

are points. Thus, vertical constraints during the navigation are not considered.

To overcome these challenges, based existing knowledge, this thesis developed new

theories, models, and approaches to support seamless navigation path planning in all

kinds of environments, which include a novel generic space definition framework, a

unified 3D space-based navigation model, approaches for automatically reconstructing

3D spaces, and two new path options (MTC-path and NSI-path). The introduced novel

generic space definition framework can categorise and define the entire space formed by

built structures as indoor outdoor, semi-indoor, and semi-outdoor spaces. The developed

3D space-based model illustrates that a same navigation network derivation and man-

agement approach for all types of spaces are possible. This elaborated procedures and

algorithms demonstrate that all introduced spaces are able to be automatically derived

as 3D volumes. The MTC-path and NSI-path prove that using the introduced spaces to

define new navigation path options is feasible.

In short, this thesis has contributed to the development of solutions for seamless

navigation path planning in the entire space formed by built structures. The contribu-

tions of this research on the seamless navigation path planning can be summarized as

the following four aspects: (i) semi-bounded spaces are systematically and parametri-

cally categorised as semi-indoor and semi-outdoor, thereby allowing to include them in

navigation maps; (ii) all types of environments are uniformly modelled and managed as

3D spaces, which allows they can share the same derivation approaches for navigation

networks, thereby overcoming the difficulties of exchange and maintain the integrated

navigation network; (iii) path planning base on 3D spaces makes vertical constraints dur-

ing navigation are considered; and (iv) new navigation path options are developed based

on the semantics of introduced spaces.
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With the developed theories, models, and approaches, the spaces are enriched with

attributes and linked to supplementary data to derive user dedicated information. Such

extended information can be used in many applications for navigation: shopping, facil-

ity management, guidance at airports and hospitals, etc. We also believe this research is

important for location-based services (LBS) applications, urban data management, and

urban analytics. Furthermore, through the spaces, environmental conditions (high tem-

peratures, rain, pollution) can be taken into consideration and studies could be completed

on mobility and human activities. As mentioned previously, people can use sI-spaces in

case of rain or high temperatures. Such studies can motivate urban planners and design-

ers to consider more transitional spaces.

8.1.1 Answers to the Research Questions

The main research question that I seek to answer in this thesis is:

What a (3D) spatial model can include all types of living environments for support-

ing seamless navigation path planning?

This research has elaborated on the issues related to the spatial model in depth. It

has shown that spatial models require an extended definition of environmental spaces,

their attributes, and relationships. This thesis concluded that a unified 3D space-based

model can be defined as an extension of presently well-known space-based model for

indoor, i.e., IndoorGML. Such a solution has the following advantage that all types of

living environments are modelled as 3D spaces and included in the navigation map to

support seamless navigation path planning.

8.1.2 Environments

Q1: Which environments (spaces) should be considered in seamless navigation

activities?

This research found that the semi-enclosed spaces that are generally located between

indoor (I-space) and outdoor (O-space) but cannot be strictly defined as indoor or out-

door should be considered in seamless navigation (Section 2.4.2). The specific way of
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including such kind of spaces in the navigation map is classifying and defining them

into two new types of spaces, semi-indoor (sI-space) and semi-outdoor (sO-space). This

thesis provided formal definitions of the four spaces: I-space, O-space, sI-space and sO-

space. We have demonstrated that with the four strictly defined spaces, all types of liv-

ing environments can be covered for supporting seamless navigation path planning. The

spaces ensure the automatic derivation of robust seamless networks for navigation path

planning. Furthermore, including the sI-spaces and sO-spaces into the navigation opens

new directions for further tailoring of the navigation path with respect to environmental

factors, such as the MTC-path (Section 5.2.2).

Q2: Is it possible to classify and define all the complex environments as 3D spaces

for seamless navigation?

This thesis investigated the definition of spaces in the literature and adopted the

term “space", which is utilized to represent the 3D hollow parts in the environment that

are bounded by physical or imaginary (non-existing) elements (Section 2.4). That is, for

the purpose of navigation, our living environments can be defined in a formal way -

3D spaces, although they are contemporarily getting more and more complex, combin-

ing structures indoor and outdoor. Chapter 4 has presented a generic space definition

framework, which uniquely classifies and formally defines any space into one of the four

categories: I-space, O-space, sI-space, and sO-space. Using this framework, all types of

spaces are able to be included in the navigation map with the same management struc-

tures, thereby any spatial model can rely on it to use the same network extraction ap-

proaches across the built environments for providing a seamless navigation solution.

8.1.3 Spaces Representation

Q3: Can we introduce unified names and terminology to define all kinds of spaces?

We introduced three terms, Top, Side, and Bottom, to extend the basic building ele-

ments, roof, wall, floor respectively for an indoor space to other structures in non-indoor

spaces, such as the shelter, fence, and ground. That is, the three terms generalized the

elements/structures in all types of spaces with generic notions, for instance, both roof



8.1. Conclusion 143

and shelter can act as upper boundary of a space, but they are different. The former is

mostly for I-space, while the latter for sI-space. Similarly, both wall and fence can be the

surrounding boundary, and floor and ground can be the lower boundary (Section 3.2.1).

The three terms allow all complex boundary configurations to be considered, although

the materials, shapes, and dimensions of the structures that form the spaces are diverse.

With the three terms, all spaces have unified definitions (Section 4.1.1) and they are mod-

elled as 3D volumes composed of Top, Side, and Bottom. This approach provides the basis

for defining and developing a unified 3D space-based navigation model, i.e., network

(Chapter 5).

Q4: What kind of terminology should be introduced to quantitatively define all

kinds of spaces?

In addition to the three terms (Top, Side, and Bottom), we introduced six more terms to

quantitatively define all kinds of spaces (Section 3.2), including topClosure (CT), bottom-

Closure (CB) and sideClosure (CS), Gradient (G), Physical boundary, Virtual boundary. Fur-

thermore, three threshold values (α, β and η) are introduced for CT and two (γ and δ)

for CS to control their definitions (Section 4.1.2). As shown in implementation (Chap-

ter 7), these terms are able to help with classifying and identifying spaces for navigation

uniquely and group them parametrically. In addition, spaces can be selected based on

their closure for developing new path options. For example, the sI-spaces are selected

based on their CT for the path planning of MTC-path (Section 5.2.2) and NSI-path (Sec-

tion 5.2.3).

8.1.4 Unified Navigation Model and Path Options

Q5: Is it possible to develop a 3D unified spatial model for seamless navigation?

The core of this thesis is a spatial model that can integrate all the defined parame-

ters in a structured way to be able to be queried and modified with respect to changed

environment and user needs. We developed a spatial model that can integrate the 3D

spaces and their characteristics by extending the the concept of CellSpace and CellSpace-

Boundary in IndoorGML (Chapter 5). The proposed modifications are relatively small
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and can be easily adopted by the standard, because all the classes remain the same as

that in IndoorGML, and only several attributes are added. In particular, the modification

for CellSpace is adding four attributes (sType, topClosure, sideClosure, and bottomClo-

sure) (Section 5.1.1), while that of CellSpaceBoundary is two new attributes: category and

bType (Section 5.1.2).

With this unified 3D space-based model, we are able to (i) maintain all types of en-

vironments (indoor, outdoor, semi-indoor, and semi-outdoor) as 3D spaces, (ii) manage

all types of spaces in a uniform way, such as management methods and network con-

struction approach, and (iii) develop new seamless navigation path options based on the

semantics of spaces.

Q6: Is it possible to develop new path options by considering the semantics of

spaces?

Having defined all spaces formally, this thesis demonstrated that new path options,

which differ from the commonly shortest/fastest can be defined. We put forward two

roofed/sheltered navigation path options (MTC-path (Section 5.2.2) and NSI-path (Sec-

tion 5.2.3)) based on the sI-spaces in the navigation map. This enriches the traditional

navigation options (the shortest distance/time paths) and opens new directions for path

options, which can bring in a new navigation experience for humans. With similar ideas,

we can investigate new paths with I-spaces, even sO-spaces or O-spaces for other navi-

gation preferences.

In simple terms, the new path options bring in three contributions to indoor-outdoor

seamless navigation path planning: (i) people can have point-to-point navigation path

with less undesirable detour issues; (ii) MTC-path and NSI-path are computed and sug-

gested for users who need the shortest path with as many covers from the top as possible

and (iii) the navigation performs in 3D, which aligns to the real situation that navigation

is a process of pedestrians moving from one 3D space to another.
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8.2 Discussion

Aiming at considering all types of spaces into navigation map to support seam-

less navigation path planning, our research developed theories, models and approaches.

Although the results show that seamless navigation path planning can successfully be

achieved, there are still some limitations that may affect the use of them in real naviga-

tion systems and need to be considered in further developments.

First of all, this research presented a generic definition framework, which is strictly

based on parameters and thresholds. We attempted to assign values to them, such as the

five thresholds (α = 0.05, β = 0.95, γ = 0.75, δ = 0.95, and η = 0.6) for the CT and CS

in the generic definition framework. The threshold (CT ≥ 0.8) was utilized to select sI-

spaces for the MTC-path and NSI-path. Theoretically, these parameters, thresholds and

their suggested values are enough for the seamless navigation path planning, because

they can fully control classifications, definitions, and usages of the spaces. However,

they are not verified by pedestrians in real scenarios. Thence, we cannot convincingly

conclude that the values of them are well accepted by users. Therefore, to further ver-

ify this research, a set of tests should be conducted by deploying them in a navigation

system or application. And then, improve them based on the feedbacks collected from

pedestrians.

Secondly, a unified 3D space-based navigation model is developed for supporting

space management. This model extends the two classes (CellSpace and CellSpaceBoundary)

in IndoorGML, which ensures all types of spaces for navigation (indoor, semi-indoor,

semi-outdoor, and outdoor) have the same representation, management methods, and

network construction approach. But it is necessary to mention that there are still three

limitations: (i) obstacles shall be represented and included in the model as non-navigable

spaces. In particular, they shall be semantically categorised as static (e.g., pillar, tree),

semi-mobile (e.g., small table, car), and mobile (e.g., fire) (Diakité and Zlatanova, 2018).

But, the model only focuses on the navigable spaces, thus the obstacles are overlooked;

(ii) we presume all the spaces are available for navigation. However, although some

spaces are there, they might be not accessible. For instance, pedestrians are forbidden
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to visit some spaces, because they are private, occupied, not allowed, or closed. The

accessibility may be a critical one in indoor and outdoor mixed contexts, but the model

has currently no attribute that deals with this information; (iii) the model is based on

3D spaces, but the 3D spaces might not be always available or needed to be created.

Although if the spaces are merely represented as 2D, navigation networks still can be

derived under unified rules and will provide seamless navigation, the information in the

third dimension will be lost. Thus, the reliance on 3D space will also reduce the usability

of the model to a certain extent. These three limitations shall be further investigated in

the future work.

Thirdly, we mainly focus on the definition, classification, and reconstruction of the

spaces formed by built structures. Agents may also be interested in the spaces from

other structures, such as the underground (e.g., tunnels), landscape spaces, mines, caves,

even desert during their navigation. For instance, partial landscape spaces are formed by

trees, in which trees themselves can form non-navigable spaces but their treetops are able

to form sI-spaces. Theoretically, such kind of spaces could be also classified and included

in the unified navigation model and employed to enhance the MTC-path or NSI-path.

But, because such kind of structures is different from building structures, the estimation

approaches of parameters and thresholds in the generic space definition framework, ap-

proaches of 3D space reconstruction, and data sources should be further investigated.

Last but not the least, a pedestrian was utilized as the agent for implementations,

which allows us to determine that if a space is qualified for navigation as long as (i) it

is big enough to hold a pedestrian and (ii) its topClosure (CT) is good enough for MTC-

path and NSI-path planning purposes. However, a pedestrian is only one specific type of

agent. Pedestrians often can walk with extra devices, such as trailers, child buggies. Be-

sides, other types of agents such as drones and robots also need seamless navigation path

planning. These agents could have different requirements for space in size, CT, as well as

other aspects, such as the gradient of bottom. We expect the developed theories, models

and approaches to be usable for theses different types of agents. Therefore, extensions of

agent types could help to better test the whole research.
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8.3 Recommendations for Further Research

This section introduces future work to this PhD research. As discussed, several as-

pects still need to be investigated deeply to enhance the developed theories, models and

approaches for indoor-outdoor seamless navigation path planning. Future work can be

categorized into eight aspects, in which the first four directions are to strengthen and

supplement the current results, while the remaining four are further sublimation of this

research.

• Extend the definition of spaces;

• Apply space subdivision;

• Include obstacles in the path planning;

• Evaluate the navigation performance;

• Popularize the results to other applications;

• Reconstruct space based on other data sources;

• Investigate space accessibility;

• Develop and evaluate new navigation path options.

8.3.1 Extend the Definition of Spaces

The generic definition framework developed by this research can systematically clas-

sify and define the built environment spaces into I-space, O-space, sI-space, and sO-

space. Nevertheless, other than the spaces formed by built structures, pedestrians or

other types of agents may also need navigation in the spaces formed by underground

(e.g., caves), landscape spaces, mines, even desert. Therefore, it is essential to extend the

generic space definition framework to cover such kind of spaces.

For extensions, the terms introduced by this research (Section 3.2), including Top,

Side, Bottom, topClosure, sideClosure, bottomClosure, Gradient, Physical/Virtual boundary, still



148 Chapter 8. Conclusion and Future Work

FIGURE 8.1: Example of the space modelling in landscape. Adapted from
the figures in (Zlatanova et al., 2020).

can be utilized, but the three threshold values (α, β and η) for CT and the two (γ and δ) for

CS need to be re-estimated. For instance, landscape spaces are represented by boundaries

with geometric representations, in which boundaries are called as surrounding planes,

including ground plane, vertical plane, and overhead plane (Zlatanova et al., 2020; Wang

et al., 2020). As seen in Figure 8.1, treetops of arbours act as overhead planes, bushes as

vertical planes, and ground/terrain as the ground plane. It means that the ground plane,

vertical plane and overhead plane can correspond to Bottom, Side, and Top respectively.

But the CT and CS of the spaces formed by trees cannot be computed based on the elab-

orated approaches (Section 3.2.2), because it is very complex to estimate the physically

enclosed areas and entire areas. Therefore, currently, it is hard to say how spaces formed

by trees can be classified. For trees themselves, they are non-navigable while the spaces

formed by them could be some of these four classified spaces, for instance, the spaces

formed by treetops could be sI-spaces. That is, after additional investigation, the expec-

tation is that forests can be included in CellSpace and CellSpaceBounday.
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8.3.2 Apply Space Subdivision

Space subdivision is expected to bring in two benefits to path planning. One is to ac-

curately subdivide the areas of outdoor to make sure spaces have the correct attributes,

such as roads, streets, green areas, water bodies. Another is to help with deriving a re-

fined navigation network, such as subdividing spaces into convex can make sure the

navigation nodes stay within the spaces. In this thesis, we only have manually split

roads/streets into closed polygons on the basis of their attributes, in which only build-

ings, shelters, roads, green areas, hand railings, enclosing walls, and fences are used as

the borders. In the navigation network derivation, a road/street space is abstracted as a

node without considering its convexity.

(a) (b)

(c) (d)

FIGURE 8.2: Example of outdoor borders.

Thence, space subdivision rules or algorithms for automatically subdividing out-

door spaces based on different borders should be investigated. Particularly, drawing

on the methods originally designed for indoor spaces can offer possibilities for exten-

sions to outdoor, such as 3D indoor space subdivision based on the convex (Diakité and
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Zlatanova, 2018) or visibility (Jiang and Liu, 2010). Furthermore, consider more types of

borders in outdoor spaces, because besides the borders mentioned above, outdoor spaces

may have other natural borders, such as water (Figure 8.2(a)), cliff (Figure 8.2(b)), and

traffic markers (Figure 8.2(c)). If the agent becomes a vehicle, traffic markers especially

should be considered as the borders, for example, the street in Figure 8.2(d). There are

road signs (“DO NOT ENTER") that indicate no cars are allowed to enter the street.

8.3.3 Include Obstacles in the Path Planning

All parts in this research assume that the spaces are freely walkable and empty, i.e.,

there is no furniture/facilities. However, it is over idealistic, because this assumption

fails to reflect the complexity of real indoor and outdoor environments thereby missing

to consider the possibility that obstacles may change the navigation paths. Therefore, in

future work, obstacles shall be included in the unified navigation model and further used

for seamless navigation path planning. For instance, we can use the Flexible Space Subdi-

vision framework (FSS) introduced by (Diakité and Zlatanova, 2018) to categories indoor

obstacle spaces as static (e.g., pillar), semi-mobile (e.g., small table), and mobile (e.g., fire).

As for the obstacles in sI-spaces, sO-spaces, and O-spaces, further investigations should

be carried out on adapting the FSS framework or proposing new theories/approaches.

8.3.4 Evaluate the Navigation Performance

It is appropriate to say that the presented approach is suitable for precinct areas (e.g.,

a campus or similar) where pedestrians can reach on foot. However, navigation does not

always only happen within such areas and the travel mode is not always limited to walk.

For instance, someone may need a navigation path from an office at one end of the city

to a friend’s home at the other end. For such a case, a lot of spaces should be included

and multiple locomotion modes may be needed. Due to the current implementations

are performed based on files, once the scenario becomes a city level, without any ab-

straction/aggregation mechanisms, we may have great trouble to reconstruct the spaces,

derive navigation networks, and plan the seamless navigation paths. More importantly,
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navigation paths are generally required to be planned in real-time and path planning be-

comes unacceptable if it takes too much time. Therefore, in the future work, two aspects

should be conducted to cope with computing problems: (i) evaluate navigation path

computational performance and involve multiple locomotion modes, and (ii) investigate

abstraction/aggregation mechanisms for computing the spaces and deriving a network

in large areas.

8.3.5 Popularize the Results to Other Applications

As mentioned in Section 3.1.1, agents can be broadly categorised as humans and

robots, which have different locomotion modes and can vary in size and height, such

as walking (pedestrians), rolling (trolleys, wheelchairs), flying objects (e.g., drones) or

combinations of these. Therefore, other than pedestrian, research should be conducted on

other types of agents, such as trolleys, wheelchairs, drones, or robots. Theoretically, the

developed space classification, definition, the unified 3D space-based model, and space

reconstruction approaches are still capable, but more parameters and criteria should be

added to reflect the agents. For instance, compared to a pedestrian, a wheelchair user

needs larger spaces in length and width but less space in the height, and he/she would

require to be navigated with spaces that have no stairs and no undue bottom gradient.

Furthermore, this research developed the internal memory data structures (Section

7.2) by using the UML of the unified 3D space-based navigation model (Figure 5.1).

This model is extended from IndoorGML and intended for representation indoor, semi-

indoor, semi-outdoor and outdoor spatial information based on 3D spaces and network/-

graph. To make this model for multiple and multi-purpose uses, in the future, it is nec-

essary to learn from IndoorGML, for example, develop an XML-based schema of this

model for the exchange of information. Other than that, another way to popularize this

model is to utilize it as a data model for the persistent storage of data in the DBMS for

different purposes.
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8.3.6 Reconstruct Spaces based on Other Data Source

Space reconstruction is a key step of the presented unified model and path planning

based on 3D spaces, because the 3D spaces might not be always available or needed to be

created. No one currently knowns if existing data sources can provide these four naviga-

tion spaces at the same time. For instance, map providers or agencies generally cannot

provide information of indoor and semi-indoor spaces. BIM models and footprints (2D

maps) used in this research have been available from different sources, such as Estate

Management, mapping agencies or OSM. If BIM models or 2D maps are not available,

other algorithms could be the options, such as from point clouds (Rodenberg, Verbree,

and Zlatanova, 2016). Furthermore, with the development of 3D space modelling, we can

access more 3D models, such as CityGML models. The on-going version of CityGML 3.0

is planning to model the outdoor as 3D spaces (Kutzner, Chaturvedi, and Kolbe, 2020),

which includes driving lane, sidewalks, even waterway (Labetski et al., 2018).

Therefore, exploring 3D models as inputs to support the better 3D reconstruction of

semi-outdoor and outdoor spaces can be a future direction. Other than 3D models, point

clouds from airborne laser scans (Haala and Brenner, 1997; Verma, Kumar, and Hsu,

2006; Rodenberg, Verbree, and Zlatanova, 2016), or aerial photographs and terrestrial

laser scans (Fruh and Zakhor, 2001), or images from UAV (Xie et al., 2012) can also be the

data sources for 3D reconstruction of spaces, although these kind of data currently are

mainly for 3D (building) models generation (Nikoohemat et al., 2020).

8.3.7 Investigate Space Accessibility

Currently, this research presumes that all the spaces are available for navigation.

However, although the spaces are there, they might not be accessible. For instance, pedes-

trians are forbidden to visit some spaces because they are private, occupied, not allowed,

or closed (Figure 8.3). Specifically, the space accessibility issues can be classified into

property, object, legal, and time. The property issue means that spaces are private (e.g.,

the building with balconies in Figure 8.3(a)). There are two sI-spaces: one is formed by

the roof and outer floor (balcony space), and the other is formed by the ground and the
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outer ceiling (space under the balcony). Generally speaking, the former cannot be used

in the navigation model/system, as this space is private and only the house owner can

use it, while the latter can be public. The object issue is that some spaces may be occupied

by some objects. For instance, the spaces are occupied by plants (Figure 8.3(a)) or a car

(Figure 8.3(b)). The legal issue usually arises in some public spaces, such as areas where

pedestrians are not allowed to across some zones considering the security (Figure 8.3(c)).

The time issue means the spaces are available for pedestrians during certain time slots

(Figure 8.3(d)).

The Land Administration Domain Model (LADM) (Lemmen et al., 2010; Lemmen,

Van Oosterom, and Bennett, 2015; Zlatanova et al., 2016a; Zlatanova et al., 2016b; Alattas

et al., 2018b; Alattas, Oosterom, and Zlatanova, 2018; Alattas et al., 2018a) can provide an

option to solve the property issue, and the object issue can be addressed by considering

the locations of objects. Based on the combined use of LADM models (Lemmen, Van Oos-

terom, and Bennett, 2015) with IndoorGML, indoor navigation can be performed with the

accessibility of the indoor spaces based on user rights (Alattas et al., 2017). This practice

is capable to make the navigation process more appropriate and simpler because the nav-

igation path will avoid all of the non-accessible spaces based on the rights of the agents,

which further can save computation resources for path planning in a large area. There-

fore, in the future work, it is necessary to investigate how to add accessibility attribute to

spaces by using the LADM.

8.3.8 Develop and Evaluate New Navigation Path Options

This thesis developed two new navigation path options, MTC-path and NSI-path,

in which the top-coverage-ratio of a path (Pcr ) is used as a metric for the optimal path

determination. However, besides this, other metrics may also be interesting for some

agent, such as the number of turns (Vanclooster et al., 2019), safety (Wang and Zlatanova,

2019), specific level of calories burn (Sharker, Karimi, and Zgibor, 2012), minimum traffic

related air pollution exposure (Alam, Perugu, and McNabola, 2018), etc. Moreover, this

research only attempted to develop new path options based on sI-space. It means that
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(a) Property and object issue (b) Object issue

(c) Legal issue (d) Time issue

FIGURE 8.3: Example of space accessibility issues.

one of the future work is to develop new models that can consider more metrics, and

another work can be developing new path options based on all types of spaces for further

tailoring of the navigation path with respect to environmental factors. For instance, a

path with as many I-spaces as possible, which could be very attractive in hot summer,

since the I-spaces are generally equipped with air conditioners.

The experiences and feedbacks are critical for the research of seamless path planning,

because the ultimate goal of developing new path options is to better navigate agents.
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However, currently, the new path options are merely devised by observations of human

behaviours and needs in routing. Therefore, in future work, it is necessary to deploy the

developed new path options in navigation systems, and then, evaluate and improve them

based on the feedbacks of agents. For instance, by collecting questionnaires, investigating

the acceptable CT of space for selecting sI-spaces and I-spaces in MTC-path planning.
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Hannah, Charlotte, Irena Spasić, and Padraig Corcoran (2018). “A computational model

of pedestrian road safety: the long way round is the safe way home”. In: Accident

Analysis & Prevention 121, pp. 347–357.

He, Jiang and Akira Hoyano (2010). “Measurement and evaluation of the summer mi-

croclimate in the semi-enclosed space under a membrane structure”. In: Building and

Environment 45.1, pp. 230–242.

Hillier, Bill and Julienne Hanson (1984). The social logic of space. Cambridge university

press.

https://portal.opengeospatial.org/files/?artifact_id=47842


Bibliography 163

Hooff, Twan Antonius Johannes van and Bert Blocken (2009). “Computational analysis

of natural ventilation in a large semi-enclosed stadium”. In: Proceedings of the 5th

European and African Conference on Wind Engineering. Firenze University Press., pp. 1–

11.

Howard, Charlene and Elizabeth K Burns (2001). “Cycling to work in Phoenix: Route

choice, travel behavior, and commuter characteristics”. In: Transportation Research

Record 1773.1, pp. 39–46.

Hwang, Ruey-Lung and Tzu-Ping Lin (2007). “Thermal comfort requirements for occu-

pants of semi-outdoor and outdoor environments in hot-humid regions”. In: Archi-

tectural Science Review 50.4, pp. 357–364.

Indraganti, Madhavi (2010). “Adaptive use of natural ventilation for thermal comfort in

Indian apartments”. In: Building and environment 45.6, pp. 1490–1507.

Ishaque, Muhammad Moazzam and Robert B Noland (2008). “Behavioural issues in pedes-

trian speed choice and street crossing behaviour: a review”. In: Transport Reviews

28.1, pp. 61–85.

Isikdag, Umit, Sisi Zlatanova, and Jason Underwood (2013). “A BIM-Oriented Model for

supporting indoor navigation requirements”. In: Computers, Environment and Urban

Systems 41, pp. 112–123.

Jiang, Bin and Xintao Liu (2010). “Automatic generation of the axial lines of urban envi-

ronments to capture what we perceive”. In: International Journal of Geographical Infor-

mation Science 24.4, pp. 545–558.

Kara, Abdullah et al. (2018). “Towards harmonizing property measurement standards”.

In: Journal of Spatial Information Science 2018.17, pp. 87–119.

Karimi, Hassan A, Ming Jiang, and Rui Zhu (2013). “Pedestrian navigation services: chal-

lenges and current trends”. In: Geomatica 67.4, pp. 259–271.

Kim, Jiyoeng, Taeyeon Kim, and Seung-Bok Leigh (2011). “Double window system with

ventilation slits to prevent window surface condensation in residential buildings”.

In: Energy and Buildings 43.11, pp. 3120–3130.



164 Bibliography

Kim, Kwangho, Sanghyun Park, and Byungseon Sean Kim (2008). “Survey and numerical

effect analyses of the market structure and arcade form on the indoor environment

of enclosed-arcade markets during summer”. In: Solar Energy 82.10, pp. 940–955.

Kim, KyoHyouk and John P Wilson (2015). “Planning and visualising 3D routes for in-

door and outdoor spaces using CityEngine”. In: Journal of Spatial Science 60.1, pp. 179–

193.

Kim, Taehoon, Kyoung-Sook Kim, and Jiyeong Lee (2019). “How to Extend IndoorGML

for Seamless Navigation Between Indoor and Outdoor Space”. In: International Sym-

posium on Web and Wireless Geographical Information Systems. Springer, pp. 46–62.

Kim, Taeyeon, Shinsuke Kato, and Shuzo Murakami (2001). “Indoor cooling/heating

load analysis based on coupled simulation of convection, radiation and HVAC con-

trol”. In: Building and Environment 36.7, pp. 901–908.

Kimmel, Ron, Arnon Amir, and Alfred M. Bruckstein (1995). “Finding shortest paths on

surfaces using level sets propagation”. In: IEEE Transactions on Pattern Analysis and

Machine Intelligence 17.6, pp. 635–640.

Klochkova, Olena et al. (2017). “Pedestrian Route Planning based on an Enhanced Rep-

resentation of Pedestrian Network and Probabilistic Estimate of Signal Delays”. In:

GIS Research UK (GISRUK), pp. 1–6.

Kolavali, Sudha Rani and Shalabh Bhatnagar (2008). “Ant colony optimization algorithms

for shortest path problems”. In: International Conference on Network Control and Opti-

mization. Springer, pp. 37–44.

Kourogi, Masakatsu et al. (2006). “Indoor/outdoor pedestrian navigation with an em-

bedded GPS/RFID/self-contained sensor system”. In: Advances in Artificial Reality

and Tele-Existence, pp. 1310–1321.

Kray, Christian et al. (2013). “Transitional spaces: between indoor and outdoor spaces”.

In: International Conference on Spatial Information Theory. Springer, pp. 14–32.
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