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Abstract

This thesis focuses on the power control of multiple parallel-connected virtual oscillator-
controlled inverters in an islanded microgrid. The proposed power dispatch tech-
nique can simultaneously regulate both the active and reactive power of multiple
parallel-connected virtual oscillator-controlled inverters. The proposed technique
enables better energy source utilisation, increased efficiency, and reduced line losses
and stress on the distribution network. The control laws are derived to determine
the control inputs corresponding to a particular power set-point for each dispatched
inverter. Further, power security constraints are presented to determine the feasible
operating region. Using these security constraints, it can be determined a-priori if a
particular power set-point can be achieved. In order to determine the control inputs
and feasible operating region, a numerical iterative method is proposed to solve the
non-linear power flow equations with the virtual oscillator controller (VOC) dynam-
ics included. Moreover, a filter and line parameter design procedure is discussed for
non-dispatched inverters to share the remaining power demand proportionally. The
local stability of the system with 1-D manifold of equilibria is also established. The
proposed technique is validated through simulation and experimental results for a
number of power dispatch scenarios and load transients.

The existing actual and averaged VOC models do not take into account the
inverter non-linearities, including the voltage loss/gain, due to the dead-time and
semi-conductor voltage-drop present in an inverter. Considering this, inner voltage
and current control loops are proposed to compensate for these unmodelled inverter
non-linearities. Experimental results demonstrate that the proposed inner control
loops enable the virtual oscillator-controlled inverters to follow the desired droop-
characteristics and to minimise the mismatch in the control inputs between the
simulation and experimental results for power dispatch.

Moreover, the existing averaged VOC model either does not take into account
inverters with current feedback after the output LC/LCL filter or assumes the
output filter to be inductive only. In order to address this limitation, a new version
of the averaged VOC model is derived, taking into account the current feedback after

i



the output LC/LCL filter. The corresponding VOC parameter design procedure is
also presented. Further, the proposed power dispatch technique is extended to this
new version of averaged VOC dynamics, and updated control laws are derived. In
order to determine the feasible operating region, updated power security constraints
are also derived. Simulation results demonstrate that the proposed new version of
the averaged VOC model more accurately predicts the actual VOC dynamics than
the existing averaged VOC model for an inverter with current feedback after the
output LC/LCL filter.

Finally, a system of heterogeneously controlled inverters with two different types
of control techniques: i) virtual oscillator control and ii) droop control, is considered.
It is demonstrated that the two heterogeneous inverter controllers can be designed
to share the power proportionally. Further, the effects of VOC design parameter
ε on the system’s harmonic profile and transient response are investigated. The
proposed control strategy is validated through simulation results for synchronisation
and power sharing capability, and source and load transients.

The proposed research work demonstrates the significance and potential of the dis-
patchable inverter control techniques for microgrids powered by distributed energy
resources.
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Chapter 1

Introduction

Considering the impact of global warming and efforts to reduce dependence on fossil

fuels, the world is increasingly moving towards renewable energy sources (RESs).

Being green and environmentally friendly, renewable energy source integration into

the power system has increased tremendously over the past few years. The continual

increase in the penetration of renewable energy sources into the power system has

resulted in the need for intelligent and efficient control strategies to better utilise

the available energy sources. With advanced control strategies capable of power

dispatch, and smart load flow planning, the system’s efficiency can be increased

with reduced line losses and stress on the distribution network.

Microgrids have gained a lot of attention as a power grid concept for remote

and rural communities [3–6]. Microgrids rely on locally available renewable en-

ergy sources and can be tied to a conventional power grid. A microgrid saves the

cost associated with long transmission lines for the remote areas and enhances the

system’s reliability through multiple distributed energy generation sources. There

exists a number of inverter control techniques for microgrids including conventional

droop control [7–11], proportional-resonant (PR) control [12–15] and recently pro-

posed, virtual oscillator control (VOC) [16–20]. The existing control techniques can

be used to regulate the system’s voltage and frequency within the desired range, and
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enable the inverters to share power proportional to their power ratings.

The high penetration of renewable energy sources, intermittent by nature and

with low inertia, into the power systems over the past few years has necessitated the

development of advanced inverter control techniques to control and stabilise these

renewable energy sources with varying dynamical behaviour [21–27]. Dispatchable

generation is one of the main challenges (e.g. reduced inertia, harmonic distortion,

voltage and frequency stability [28–30]) associated with a microgrid i.e. the inverter

control techniques should be advanced enough to independently regulate the output

power of each energy source present in the system. Unfortunately, most of the

existing inverter control techniques lack this capability [7–20].

With the increased penetration of renewable energy sources, proportional power

sharing is not always desirable [1, 31–33]. There are a number of factors behind

the motivation of dispatchable generation. For example, solar photo-voltaic panels

should be utilised at maximum capacity when it is sunny. Similarly, maximum power

should be extracted from the wind turbines when it is windy. This helps in better

energy source utilisation and enhances the efficiency of the overall system. Another

important aspect is to fulfil the load demand from the nearest generation source.

This has a significant impact on reducing line losses and stress on the distribution

network.

1.1 Research Motivations and Objectives

The major motivations and objectives behind the reported research work in this the-

sis are based on the following knowledge gaps that are identified from the literature

review in Chapter 2.
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1.1.1 Knowledge Gap 1

1.1.1.1 Problem Statement

The first problem concerns lack of power dispatch capability in most of the existing

virtual oscillator based inverter control techniques to simultaneously regulate both the

active and reactive output power of multiple parallel-connected inverters and achieve

the desired power set-points in a microgrid.

Dispatchable generation has become of vital importance with the increased integra-

tion of renewable energy sources in the power system [1, 31–33]. Unlike conventional

energy sources (burning fossil fuels, one of the main sources of green-house gas emis-

sions), proportional power sharing between the generation sources may not always

be desirable. Most of the existing virtual oscillator based inverter control techniques

lack this capability and there exists a knowledge gap for dispatchable inverter control

techniques as reviewed in Chapter 2.

The research objectives and main contributions of the proposed research work in

this thesis relevant to this problem statement as follow.

1.1.1.2 Research Objectives

A dispatchable inverter control technique is proposed to simultaneously regulate both

the active and reactive output power of multiple parallel-connected virtual oscillator-

controlled inverters in an islanded microgrid. The output power is regulated for m-

controlled inverters while the remaining n-uncontrolled inverters share the power pro-

portionally in a system of m+n parallel-connected inverters to a constant impedance

or/and constant power load. The output power is regulated by tuning the current and

voltage gains of the virtual oscillator-controlled inverters using the PI controllers ac-

cording to the desired power set-points.
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1.1.2 Knowledge Gap 2

1.1.2.1 Problem Statement

The problem is lack of power security constraints defining the feasible operating re-

gion, and control laws to achieve the desired power set-points in case of dispatchable

generation for virtual oscillator-controlled inverters.

When we talk about dispatchable generation, we should be able to determine the

power security constraints defining the feasible power set-points that can be achieved

by parallel-connected virtual oscillator-controlled inverters in a power system. Fur-

ther, the existence of control laws is crucial to determine the controller parameters

corresponding to the desired power set-points. There exists a knowledge gap in

specifying the feasible operating region for the virtual oscillator-controlled inverters.

The research objectives and main contributions of the proposed research work in

this thesis relevant to this problem statement are as follow.

1.1.2.2 Research Objectives

A set of power security constraints is derived to determine the feasible operating

region. Dispatchable generation requires the knowledge of achievable power set-points

a-priori in order to plan the optimal power generation and load flow. In addition

to power security constraints, the control laws are proposed to determine the control

parameters corresponding to the desired power set-points. An iterative numerical

method is proposed to solve the load flow analysis including the virtual oscillator

controller dynamics to determine the feasibility of a particular power set-point, and

corresponding control parameters.
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1.1.3 Knowledge Gap 3

1.1.3.1 Problem Statement

The problem is lack of a compensation technique to nullify the effects of virtual

oscillator-controlled inverter non-linearities including the voltage loss/gain at ev-

ery switching cycle due to the dead-time, semi-conductor voltage-drop, and inverter

side filter inductor voltage-drop. These unmodelled non-linearities avoid the virtual

oscillator-controlled inverters to follow the desired embedded droop-characteristics.

Further, the existing virtual oscillator control literature does not take into account

the inverters with current feedback after the output LC/LCL filter.

The existing actual and average VOC models do not take into account the inverter

non-linearities including the voltage loss/gain at each switching cycle due to the

dead-time, and semi-conductor voltage-drop that varies as a function of device con-

duction current. Further, the virtual oscillator controller does not take the output

voltage as a feedback. This results in the voltage appearing at the output filter

capacitor to be different from the modulation signal being generated by the virtual

oscillator controller and prevents the inverter from following the desired embedded

drop-characteristics. Moreover, while dispatching the virtual oscillator-controlled

inverters, these non-linearities result in an offset error in the control inputs between

the simulation and experimental results, as discussed in Chapter 4. A knowledge

gap exists for a compensation technique that can be used to avoid these effects due

to the virtual oscillator-controlled inverter non-linearities.

In addition to above, the existing averaged VOC model [19] is derived assuming

the current feedback before the output LC/LCL filter or assuming the output filter

is inductive only. In contrast, this is not the case for practical inverters in general.

An output LC/LCL filter is always considered an integral part of most of the in-

verters. Further, the current feedback before the output LC/LCL filter contains a
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lot of switching harmonics. There exists a knowledge gap to consider the inverter

output LC/LCL filter while deriving the averaged VOC model so that the inverter’s

behaviour can be analysed more precisely when there is current feedback after the

output LC/LCL filter with fewer harmonics as compared to the current feedback

before the output LC/LCL filter.

The research objectives and main contributions of the proposed research work in

this thesis that are relevant to this problem statement are as follow.

1.1.3.2 Research Objectives

In order to compensate for the virtual oscillator-controlled inverter non-linearities

including the voltage loss/gain at every switching cycle due to the dead-time, semi-

conductor voltage-drop and inverter side filter inductor voltage-drop, inner voltage

and current control loops are proposed. These inner control loops compensate for the

virtual oscillator-controlled inverter non-linearities and enable the inverters to follow

the desired embedded droop-characteristics. Further, a new version of averaged VOC

dynamics is derived for an inverter with current feedback after the output LC/LCL

filter. The proposed averaged VOC model takes into account the effects of output

LC/LCL filter and predicts the actual virtual oscillator dynamics more accurately

than the existing averaged VOC model.

1.1.4 Knowledge Gap 4

1.1.4.1 Problem Statement

The problem is lack of research work on microgrids with heterogeneously controlled

inverters and to enable optimal power sharing between these inverters.

With the increased penetration of renewable energy sources, the inverters in a power
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system are not necessarily to be controlled using the same control technique. Unfor-

tunately, most of the existing inverter control literature considers all the inverters

present in the system to be controlled using the same control technique. There exists

a knowledge gap to address the systems with inverters controlled using heterogeneous

control techniques, and investigating a system parameter design procedure to make

these heterogeneously controlled inverters work in parallel while sharing the load

demand optimally.

The research objectives and main contributions of the proposed research work in

this thesis relevant to this problem statement are as follow.

1.1.4.2 Research Objectives

A system of heterogeneously controlled inverters is investigated. Two types of in-

verter control techniques, including the droop control and the virtual oscillator con-

trol, are considered. It is demonstrated that by properly designing the controller

parameters for both of the inverter control techniques, proportional power sharing

between these inverters can be achieved.

1.2 Thesis Organisation

The thesis is organised into eight chapters. A brief description of these chapters is

as follows.

1.2.1 Chapter 1: Introduction

In this chapter, an overview of the problem statements and research motivations

is presented. The knowledge gaps are identified, and the major contributions are

linked to these knowledge gaps. Further, the thesis outline is presented at the end
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with a brief description of each chapter.

1.2.2 Chapter 2: Literature Review

This chapter starts with an overview of a microgrid, its modes of operation, and the

potential benefits and challenges associated with it. The existing inverter control

techniques for parallel-connected inverters in a microgrid to regulate the system’s

voltage and frequency are discussed. A brief overview of the advanced control tech-

niques to overcome the challenges of accurate reactive power sharing and complex

line impedance is also presented. Moreover, the existing control hierarchy includ-

ing primary, secondary and tertiary control loops is presented. In addition to that,

the existing literature on power flow analysis and determining the feasible operat-

ing region of a power system is discussed. The recently proposed virtual oscillator

control (based on the Van der Pol oscillator) that is the main focus of this thesis is

presented and analysed in detail. The virtual oscillator control structures, averaged

model, parameter design procedure, synchronisation conditions, and the existing lit-

erature on the dispatchable virtual oscillator control are presented and compared

with our proposed dispatchable inverter control technique. Some other versions of

the virtual oscillator, including oscillators with dead-zone non-linearity and oscil-

lators with a pure sinusoidal output (without the harmonic components), are also

presented. Moreover, the sum-of-squares technique used to establish the system’s

stability by constructing a polynomial Lyapunov function, and center manifold the-

ory to analyse the stability of systems with a manifold of equilibria, are discussed.
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1.2.3 Chapter 3: Regulation of Active and Reactive Power of

a Virtual Oscillator-Controlled Inverter

This chapter proposes a dispatchable inverter control technique for an islanded in-

verter connected to an RL load. The output power is dispatched by tuning the

current feedback gain using a PI controller. Local stability of the system is investi-

gated using the system linearisation and eigenvalues analysis. The constraints are

derived on the system parameters which ensures the local stability of the system

under parametric variations. Moreover, the global stability of the system is deter-

mined by constructing a polynomial Lyapunov function using the sum-of-squares

technique for a particular choice of power set-point. The proposed dispatchable

inverter control technique and analytical analysis are validated through the simu-

lation and experimental results for a number of active and reactive power dispatch

scenarios.

This chapter is based on conference paper [31] and journal article [1]. This

chapter addresses Knowledge Gap 1.1.1.

1.2.4 Chapter 4: Dispatchable Virtual Oscillator Control for

Single-Phase Islanded Inverters: Analysis and Experi-

ments

In this chapter, the power dispatch technique presented in Chapter 3 is extended to

a general case of m-controlled and n-uncontrolled inverters in a system of parallel-

connected m + n virtual oscillator-controlled inverters. The power is dispatched

for the m-controlled inverters according to the desired power set-points for each

controlled inverter while the remaining n-uncontrolled inverters share the power

proportionally. In contrast to Chapter 3, the simultaneous regulation of both the

active and reactive power is achieved by tuning both the current and voltage gains
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of the virtual oscillator controller. In order to tune the current and voltage gains,

two PI controllers are used for each controlled inverter.

In order to plan the optimal operation of a power grid with dispatchable energy

generation sources, knowledge of feasible operating region is of vital importance.

A set of power security constraints is derived defining the feasible power set-points

that can be achieved with the proposed power dispatch technique. Using these

constraints, it can be determined a-priori if a particular power set-point is achievable

or not. An iterative numerical method is developed including the VOC dynamics to

solve the load flow analysis and determine the feasible operating region. The control

laws are also presented to determine the control inputs corresponding to a particular

power set-point. Further, a line and filter parameter design procedure is discussed to

enable the n-uncontrolled inverters to share the power proportionally. The proposed

power dispatch technique is validated through simulation and experimental results

for a number of power dispatch scenarios, load transients and security constraint

violations.

This chapter is based on conference paper [32] and journal article [33]. This

chapter addresses the Knowledge Gap 1.1.1 and Knowledge Gap 1.1.2.

1.2.5 Chapter 5: Synthesising Averaged Virtual Oscillator

Dynamics to Control Islanded Inverters with an Output

LCL Filter

This chapter presents a new version of averaged VOC dynamics with current feed-

back after the output LC/LCL filter (see Appendix A for a detailed derivation). The

existing VOC model either assumes the current feedback before the output LC/LCL

filter or assumes the filter to be inductive only. A VOC parameter design procedure

is presented based on the proposed new version of averaged VOC dynamics to enable
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the virtual oscillator-controlled inverter to follow the desired droop-characteristics,

and maintain the output voltage and frequency with the desired range. Moreover,

the dispatchable inverter control technique proposed in Chapter 4 is extended to this

new version of averaged VOC dynamics, and corresponding control laws and power

security constraints (to determine the feasible operating region) are derived. The

proposed new version of averaged VOC dynamics is validated through simulation

results for a number of scenarios. Further, the stability of the high voltage solution

of the proposed new version of averaged VOC dynamics is established in Appendix

B.

This chapter is based on conference paper [34]. This chapter partially addresses

the Knowledge Gap 1.1.3.

1.2.6 Chapter 6: Inner Control Loops to Compensate for In-

verter Non-linearities Occurring in Virtual Oscillator

Controlled Inverters

This chapter proposes inner voltage and current control loops to compensate for the

inverter non-linearities including voltage loss/gain at each switching cycle due to the

dead-time, semi-conductor voltage-drop, and inverter side filter inductor voltage-

drop. Neither the existing actual or the averaged VOC models takes into account

these inverter non-linearities. As a result, the virtual oscillator-controlled inverter

does not exhibit the desired embedded droop-characteristics. The proposed inner

control loops enable the virtual oscillator-controlled inverter to overcome these non-

linearities and generate the desired voltage at the output LC/LCL filter capacitor

according to the modulation signal generated by the virtual oscillator controller. Fur-

ther, these inner control loops minimise the steady-state offset error in the control

inputs between the simulation and experimental results, as discussed in Chapter 4.

The proposed inner voltage and current control loops to compensate for the inverter
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non-linearities are validated through simulation and experimental results for a num-

ber of scenarios including black-start operation, synchronisation and power sharing

capability, verifying the embedded droop-characteristics, and power dispatch.

This chapter partially addresses the Knowledge Gap 1.1.3.

1.2.7 Chapter 7: Power Sharing Dynamics of Parallel Con-

nected Virtual Oscillator Controlled and Droop Con-

trolled Inverters in an AC Microgrid

This chapter investigates a system of heterogeneously controlled inverters. The

inverters are controlled using two different control techniques including droop con-

trol and virtual oscillator control. It is demonstrated that the two heterogeneously

controlled inverters can be made to work in parallel and to share the power propor-

tionally if the controller parameters are designed properly. The parallel operation

of heterogeneously controlled inverters is validated through simulation results for a

number of scenarios demonstrating synchronisation capability and system’s response

under source and load transients.

This chapter is based on conference paper [2]. This chapter addresses the Knowl-

edge Gap 1.1.4.

1.2.8 Chapter 8: Conclusion and Future Directions

This chapter concludes the thesis while highlighting the significance of the proposed

research work and outlines the potential future research work.
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1.3 Conclusion

The problem statements and research motivations are presented. Based on the

existing background literature, the knowledge gaps are identified. The major con-

tributions of this thesis are then outlined and linked with the identified knowledge

gaps. Finally, the chapter is concluded with a brief description of each thesis chapter.
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Chapter 2

Literature Review

This chapter reviews the basic concept of microgrids, its associated benefits and

challenges. The motivations behind the rapid adoption of this concept and poten-

tial benefits are discussed. Moreover, the existing inverter control techniques for

microgrids are reviewed. The existing hierarchical control layers including primary,

secondary and tertiary control loops are reviewed. Further, the existing techniques

to analyse the local as well as global stability of the system are discussed. The

literature on power flow analysis, and on the existence and uniqueness of power flow

equations solution is also reviewed.

2.1 Microgrids

In remote locations, where electrical power is not available through conventional

power grids, a localised grid concept is introduced known as microgrids. A micro-

grid utilises locally available renewable and conventional energy sources to produce

electricity, and fulfil the load requirements. Like conventional power grids, a mi-

crogrid consists of energy generation sources, loads, energy storage elements and a

distribution system. However, most of the sources and loads are in close proximity

to each other. The concept of local energy generation encourages the use of renew-
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Figure 2.1: A typical microgrid representation consisting of locally available energy
sources, energy storage units, household and commercial loads, and energy distribu-
tion system.

able energy sources (RESs) including photo-voltaic (PV) panels, wind turbines, tidal

energy, geo-thermal energy, etc [6]. Fig. 2.1 shows a typical microgrid structure.

2.1.1 Modes of Operation

A microgrid can operate in two modes. The first mode is the islanding mode in

which a microgrid operates independently of the conventional power grid, whereas

in the second mode, the microgrid operates in parallel with the conventional power

grid. The point of interconnection between the microgrid and conventional power

system is called the point of common coupling (PCC) and is illustrated in Fig. 2.2.

A microgrid can either absorb or deliver power while operating in parallel with the

conventional power system, depending on the load requirements.
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Figure 2.2: A microgrid can operate either in the islanding mode independently
of the main power grid or in parallel with the main power grid with the point of
interconnection known as the point of common coupling (PCC).

2.1.2 Main Features

A microgrid is an intelligent and autonomous grid concept. It can manage each

available energy source efficiently and effectively. For example, during the day-time,

it should draw maximum energy from PV panels whereas at night it should utilise

other available energy sources. Further, a microgrid can isolate itself from faults

autonomously, and continue supplying power in cases of main grid failure/blackout,

etc. In addition to its self-healing property, a microgrid reduces greenhouse gas

emissions, increases the system’s reliability and modularity, reduces stress on the

distribution network, and lowers energy losses [3, 35].

2.2 Microgrids: A Low Inertia Power System

Renewable energy sources are integrated into the power system using power elec-

tronic inverters as an interface. The inertia of these power electronic inverters is

very low compared to conventional synchronous generators. Due to the high inertia

associated with synchronous generators, they can resist sudden disturbances in the
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power system using the kinetic energy stored in their rotors. However, this is not

the case with inverters. Hence, special control techniques are required for low inertia

power grids with a high penetration of distributed energy resources [28]. Some of

the main stability issues associated with low inertia power grids are discussed in the

following sections. A typical microgrid should:

• preserve the power quality of the overall system.

• fulfil the reactive power demand to avoid voltage sags.

• regulate the system’s voltage and frequency.

• have the capability to rapidly supply the active and reactive power on mode

transfer (from grid connected to islanded mode and vice-versa).

The energy storage elements in the microgrid should be fast enough to supply

the required active and reactive power demand while ensuring the system’s voltage

and frequency stay within the desired limits when there is a sudden disturbance in

the microgrid.

2.3 Challenges Associated with the Increased Inte-

gration of Distributed Energy Resources in a

Power System

The dynamic behaviour of a microgrid with a high number of distributed energy

resources is quite different from that of a conventional power system. This results

in some advanced challenges outlined below [22, 30].
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2.3.1 Power Flow Control

Distributed energy resources and their respective control techniques should be fast

enough with capability to respond to sudden change in the load, line switching and

loss of generation. The low inertia associated with microgrids (due to the high

penetration of renewable energy sources) results in relatively large frequency and

voltage deviations compared to conventional power systems [21].

2.3.2 Mode Transfer and Synchronisation

One of the main challenges is the smooth transition from grid connected mode to

islanded mode. The operating points of the distributed energy resources change

when a microgrid is isolated from the main grid. The control techniques should be

advanced enough to stabilise the system, and keep the inverters synchronised cor-

responding to the new operating points [28]. Further, there must be enough supply

of reactive power to avoid voltage sags, and energy storage in terms of spinning

reserves, batteries, etc., to fulfil the load requirements.

2.3.3 Natural Uncertainties in Distributed Energy Resources

The renewable energy sources are intermittent in nature (e.g. solar photo-voltaic

panel and wind turbines). The uncertainty in their generation can cause significant

voltage/frequency stability issues. Therefore, these issues must be considered at the

system planning stage.

2.3.4 Harmonic Distortion

Most of the distributed energy resources are integrated into the power system using

some kind of power electronic converter as an interface. These power converters
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have switching harmonics in their output. These harmonics can cause a resonance

issue with cable capacitance and source inductance (line and transformer leakage

inductance) [27]. Hence, the harmonic content in the inverter’s output should be

minimised, and care must be taken to avoid resonance while designing the system

parameters. The harmonic content should be minimum near the critical loads, point

of common coupling and at the output of distributed energy resources.

2.3.5 Dispatchable Generation

Existing inverter control techniques including droop control, proportional-resonant

control, virtual oscillator control, etc., enable parallel-connected inverters to share

the power proportional to their power ratings. With the increased integration of

renewable energy sources into the power system, proportional power sharing is not

always desirable. For example, the photo-voltaic panels should be utilised at maxi-

mum capacity when it is sunny. Similarly, the maximum power should be extracted

from the wind turbines when it is windy. Moreover, the power demand should be

supplied by the nearest generation source to avoid line losses and stress on the dis-

tribution network. All these factors necessitate the investigation of dispatchable

inverter control techniques. The dispatch of output power for each energy source

in the system enables better energy source utilisation, increased efficiency, and re-

duced line losses and stress on the distribution network. The recent literature on

dispatchable virtual oscillator controller (dVOC) includes [36–40] and is compared

with the proposed research work in this thesis in Section 2.7.3.4.

2.3.6 Heterogeneously Controlled Inverters

With the increased integration of distributed energy resources into the power sys-

tem, the inverters used as an interface to connect these resources with the power

system are not necessarily controlled using the same control technique. Most of the
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existing inverter control literature assumes the parallel-connected inverters are con-

trolled by the same control technique. Hence, a need arises to investigate a system

of heterogeneously controlled parallel-connected inverters and to develop advanced

control techniques to regulate the system’s voltage and frequency within the desired

limits while enabling optimal power sharing between these inverters.

2.4 Stability Issues in a Low Inertia Microgrid

The major stability issues associated with a low inertia power system are the fol-

lowing [21, 23, 24, 29]:

• Rotor angle stability

• Voltage stability

• Frequency stability

These three major stability issues are discussed in the following sections. Fig.

2.3 and Fig. 2.4 show a detailed description of stability issues and the corresponding

methods to improve the system’s stability, respectively [29].

2.4.1 Rotor Angle Stability

Rotor angle stability is defined as the ability of the power system to maintain syn-

chronisation between parallel-connected machines while it is subjected to distur-

bances. A rotor angle stability problem can occur due to line switching, sudden

change in load, loss of a generation unit or severe fault conditions in a power sys-

tem. In case of small-signal stability analysis, the low inertia of the distributed

generation resources results in a relatively large imaginary part of the eigenvalues
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Figure 2.3: An overall description of possible stability issues in a low inertial power
system [29].

which in turn results in reduced damping, and produces large oscillation in the

system [21, 41].

2.4.2 Frequency Stability

Frequency stability corresponds to the ability of the system to maintain a steady

frequency while there are significant disturbances in the generation or load [42].

Low inertia microgrids result in a high rate of change of frequency (ROCOF) and

a lower nadir frequency compared to conventional power systems with synchronous

generators as reported in [21]. A high ROCOF results in relatively large frequency

deviations and can cause system instability. Further, in case of high ROCOF, a fast

response time is required to restore the frequency [21].

2.4.2.1 Impact on Protective Relaying

A high ROCOF can trigger the protective relays with settings based on the conven-

tional power system. Hence, in order to incorporate a high penetration of distributed
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Figure 2.4: An overview of the methods to improve the stability of power systems
with low inertia [29].

energy resources into the power system, the settings for ROCOF and the current

protection relays need to be modified. Further, high speed tracking of the system’s

frequency is required to detect the disturbances.

2.4.2.2 Effect of High Rate of Change of Frequency

A relatively high ROCOF results in increased wear and tear of the generators and

turbines. Hence, the life time of the generation units is significantly affected [43].

2.4.3 Voltage Stability

The intermittent nature of distributed energy resources can result in voltage flicker-

ing and sags. If a DER is connected to a lightly loaded feeder, its voltage level rises.

Similarly, unavailability of sufficient reactive power can result in significant voltage

sags. The different aspects that can result in voltage instability are discussed in [29].

There are several mitigation techniques to avoid instability in low inertia power

systems and they are described in the following sections.

22



2.5. Mitigation Techniques to Improve the Stability of Low Inertia Power Systems

Energy Storage 

Unit

DC

AC

Z
Vout

Pout

vref fref

Pstored

Figure 2.5: A typical energy storage unit in low inertia power system [24].

2.5 Mitigation Techniques to Improve the Stability

of Low Inertia Power Systems

This section includes a number of mitigation techniques to avoid instability in low

inertia power systems.

2.5.1 Spinning Reserves

In order to enhance the inertia of a power system with a large number of distributed

energy resources, spinning reserves should be introduced into the power system.

These spinning reserves can be in the form of intermediate energy storage units or

individual battery banks at the DC link of each inverter. These reserves can be used

to fulfil the power requirements in case of sudden loss of generation or change in

loading conditions.

Another technique to incorporate the spinning reserves in a power system is to

operate the photo-voltaic systems at lower output power than the maximum power

point (MPP) so that the remaining energy can be stored and made available in case

of disturbance [44]. The most commonly used energy storage elements are batter-

ies, flywheels, ultra-capacitors, super conducting magnetic energy storage, pumped

hydroelectric storage and compressed air energy storage. A typical energy storage

distributed unit is shown in Fig. 2.5.

23



2.5. Mitigation Techniques to Improve the Stability of Low Inertia Power Systems

DSTATCOM

Critical Loads

iCL
iL1 iL2 iL3

iDSTAT

Inverters

Synchronous 

Generators

Main Grid

Figure 2.6: A block diagram representation of reactive power compensation using
DSTATCOM [29].

2.5.2 Reactive Power Supply

In order to avoid voltage sags due to unavailability of reactive power, the distributed

static reactive power compensator (DSTATCOM) can be used, as shown in Fig. 2.6.

However, unlike conventional power systems, the choice of place to position these

DSTATCOMs is still a point of research in low inertia power systems [26, 45].

Flywheels can also be used to store energy in MW range and supply back within

1
4
of an ac-cycle to the grid in accordance with voltage and frequency conditions [29].

They consist of two back-to-back converters, as shown in Fig. 2.7.
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Figure 2.7: A representation of a flywheel energy storage system [29].

2.5.3 Supplementary Control Loops

Voltage stability of the microgrids can be improved by the addition of supplementary

control loops in the closed-loop system, as shown in Fig. 2.8. A detailed hierarchical

control structure for microgrids is reviewed in Section 2.6.

2.5.4 Microgrid Protection Schemes

Conventional protection schemes are not sufficient for low inertia microgrids with

DERs and modifications are required in the configuration of protective relays. Syn-
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Figure 2.9: A representation of a blinding phenomenon for protective relays in power
grids with high penetration of renewable energy sources [27].

chronous generators can withstand a high fault current for a considerable time.

However, this is not the case with inverters. Another important phenomenon in the

case of high DERs penetration (into the power system) is the blinding of protection,

also known as protection under-reach [27]. In this case, if a fault occurs close to a

DER, the fault current is shared by both the DER and main grid. There is a pos-

sibility that the current supplied by the main grid never reaches the relay pick-up

current value and the fault remains undetected, as shown in Fig. 2.9. Hence, this

demands new procedures for designing power system protection schemes with the

possibility of increased distributed energy resource penetration.

The inverter control techniques should be fast enough to track the sudden dis-

turbances in voltage and frequency, and adjust their operating points to maintain

system stability [46]. The techniques should have fault ride-through capabilities [47]

so that a high penetration of DERs can be achieved in the power system.
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2.6 Hierarchical Control Structure in a Microgrid

A typical hierarchical control structure in a microgrid is shown in Fig. 2.10. The

main objectives of these control layers are as follow [48].

• The regulation of system’s voltage.

• The regulation of system’s frequency.

• Cost optimisation of the microgrid.

• The optimal load sharing between distributed generation units.

• Stability, and control of steady-state and dynamic response.

• The transition from grid connected mode to islanding mode and vice-versa.

2.6.1 Primary Controllers

The most commonly used primary controllers include droop controllers, proportional-

resonant controllers and virtual oscillator controllers. The main objectives of the pri-

mary controllers include system’s voltage and frequency stability, and control. More-

over, primary controllers are used to reduce the interactions between the parallel-

connected energy generation sources and to enable proportional power sharing be-

tween them.

2.6.1.1 Inner Voltage and Current Control Loops

The most common way to design inverter controls is by converting the abc-reference

frame voltages and currents into dq-reference frame. This transformation converts

the sinusoidal voltage and current signals to DC signals that can be controlled using

conventional PI controllers. However, the conversion of signals from an abc-reference
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frame to a dq-reference frame, results in the coupling terms appearing in both the

d-axis and q-axis components of the voltage and current signals. In [49], the inner

voltage and current control loops are proposed in the dq-reference frame to control

the inverters. A graphical design approach is presented for the decoupling terms

to avoid cross-coupling in the d-axis and q-axis components. Further, a detailed

systematic procedure is presented for designing the PI controller gains, and band-

width selection criteria for the voltage and current control loops. These voltage and

current control loops are primarily designed to reject high frequency disturbances

and avoid resonance with the external network by damping the output LC filters

[7].

2.6.1.2 PLL Structure for Single-Phase Systems

A single-phase system contains less information than a three-phase system, and in

order to convert single-phase voltage and current to the dq-reference frame, advanced

techniques are required. Some of the techniques to generate orthogonal signals for

single-phase systems include transport delay to introduce a phase shift of 90◦ in the

signal, Hilbert transformation [50] and inverse Park transformation [50–53]. How-

ever, these techniques are frequency dependent, complex, non-linear, and provide

low or no filtering [54].

A new phase-locked loop structure based on the second order generalised integra-

tor (SOGI) is presented in [54] to generate the orthogonal voltage system and provide

filtering without any delay due to its resonance at the fundamental frequency. This

proposed structure is also frequency independent. Moreover, the filtering provided

by this PLL structure can be enhanced by designing the parameters accordingly;

however, at the cost of slower dynamic response of the system. Further, several

ways to implement the PLL structure (to generate the orthogonal system) are dis-

cussed including the trapezoidal method, second order integrator and third order

integrator [54].

29



2.6. Hierarchical Control Structure in a Microgrid

Distributed Energy 

Generation Source

Distributed Energy 

Generation Source

Load

Distributed Energy 

Generation Source

Load

Distributed Energy 

Generation Source

ZlineZline

Communication Link

C
o

m
m

u
n

ic
at

io
n

 L
in

kC
o

m
m

u
n

icatio
n

 L
in

k

Zline

Communication Link

Figure 2.11: A representation of a secondary control layer to regulate the system’s
voltage and frequency back to the nominal values [58, 59]. The bidirectional (dot-
ted) arrows represent the communication link between the neighbouring generation
sources.

2.6.2 Secondary Controllers

In most inverter control techniques, inverters are made to follow the conventional

P −ω and Q−V droop-characteristics. While designing the controller for inverters,

the terminal voltage and frequency variations must remain within the desired tol-

erance band as specified by the ac-performance metrics/standards. This results in

inverters operating close to the nominal values for voltage and frequency. To restore

the voltage and frequency to the nominal values, secondary control techniques are

proposed in [55–59]. These techniques [58, 59] use a communication link between

the neighbouring generation sources, and restore the terminal voltage and frequency

to the nominal set points, as shown in Fig. 2.11.
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2.6.3 Tertiary Controllers

The tertiary control is the highest level of control layers that is used to manage the

optimal operation of distributed energy resources, and for the power flow control to

achieve the planned grid operation [48].

2.7 Inverter Control Strategies

A microgrid consists of several renewable energy sources, each of which generates

electrical power at different voltage levels and frequencies. To integrate these re-

newable energy sources into the power grid, a power electronic interface is required

in the form of an inverter. The inverter generates regulated terminal voltage and

frequency in order to satisfy the conventional power grid voltage/frequency stan-

dards. Further, the dynamic behaviour of conventional synchronous generators is

quite different from that of power electronic inverters. Hence, in order to make these

heterogeneous generation sources work in parallel, their dynamic and steady-state

responses should be in agreement with each other or the control techniques should

be advanced enough to address these challenges. There is a lot of literature [60]

available on the control techniques developed so far for the control of inverters in a

microgrid. Some of the promising techniques are discussed below.

2.7.1 Droop Control

In a conventional droop control strategy, inverters are made to imitate the dynamics

of a synchronous generator. In the case of a synchronous generator with inductive

lines, the increase in the active power demand results in a reduced rotational speed

of the generator and in the system’s frequency. Similarly, there exists a relation-

ship between synchronous generator terminal voltage magnitude and output reactive
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power [61–64].

In order to match their terminal characteristics with those of a synchronous

generator, inverters are made to follow active power-frequency and reactive power-

voltage droop-characteristics. This also helps in proportional power sharing among

several parallel-connected distributed generators, in accordance with their power

ratings, thereby improving the system’s reliability, and avoiding the overloading of a

particular generation source. A block diagram representation of a droop-controlled

inverter is given in Fig. 2.12. The typical droop-control relationships [65] are given

by the following equations:

fref = fnom −m× (P − Pnom), (2.1)

Vref = Vnom − n× (Q−Qnom), (2.2)

where fnom denotes the nominal grid frequency, and Vnom denotes the nominal grid

voltage. The Pnom and Qnom are the nominal set-points for the active and reactive

power, respectively. The fref and Vref are the reference values for the system’s

frequency and voltage magnitude, respectively, based on the inverter’s output active

and reactive power. The m and n denote the respective active and reactive power

droop-coefficient.

2.7.1.1 Droop Control: A Decentralised Control Strategy

To enhance the modularity of the microgrid and its plug and play capability, most

of the droop control strategies are designed as decentralised control strategies thus

avoiding the need for direct communication between the inverters. In [66, 67], a

virtual resistive output impedance technique is presented to overcome the synchro-

nisation and power sharing issues resulting from the mismatches between filter and

line impedance values for several droop-controlled inverters operating in a microgrid.
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Figure 2.12: A block diagram representation of a droop-controlled inverter [65].

The use of a virtual feedback impedance loop results in proportional power sharing

even with different filters and line impedance values. Similarly in [8], a current based

droop control strategy is presented to reduce the harmonics in the output. A droop

control technique for the smooth transition between grid connected and islanded

modes is presented in [68].

2.7.1.2 Droop Control: Output Power Regulation

In [69], a droop control strategy is presented to control the active and reactive

output power of an inverter. A second order generalised integrator (SOGI) is used to

estimate the grid voltage, frequency and impedance values. Based on these values,

droop control has been designed to regulate the active and reactive powers with

negligible offset error.

2.7.1.3 Droop Control: Limitations

Despite several appealing features and promising results, there are several limitations

associated with conventional droop control strategies and are presented below.
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• A major limitation lies in the slow dynamics associated with the voltage control

loop in the case of dual-loop control strategies. The bandwidth of the voltage

controller has to be upper bounded by 1/10th the bandwidth of the current

controller [9].

• Power measurements and phasor calculations result in slower dynamic response

of the overall system. The presence of low-pass filters in the loop, ac-cycle

averaging and coordinate transformations to calculate the active and reactive

power make the system’s dynamic response slower.

• The difference in the response times of droop-controlled inverters results in the

interactions between the distributed generation units. This causes circulating

currents to flow between generation sources and can result in stability issues.

• Droop control strategies are highly sensitive to filter and line impedance values.

The control designed for one particular system need not necessarily work in

other situations. The line’s X/R ratio must be taken into consideration while

designing the controller.

2.7.2 Proportional-Resonant Control

Proportional-resonant (PR) control techniques are proposed in [12, 13, 70–73] for

inverters operating in parallel in an islanded microgrid. PR control is a current

regulation technique for voltage source inverters (VSIs) to regulate their terminal

characteristics (voltage and frequency) within the desired tolerance band. Due to the

intrinsic droop-characteristics of PR controllers, voltage/frequency regulation and

proportional power sharing can be achieved without any communication between

the parallel-connected VSIs in the islanded mode. Further, an improved transient

response can be achieved as compared to that from conventional droop-control tech-

niques. Fig. 2.13 shows a block diagram representation of PR controlled inverters.

A bode plot of the PR linear compensator’s transfer function is presented in [74].
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Figure 2.13: The block diagram representation of a proportional-resonant (PR)
controller [70].

In the bode plot, the infinite gain at the resonant frequency results in the zero

steady-state error. Moreover, looking at the phase plot, there exists a steep slope

at the resonant frequency [74]. This results in small frequency deviations from the

nominal value for a large change in phase angle, which is used to control the reactive

power. By properly designing the PR controller gains, the frequency deviations can

be limited within the desired tolerance band. The secondary/outer predictive con-

trol loops can be used to restore the system’s voltage and frequency to the nominal

values [74].

2.7.2.1 PR Controller: Design Procedure

In this section, the PR controller design rules are presented as proposed in [74, 75].

The continuous time transfer function of the PR controller is given by:

GPR(s) = KP

(
1 +

Kis

s2 + ω2
PR

)
, (2.3)

where ωPR = 2πfPR is the PR controller resonant frequency. The fPR is chosen to be

equal to the nominal value of grid frequency ω∗. The gains Kp and Ki are designed

to achieve the desired transient response and phase margin φm at the crossover

frequency wc. The gains are defined as follows:

Kp =
wc,maxLf
VDC

, (2.4)

Ki =
wc,max

10
, (2.5)
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where wc,max =
π
2
−φm
Tstd

is the maximum crossover frequency that can be achieved

corresponding to the desired phase margin φm, Tstd is the sampling time plus trans-

portation delay, Lf is the inverter output filter inductance and VDC is the inverter

DC bus voltage. The choice of ωc,max results in the maximum possible values of PR

controller gains Kp and Ki. The inverter output current iinv is compared with the

reference current signal iref , and the corresponding error signal ierr = iref−iinv is fed

to the PR controller that in turn generates the modulation signal for the inverter,

as shown in Fig. 2.13.

2.7.2.2 PR Controller: Limitations

The main limitations associated with the PR controller are as follow:

• The slower dynamic response due to the involvement of coordinate transfor-

mations and phase-locked loops (PLLs).

• The variations in phase angle causing considerable frequency deviations from

the nominal value, resulting in the need for secondary/predictive frequency

restoration loops to restore the frequency back to the admissible range [74].

2.7.3 Virtual Oscillator Control

Recently, an inverter control strategy, referred to as virtual oscillator controller

(VOC) [16–18, 76–80], has been proposed to control islanded inverters operating in

a microgrid. A virtual oscillator controller is a time-domain controller and exhibits

nearly sinusoidal oscillations in steady-state [76]. Unlike other existing inverter

control techniques, the virtual oscillator controller only needs the instantaneous

inverter output current as a feedback and does not require coordinate transforma-

tions, trigonometric function evaluations, phase-locked loops, phasor computations

and low-pass filters to calculate power. The non-linear oscillator dynamics (e.g. Van
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der Pol oscillator, dead-zone oscillator, Andronov-Hopf oscillator, etc.) are used to

control the inverters and regulate their terminal characteristics. To realise the non-

linear oscillator, the mathematical model of a Van der Pol oscillator [81] is used in

[76]. A block diagram representation of a Van der Pol oscillator is shown in Fig.

2.14. It consists of an LC harmonic oscillator with a resonant frequency ω∗ = 1√
LC

,

where L and C denotes the virtual oscillator inductance and the capacitance, respec-

tively. Moreover, the LC harmonic oscillator is in parallel with a negative resistance

element R = −1
σ
, and a non-linear voltage dependent current source with a positive

parameter α. The inductor current and capacitor voltage are denoted by iL and vC ,

respectively. The inverter output current i is scaled by the current feedback gain ki

before entering the virtual oscillator. Inverters are made to follow the dynamics of a

non-linear oscillator and converge to the stable limit-cycle. The self-synchronisation

is an inherent property of the non-linear Van der Pol oscillators that can synchro-

nise to a steady-state limit cycle starting from arbitrary initial conditions (except

the origin). Synchronisation conditions for parallel-connected VOC inverters are

presented in [16, 18]. The self-synchronisation property eliminates the need for any

direct communication between the inverters. A dynamic model of the virtual oscil-

lator’s RMS terminal-voltage amplitude V and instantaneous phase angle φ = ωt+θ

(where θ is the phase-offset with respect to ωt) is given by [76]:

dV

dt
=
εω∗√

2

(
σg
(√

2V cos (φ)
)
− kvkii

)
cos (φ), (2.6)

dφ

dt
= ω∗ − εω∗√

2V

(
σg
(√

2V cos (φ)
)
− kvkii

)
sin (φ), (2.7)

where kv denotes the voltage scaling factor for the virtual oscillator’s capacitor volt-

age vC . The function g(v) = v − β
3
v3, where β = 3α

k2
vσ

[76]. The VOC design

parameters include α, σ and ε. The epsilon ε =
√

L
C
is a key VOC design parameter

that controls the dynamic response and extent of harmonic content in the non-linear

oscillator’s output. The non-linear oscillator is implemented on a digital signal mi-

croprocessor by discretising its dynamics using a trapezoidal rule of integration [76]
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Figure 2.14: A block diagram representation of Van der Pol oscillator [76].

and this is the reason for the name,“virtual oscillator controller”. The aforementioned

discretised dynamics are given by [76]:

v[k] =

(
1− Tsσ

2C
+

T 2
s

4LC

)−1 [(
1 +

Tsσ

2C
− T 2

s

4LC

)
v[k − 1]− Ts

C
kviL[k − 1]

− Ts
2C

kvki (i[k] + i[k − 1])− αTs
Ck2

v

v3[k − 1]

]
,

iL[k] = iL[k − 1] +
Ts

2Lkv
(v[k] + v[k − 1]) , (2.8)

where Ts denotes the sampling time, k ∈ Z≥0 denotes the kth sampling instance,

v[k] denotes the sampled instantaneous inverter terminal-voltage, i[k] denotes the

sampled instantaneous inverter output current and iL[k] denotes the sampled in-

stantaneous virtual oscillator inductor current.

A virtual oscillator control scheme for three-phase islanded inverters in a mi-

crogrid with high penetration of photo-voltaic panels is presented in [17]. In or-

der to reduce the transients while connecting the virtual oscillator-controlled in-

verter with the rest of the system and to enhance the plug-n-play capability, a

pre-synchronisation technique is used. This is discussed in [16]. In [82], a unified

virtual oscillator control (uVOC) for both grid forming and grid following inverters

is proposed based on the dispatchable virtual oscillator controller presented in [36,

37, 83, 84]. The proposed unified virtual oscillator controller enables the inverter

synchronisation with low grid voltage, and its fast current limiting capability results

in a fault ride-through operation. Further, during grid following mode, bidirectional
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power flow and DC voltage regulation are achieved.

A hierarchical control structure for virtual oscillator-controlled inverters to either

operate in islanded mode or grid connected mode is presented in [85]. In islanded

mode, the control achieves voltage and frequency regulation whereas, in grid-tied

mode, a notch filter is used to remove the harmonic content in the output of vir-

tual oscillator-controlled inverters. In [86], a frequency-domain method is presented

for virtual oscillator-controlled inverters to suppress the harmonic distortion in the

output current. A selective harmonic current suppression method based on virtual

impedance is proposed. Similarly, a voltage harmonics attenuation technique based

on virtual impedance is proposed in [87]. A graphical approach to analyse the tran-

sient stability of dispatchable virtual oscillator controller (dVOC) using vector fields

on the circle is presented in [88].

2.7.3.1 Averaged VOC Model

In order to simplify the analysis of non-linear virtual oscillator-controlled inverters,

and to identify the embedded P −V and Q−ω droop-characteristics within the dy-

namics of virtual oscillators, an averaged VOC model is derived in [76] by averaging

the actual VOC dynamics (2.6)-(2.7) over an ac-cycle 2π
ω∗

and is given by:

d

dt
V =

σ

2C

(
V − β

2
V

3
)
− kvki

2CV
P , (2.9)

d

dt
θ = ω∗ − ω +

kvki

2CV
2Q, (2.10)

where V denotes the averaged terminal-voltage magnitude and θ denotes the av-

eraged phase-offset with respect to ωt. The P and Q denote the averaged active

and reactive power, respectively. These resulting differential equations describe the

relationship between inverter terminal characteristics including voltage, frequency,

active and reactive power. By analysing these differential equations (decoupled in

terms of active and reactive power), it can be observed that the P − V and Q − ω
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droop-characteristics are embedded within the dynamics of a non-linear virtual os-

cillator. Hence, by using the simplified averaged VOC model, the behaviour of

inverters can be observed under the desired steady-state operating conditions; and

corresponding equilibrium solution can be determined using the following equations:

V eq = kv

σ ±
√
σ2 − 6α(ki/kv)P eq

3α


1
2

, (2.11)

ωeq = ω∗ +
kvki

2CV
2

eq

Qeq, (2.12)

where V eq denotes the equilibrium terminal-voltage magnitude and ωeq denotes the

equilibrium frequency. Similarly, the P eq and Qeq denote the equilibrium values

of averaged active and reactive power, respectively. Fig. 2.15 shows a comparison

between the limit-cycles for both the actual and averaged non-linear virtual oscillator

dynamics as a function of VOC design parameter ε in steady-state. Note that the

limit-cycle for the actual VOC dynamics contains harmonics and is not perfectly

sinusoidal. The limit-cycle for the averaged VOC dynamics is described by a circle

of radius
√

2V , rotating at a fixed angular frequency ωeq. Note that the harmonic

content in the output of the virtual oscillator can be reduced by making ε smaller (i.e.

ε↘ 0). However, this results in the system’s slower dynamic response [76]. Hence,

a design trade-off exists while designing the VOC parameters to achieve either a fast

dynamic response or low harmonic distortion in the output.

2.7.3.2 Variants of Virtual Oscillator Controller

To realise the virtual oscillator controller [16, 36, 76, 84], several variants of the non-

linear oscillator are proposed. The main idea is that each variant of the non-linear

oscillator should posses a stable limit-cycle rotating at a constant angular frequency.

Further, the limit-cycle should be nearly sinusoidal to avoid harmonic distortion in

the output. A dead-zone oscillator is proposed in [16] for islanded microgrids. The
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Figure 2.15: A comparison of steady-state limit cycles for both the actual and aver-
aged non-linear oscillator dynamics. In quasi-stationary sinusoidal steady-state, the
averaged VOC terminal-voltage is represented by a circle of radius

√
2V eq rotating

at an angular frequency of ωeq. It can be seen that for the actual (unloaded) VOC
model, a smaller value of ε results in reduced harmonics in the inverter terminal-
voltage. On the other hand, a smaller ε results in slower dynamic response. The
states y = v (y-axis) and x = kvεiL (x-axis) are the inverter-terminal voltage and
scaled version of the inductor current, respectively [76].

limitation associated with a dead-zone oscillator is that it requires online tuning of

the gains for designing the closed-loop control. However, in the case of the Van der

Pol oscillator with cubic non-linearity [76], this type of gain tuning is not required.

An electrical realisation of the dead-zone oscillator is presented in Fig. 2.16 and a

phase-plot of the steady-state limit-cycles as a function of VOC design parameter ε

is presented in [16]. Note that (similar to the Van der Pol oscillator) by decreasing

the value of the VOC design parameter ε, the dead-zone virtual oscillator exhibits

nearly sinusoidal oscillations. However, choosing a smaller of value of ε↘ 0 results

in a slower dynamic response. Another variant of the non-linear oscillator with
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Figure 2.16: A block diagram representation of the dead-zone oscillator [16].

sinusoidal output voltage (i.e. without harmonic distortion) is presented in [84].

2.7.3.3 VOC Parameter Design Procedure

In an ac-power system, there are several constraints on the terminal characteristics

of a power generation source. In order to meet the ac-performance specifications,

the power grid voltage and frequency should be regulated to remain in the desired

tolerance band (by designing the droop-characteristics accordingly). Hence, in order

to ensure the inverter’s operation in accordance with the strict ac-performance spec-

ifications, a detailed VOC parameter design procedure is presented in [76], and is

described below. By properly designing the controller parameters, desired terminal

characteristics, and proportional power sharing between multiple parallel-connected

inverters, can be achieved.

In order to standardise the parameter design procedure, the VOC voltage scaling

factor kv is designed such that when the VOC capacitor RMS voltage VC = 1 V,

the inverter terminal-voltage magnitude should be equal to open circuit voltage V oc.

Similarly, the current feedback gain ki is designed such that the VOC input current is

equal to 1 A when the inverter is supplying the rated active power P rated. According

to these design rules, the current feedback gain and voltage scaling factor are given

by the following equations:

kv = V oc, (2.13)
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ki =
V min

P rated

, (2.14)

where V min is the terminal-voltage corresponding to P rated. The open-circuit voltage

V oc corresponding to P = 0 is given by:

V oc = kv

√
2σ

3α
. (2.15)

From (2.13)-(2.15), we have:

α =
2σ

3
. (2.16)

Now, substituting P = P rated and V = V min in (2.11), and using (2.13)-(2.16), we

get:

σ =
V oc

V min

V
2

oc

V
2

oc − V
2

min

. (2.17)

The values for inductance L and capacitance C of the harmonic oscillator are also

calculated while considering the ac-performance specifications. Considering the max-

imum allowable frequency deviation |∆ω|max from the nominal grid frequency ω∗,

the constraint on the minimum value of capacitance C is given by:

C ≥ 1

2|∆ω|max
V oc

V min

|Qrated|
P rated

= Cmin
|∆ω|max , (2.18)

where Qrated is the rated averaged reactive power supplied or absorbed by the VOC

inverter. Similarly, the constraint on capacitance C due to the maximum allowable

rise time tmaxrise for the open circuit voltage V oc to rise from 10% to 90% of its steady-

state value is given by:

C ≤ tmaxrise

6

V oc

V min

V
2

oc

V
2

oc − V
2

min

= Cmax
trise

. (2.19)

The third constraint on the capacitance C corresponds to the maximum allowable

third harmonic to first harmonic ratio δmax3:1 for the inverter’s terminal-voltage and
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is given by:

C ≥ 1

8ω?δmax3:1

V oc

V min

V
2

oc

V
2

oc − V
2

min

= Cmin
δ3:1

. (2.20)

Hence, in order to satisfy the desired ac-performance specifications, the capacitance

C is chosen according to the above three constraints, as defined below:

max{Cmin
|∆ω|max , C

min
δ3:1
} ≤ C ≤ Cmax

trise
. (2.21)

The corresponding value for oscillator’s inductance L is given by:

L =
1

C(ω∗)2
. (2.22)

2.7.3.4 Existing Literature on Dispatchable Virtual Oscillator Control

The research work in this thesis is based on the Van der Pol oscillator version of the

virtual oscillator controller [76] that cannot be used for power dispatch by itself. In

order to dispatch the power, external PI power control loops are proposed in this

thesis. On the other hand, the recent literature on the dispatchable virtual oscillator

controller (dVOC) [36–40] is an improved version of virtual oscillator that can be

dispatched by incorporating the power and voltage set-points in the controller itself.

The main differences between the reported research work in this thesis and the

earlier literature on dispatchable virtual oscillator control (dVOC) [36–40] are as

follow.

• The embedded droop-characteristics (2.9)-(2.10) within the averaged dynamics

of the Van der Pol oscillator [76] are independent of the line’s X
R

ratio and do

not change with the line parameters. On the other hand, the embedded droop-

characteristics within the dynamics of the recently proposed dVOC depend on
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and change with the line’s X
R

ratio, and are described as follows [36–40]:

d

dt
v = ωoJ v + ηeθ(v) + αe||v||(v), (2.23)

where v ∈ R2 denotes the oscillator state variable, ωo denotes the fundamental

grid frequency, η denotes the synchronisation gain, α denotes the control gain,

eθ(v) denotes the phase error, and e||v||(v) denotes the voltage magnitude error.

The J = In⊗J , where⊗ denotes the Kronecker product, In denotes an identity

matrix of order n, and J is the matrix defined below:

J =

 0 −1

1 0

 . (2.24)

The matrix K used to derive the control laws is defined as [36–40]:

K =
1

v∗2

 cos (κ) − sin (κ)

sin (κ) cos (κ)


 p∗ q∗

−q∗ p∗

 , (2.25)

where

κ = tan−1

(
ωoLline
Rline

)
. (2.26)

The v∗ denotes the voltage magnitude set-point. Similarly, the p∗ and q∗

denote the active and reactive power set-points, respectively. The Lline and

Rline denote the line inductance and resistance, respectively.

Note that the control matrix K defined in (2.25) depends on the line’s X
R
ratio,

whereas the control design for the Van der Pol oscillator (that is the main

focus of the proposed dispatchable inverter control technique in this thesis) is

independent of the line’s X
R

ratio.

• In the recent literature on dVOC [36–40], an assumption is made that the line’s

X
R

ratio is the same/constant for all the lines in the network. This assumption
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of same/constant X
R

ratio for all the lines in the network may not always be

true. For instance, the X
R

ratio in case of the overhead lines and underground

cables can be quite different. Similarly, two overhead lines with different cross-

sectional area can have different X
R
ratios. The dependence of dVOC controller

matrix K on the line’s X
R

ratio makes it unclear how to determine this matrix

if an inverter is connected to two or more lines with different X
R

ratios.

On the other hand, the Van der Pol oscillator used for the proposed dis-

patchable inverter control technique in this thesis does not require such an

assumption on the line’s X
R

ratio.

• In the existing literature on dVOC [36–40], all the inverters are considered to

be dispatchable without any non-dispatched inverter acting like a slack bus

to compensate for the remaining power demand. In this case, only those set-

points can be achieved that are consistent with the power flow equations. If a

set-point is inconsistent, power dispatch cannot be achieved, and the inverters

start to share power proportional to the ratio of their individual power set-

points [40].

In contrast to the existing literature on dVOC, the reported research work in

this thesis is for a system with at least one non-dispatched inverter acting like

a slack bus to compensate for the remaining power demand. In the reported

research work, the consistent set-points are those satisfying the power security

constraints (4.26) and (5.55).

In [84], a new version of the virtual oscillator controller is presented based on

the dynamics of the non-linear Andronov-Hopf oscillator. Unlike the Van der Pol

oscillator, the Andronov-Hopf oscillator does not contain harmonics in the output.

Moreover, the power dispatch results presented in [84, 89] are for the grid-connected

mode only, whereas the proposed research work in this thesis is mainly on the power

dispatch of islanded inverters.
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2.7.3.5 Comparison between Inverter Control Techniques

The conventional droop control strategies [61–64] use phasor quantities to calcu-

late the active and reactive output power of an inverter, and then follow the droop

control laws to regulate the system’s voltage and frequency, accordingly. The cal-

culation of active and reactive power, coordinate transformations and trigonometric

function evaluations, involve complex arithmetic computations and introduce de-

lays in the closed-loop control. Moreover, low-pass filters used to calculate the

active and reactive power usually have low cut-off frequencies and impede the con-

troller bandwidth. As a result, the dynamic behaviour of droop-controlled inverters

can be much slower than virtual oscillator-controlled inverters. A comparison in

terms of synchronisation and power sharing properties of these two inverter con-

trol techniques is presented in [76]. In [76, Fig. 5], it is demonstrated that the

parallel-connected VO-controlled inverters synchronise 6 times faster compared to

parallel-connected droop-controlled inverters. Similarly, in [76, Fig. 6], it is shown

that the parallel-connected VO-controlled inverters achieve identical active and re-

active power sharing faster than the droop-controlled inverters. The VOC, being a

time-domain controller, uses only the instantaneous value of inverter output current

to regulate the terminal-voltage magnitude and frequency, and by choosing the pa-

rameters properly, it can be designed to have a faster dynamic response compared

to the conventional droop controller [90–92].

Similarly, in the case of both the virtual synchronous generators (VSGs) and

PR control, voltage and current measurements are required. Further, in the case of

virtual synchronous generators, the power calculations require low-pass filters that

result in a slower dynamic response. Unlike conventional PR controllers, a current

regulated technique is presented in [70] that does not require the calculation of

inverter output power.
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2.8 Stability Analysis

The most commonly used techniques to determine local as well as global stability

of inverters in a microgrid include the following.

2.8.1 System Linearisation and Eigenvalues Analysis

A small-signal stability analysis of a microgrid, considering the state-space model of

parallel-connected inverters, distribution network and loads, is presented in [7]. The

overall system model is linearised around the operating point and the system matrix

is used to determine the eigenvalues. Moreover, a sensitivity analysis is considered

to determine the origin of modes, and the control scheme is designed accordingly to

improve the stability of system.

2.8.2 Systems with Manifold of Equilibria

In case of power systems, at a particular operating point, the phase angle of each

inverter can take an arbitrary value, however, the phase difference between all the

inverters remains the same that is referred as the “rotational invariance" of the

system in [39]. This results in the system having a manifold of non-hyperbolic

equilibria about which the Jacobian has at least one eigenvalue on the imaginary

axis.

Local stability analysis for time-invariant ODEs with a manifold of equilibria

ware developed in the context of formation control of multi-agent systems in [93]

using center manifold theory [94–96]. More recently, such analysis was developed

for time-varying ODEs in the context of local stability analysis of sinusoidal orbits

of single-phase microgrids with proportional and resonant controllers in [97], using

integral manifolds of time-varying ODEs [98].
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2.8.3 Sum-of-Squares Technique

As is well-known, finding a Lyapunov function to ascertain the stability of non-linear

systems is challenging in general, with no general method that is applicable to all

systems. Fortunately, for systems with polynomial vector fields, one can seek sum-

of-squares polynomials as candidate Lyapunov functions [99–101] using semidefinite

programming and linear matrix inequalities [102]. Using semidefinite programming,

the Lyapunov functions can be constructed at the polynomial level in a very efficient

and effective way.

2.9 Power Flow Analysis

The power flow analysis is used to determine the power flows and voltages for the

transmission and distribution networks in a power system under the pre-specified

bus conditions. The power flow analysis is mainly used for the steady-state analysis

of the power system but also to evaluate the dynamic performance [41]. The buses

in a power system are classified into the following three main categories.

• Swing/Slack bus with voltage magnitude and phase angle specified.

• Voltage-controlled/PV bus with active power and voltage magnitude specified.

• Load/PQ bus with active and reactive power specified.

In order to solve for the power flow analysis, the network equations are usually

written using the system’s bus impedance matrix (Zbus) or nodal admittance matrix

(Ybus). The primary methods used to solve for the non-linear power flow equations

include the Guass-Seidel method, Newton-Raphson method and Fast Decoupled

Load Flow methods [41, 103, 104].
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2.9.1 Feasible Operating Regions

The existing literature on the existence and uniqueness of power flow solutions, and

security regions (feasible operating regions in terms of active and reactive power)

can be found in [105–110]. Similar work on the feasible operating points for droop-

controlled inverters is presented in [111, 112].

2.10 Conclusion

In this chapter, the concept of microgrids was reviewed in detail. The major mo-

tivations behind the adoption of microgrids, their modes of operation, and associ-

ated benefits were discussed. The major challenges involved in the implementation

of microgrids, associated stability issues and their mitigation techniques were re-

viewed. Further, a hierarchical control structure and its different control layers were

discussed. Moreover, the existing inverter control techniques including the droop

control, proportional-resonant control and virtual oscillator control were reviewed.

A brief comparison between these existing control techniques was also presented.

The virtual oscillator controller that is the main focus of this thesis was analysed

in detail. The existing literature on the virtual oscillator controller, including that on

synthesising the averaged virtual oscillator controller dynamics, systematic param-

eter design procedure to satisfy the desired ac-performance specifications, and the

synchronisation conditions for virtual oscillator-controlled inverters, was reviewed.

The existing literature on dispatchable virtual oscillator control was also reviewed

and compared with the research work presented in this thesis, while identifying the

main differences.

The most commonly used techniques to determine both local and global stability

of the system, including small-signal stability analysis (i.e. system linearisation and
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eigenvalue analysis), and sum-of-squares (SOS) technique to construct polynomial

Lyapunov functions, were discussed. The literature on power flow analysis including

the type of buses, formulation of network equations, and iterative numerical methods

to solve the power flow equations was reviewed. Moreover, the existing literature

on the feasible operating regions and corresponding power security constraints was

presented.
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Chapter 3

Regulation of Active and Reactive

Power of a Virtual Oscillator

Controlled Inverter

Utilisation of variable distributed energy sources in a microgrid necessitates con-

trol of active power and is enhanced by the control of reactive power. A control

technique to regulate the active and reactive power of a virtual oscillator-controlled

inverter is proposed in this chapter. Current feedback gain of the virtual oscillator-

controlled inverter is used to regulate either the active or reactive power. In order

to achieve the desired power set-point, a PI controller is used to tune the current

feedback gain. An approximate local stability analysis is presented using the system

linearisation and eigenvalues analysis. The constraints (3.29)-(3.33) on the virtual

oscillator controller and system parameters are identified in Section 3.3.1.4 to en-

sure the stability of the system. The global stability of the system is investigated

by determining a polynomial Lyapunov function using the sum-of-squares (SOS)

technique. Simulation and experimental results are presented for both the cases of

active and reactive power control of a virtual oscillator-controlled inverter to verify

the analytical analysis and to demonstrate the effectiveness of the proposed control

scheme.

52



3.1. Introduction

3.1 Introduction

In this chapter1, an output power regulation technique is proposed for a VO-controlled

inverter connected to an RL load. The current feedback gain of the VOC is used

to control the output power. A PI controller is used to tune the current feedback

gain according to the desired output power set-point. Further, the effects of IGBTs’

ON-state resistance, series resistance of LCL filter components and stray losses on

the practical implementation of a virtual oscillator controller, are discussed. Note

that in an islanded inverter connected to an RL load, the output power can only be

controlled through the terminal voltage magnitude. Hence, either active or reactive

power regulation can be achieved in a particular scenario but not both simultane-

ously. The control of output power in case of renewable energy sources is of vital

importance. This helps in better utilisation of each energy source present in the

microgrid, and reduces the line losses and stress on the transmission/distribution

lines. The photo-voltaic panels should be utilised at their maximum capacity during

day-time. Similarly, maximum power should be drawn from the wind turbines when

it is windy. Further, the reactive power should be supplied to the inductive loads by

the nearest generation source in order to reduce the line losses and stress on the dis-

tribution network. In order to investigate the local stability of the system, a system

linearisation and eigenvalues analysis is considered. Constraints on both the VOC

and system parameters are identified to ensure local stability of the system. Further,

the global stability analysis of the system is carried out using the sum-of-squares

(SOS) technique [99–101] and a polynomial Lyapunov function is determined. A

brief discussion is considered on the issues related to the practical implementation

of a virtual oscillator controller. Simulation and experimental results are presented

for the regulation of active and reactive power to demonstrate the effectiveness of

1This chapter is based on conference paper [31] and journal article [1]. The co-authors, Mr.
Jiacheng Li and Dr. Leonardo Callegaro provided the technical assistance and helped in the
development of the experimental microgrid prototype. The co-authors, Dr. Hendra I. Nurdin
and Professor John E. Fletcher supervised the research work, they being the joint and primary
supervisors, respectively.
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Figure 3.1: A virtual oscillator controller consists of an LC harmonic oscillator with
resonant frequency ω∗. Inverter output current is denoted by i that is fed to the
VOC after scaling by the current feedback gain ki.

the proposed control scheme.

The chapter is organised as follows. In Section 3.2, the dynamics of the virtual

oscillator controller and PI controller are presented. In Section 3.3, the stability

analysis of the system is considered. In Section 3.4, an overall system description is

presented. In Section 3.5, simulation results are presented. In Section 3.6, experi-

mental results are discussed. In Section 3.7, the conclusion is drawn.

3.2 System Model Description

A detailed model description of both the virtual oscillator controller and PI controller

is presented in this section.

3.2.1 Virtual Oscillator Controller

Recall from Chapter 2, the virtual oscillator controller is the non-linear Van der Pol

oscillator with the block diagram represented in Fig. 3.1. The harmonic oscillator’s

capacitor voltage and inductor current are denoted by vC and iL, respectively. The

dynamics of RMS terminal-voltage magnitude V and instantaneous phase angle φ

are as follow, and a detailed derivation of these dynamics can be found in [19].
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dV

dt
=
εω∗√

2

(
σg
(√

2V cos (φ)
)
− kvkii

)
cos(φ),

dφ

dt
= ω∗ − εω∗√

2V

(
σg
(√

2V cos(φ)
)
− kvkii

)
sin(φ), (3.1)

where kv denotes the voltage scaling factor, ki denotes the current feedback gain

and i denotes the inverter output current. It is hereby emphasised that the term

‘virtual oscillator’ means that a non-linear oscillator is implemented by programming

the discretised VOC dynamic equations (as discussed earlier in Chapter 2) on the

digital signal processor and an actual physical non-linear oscillator is not required

for the real-world inverter control applications.

3.2.2 Averaged Model of a Virtual Oscillator Controller

Recall from Chapter 2, in order to simplfy the analysis and identify the P − V

and Q−ω droop-characteristics embedded within the averaged VOC dynamics, the

actual VOC dynamics are averaged over an ac-cycle 2π
ω∗

[19]. The averaged VOC

dynamics are given by:

d

dt
V =

σ

2C

(
V − β

2
V

3
)
− kvki

2CV
P , (3.2)

d

dt
θ = ω∗ − ω +

kvki

2CV
2Q, (3.3)

where V is the averaged RMS terminal-voltage magnitude, and θ is the averaged

phase-offset with respect to ωt. The P and Q are the averaged output active and

reactive power, respectively. Recall from Chapter 2, the equilibrium points corre-

sponding to the averaged VOC dynamics (3.2)-(3.3) are given by:

V eq = kv

σ ±
√
σ2 − 6α(ki/kv)P eq

3α


1
2

, (3.4)

ωeq = ω∗ +
kvki

2CV
2

eq

Qeq, (3.5)
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Figure 3.2: A block diagram representation of the PI controllers used to regulate
either the active power P or reactive power Q. The desired reference power set-
points for active and reactive power are denoted by P ∗ and Q∗, respectively. KI and
KP are the integral and proportional gains of the PI controller.

where P eq and Qeq are the equilibrium values of averaged output active and reactive

power, respectively.

3.2.3 PI Controller Dynamics

The PI controllers used to regulate either the active or reactive power are shown

in Fig. 3.2. Due to the dependence of terminal-voltage magnitude V on current

feedback gain ki as evident in (3.4), PI controllers are used to tune the current

feedback gain ki to regulate the inverter output power. In the case of an islanded

inverter connected to an RL load, the only possible way to control the output power

is through terminal-voltage magnitude. Hence, the simultaneous regulation of both

the active and reactive power can not be achieved in the case of an islanded inverter.

However, the simultaneous regulation of both the active and reactive power can be

achieved in the case of multiple parallel-connected inverters by controlling both the

magnitude and phase of the terminal-voltage, which will be considered in subsequent

chapters. The dynamics of the PI controller used to regulate the active power are

given by the following equations:

ė = P − P ∗, (3.6)

ki = KP (P − P ∗) +KIe, (3.7)
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where P ∗ is the desired active power set-point. Similarly, the dynamics of the PI

controller used to regulate the reactive power are given by:

ė = Q−Q∗, (3.8)

ki = KP (Q−Q∗) +KIe, (3.9)

whereQ∗ is the desired reactive power set-point. KP andKI are the proportional and

integral gains of the PI controller, respectively. Let us denote the active and reactive

power set-points for single-phase and three-phase power systems by (P ∗1φ, Q
∗
1φ) and

(P ∗3φ, Q
∗
3φ), respectively.

3.3 Approximate Stability Analysis

In order to investigate the stability of the closed-loop system consisting of a VO-

controlled inverter, a PI controller to regulate the output power and anRL load, both

local and global stability analysis are considered. The proposed stability analysis is

approximate as it is based on the averaged approximate model of the VOC instead of

the actual VOC dynamics (3.1). Further, constraints are identified on the system and

VOC parameters to ensure local stability of the system under parametric variations.

3.3.1 Local Approximate Stability Analysis

A local approximate stability analysis is presented in this section. A system lineari-

sation and eigenvalues analysis are considered.

57



3.3. Approximate Stability Analysis

3.3.1.1 Equilibrium Points

Under the assumption ωeq = ω∗, the active power P can be expressed in terms of

load impedance zL with magnitude Z and angle θz as follows:

P =
V

2

Z
cos(θz). (3.10)

The closed-loop equilibrium points for the PI controller and averaged VOC dynamics

can be determined using (3.2), (3.6), and (3.10). The equilibrium points are as follow:

V eq =

√
ZP ∗

cos(θz)
, (3.11)

V eq =

√
2

β

(
1− kvki,eq cos(θz)

σZ

)
. (3.12)

Equating (3.11) and (3.12), we have:

ki,eq =

(
σV

2

eq

kv
−

3αV
4

eq

2k3
v

)
1

P ∗
. (3.13)

At equilibrium we have P = P ∗ and from (3.7) we get:

eeq =
ki,eq
KI

=

(
σV

2

eq

kv
−

3αV
4

eq

2k3
v

)
1

KIP ∗
. (3.14)

In addition to the above equilibrium points (3.11) and (3.14), there is another equi-

librium point i.e. V eq = 0. This equilibrium point corresponds to zero stored energy

in the harmonic oscillator capacitor C and inductor L. This state is only achievable

when there is no energy present in the LC harmonic oscillator. However, if the

harmonic oscillator is once energised and oscillating, this equilibrium point is not

achievable. Further from (3.2), (3.7), and (3.10), it can be seen that the system dy-

namics do not depend on the averaged phase-offset θ. Thus, θ is not considered for

the stability analysis of the system. As discussed earlier, in the case of an islanded
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3.3. Approximate Stability Analysis

inverter connected to an RL load, the output power only depends on the terminal

voltage magnitude V .

3.3.1.2 Linearised System

The approximate non-linear averaged VOC dynamics in state-space form are given

by:

ẋ =

 V̇

ė

 = f(x), (3.15)

f(x) =


(

σ
2C
− kv(KP (P−P ∗)+KIe) cos(θz)

2CZ

)
V − σβ

4C
V

3(
V

2

Z
cos(θz)− P ∗

)
 , (3.16)

where x = [V , e]T . The linearised system is as follows:

A =
∂f

∂xT

∣∣∣∣
x=x∗

=

 ∂f1

∂V

∂f1

∂e

∂f2

∂V

∂f2

∂e


∣∣∣∣∣∣∣
x=x∗

, (3.17)

where

A11 =
∂f1

∂V
=

(
σ

2C
+
kv(KPP

∗ −KIeeq) cos(θz)

2CZ

)
−
(

3kvKP cos2(θz)

2CZ2
+

3σβ

4C

)
V

2

eq,

(3.18)

A12 =
∂f1

∂e
= −kvKI cos(θz)

2CZ
V eq, (3.19)

A21 =
∂f2

∂V
=

2 cos(θz)

Z
V eq, (3.20)

A22 =
∂f2

∂e
= 0. (3.21)
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3.3. Approximate Stability Analysis

3.3.1.3 Eigenvalues Analysis

The eigenvalues of a system can be calculated using the linearised system equations

and equilibrium points. The eigenvalues are:

|A− λI| = λ2 − λA11 − A12A21 = 0, (3.22)

λ =
A11 ±

√
A2

11 + 4A12A21

2
. (3.23)

3.3.1.4 Stability Constraints

For a system to be asymptotically stable around the equilibrium points (3.11) and

(3.14), the real part of the eigenvalues (that are the roots of the characteristic

equation (3.22)) must be negative. Hence, the constraints on the system parameters

can be identified as follows:

A11 < 0, (3.24)

4A12A21 < 0. (3.25)

The condition A11 < 0 implies,

V eq >

√
2Z (σZ + kv (KPP ∗ −KIeeq) cos(θz))

6kvKP cos2(θz) + 3σβZ2
. (3.26)

For a non-negative value of proportional gain KP ≥ 0, the denominator on the right

hand side of (3.26) is always positive. For the right hand side of (3.26) to be real

valued, we have the following constraint:

KIeeq ≤ KPP
∗ +

σZ

kv cos(θz)
. (3.27)
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3.3. Approximate Stability Analysis

Similarly, for 4A12A21 < 0, we have:

−KIkv cos2(θz)

CZ2
V

2

eq < 0, (3.28)

which implies:

kv > 0, (3.29)

KI > 0, (3.30)

V eq 6= 0, (3.31)

−90◦ < θz < 90◦, (3.32)

0 < Z <∞. (3.33)

Hence, these stability constraints ensure local stability of the closed-loop system

under the variations in system parameters as long as none of these is violated. Fig.

3.3 shows the plot of system eigenvalues as a function of P ∗1φ : 0.1 → 666 W (or

equivalently P ∗3φ : 0.3 → 2000 W) for the system parameters in Table 3.2 and PI

controller gains as in Section 3.5. Note that the real part of eigenvalues is always

negative in Fig. 3.3.

3.3.1.5 Root Locus Analysis

A detailed analysis of the root locus in Fig. 3.3 is considered. The system’s states

(i.e. V and e) are perturbed around the equilibrium point and the corresponding be-

haviour of the system is observed under the disturbance. The perturbations (i.e. δV

and δe) in the system’s states are chosen to be 10% of the corresponding steady-state

values (i.e. Veq and eeq). In order to perturb the state V , the VOC output voltage

vC is transformed to the dq−reference frame (with vqC = 0) and vdC is perturbed

around the equilibrium point vdCeq by a 10% perturbation δvdC . Five different cases

are considered corresponding to the power set-points and eigenvalues as in Table
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Figure 3.3: A plot of system eigenvalues as a function of P ∗1φ : 0.1 → 666 W (or
equivalently P ∗3φ : 0.3 → 2000 W). The real part of both the eigenvalues remains
negative through-out the range of P ∗.

3.1. Fig. 3.4 shows the response of the system when perturbed in steady-state for

different power set-points. The system is perturbed at t = 5 s for Case 1 and at

t = 1 s for rest of the cases. It can be seen that the settling time (ts = 8 s) is highest

for Case 1 with the eigenvalues nearest to the imaginary axis as compared to the

other power set-points. Similarly, the settling time (ts = 0.3 s) is lowest for Case

5 with eigenvalues away from the imaginary axis as compared to the other power

set-points. Hence, the simulation results in Fig. 3.4 corresponding to different power

set-points validate the analytical findings.

Further, it is demonstrated that other than on the power set-point P ∗, the shape

of root locus also depends on the proportional gain KP and integral gain KI of

the PI controller for a fixed impedance RL load. Fig. 3.5 shows the variations

in the trajectory of the root locus for different values of proportional and integral

gains of the PI controller with system parameters as in Table 3.2. Hence, using the

aforementioned root locus analysis, the PI controller gains can be designed to get

an adequate system response as a function of output power set-point P ∗.
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Figure 3.4: The system’s response is presented for perturbations in the system’s
states (i.e. V and e) around the equilibrium point corresponding to the five different
cases described in Table 3.1.

3.3.2 Global Approximate Stability Analysis

In order to investigate the global stability of the system, a polynomial Lyapunov

function is constructed using the sum-of-squares (SOS) technique. Recall from Sec-

tion 2.8.3, the stability of non-linear dynamical equations with polynomial vector

fields can be analysed using the sum-of-squares approach.

3.3.2.1 Sum-of-Squares Technique

Considering the averaged VOC dynamics with parameters as in Table 3.2, the fol-

lowing polynomial Lyapunov function is constructed using the SOS technique for a
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Figure 3.5: A plot of system’s eigenvalues as a function of P ∗1φ : 0.1 → 666 W (or
equivalently P ∗3φ : 0.3 → 2000 W) for different values of PI controller gains (i.e.
Kι
P and Kι

I): (a) Kι
P = 20KP and Kι

I = KI , (b) Kι
P = KP/10 and Kι

I = KI , (c)
Kι
P = KP and Kι

I = 2KI , (d) Kι
P = KP and Kι

I = KI/10. The KP and KI are
defined in Section 3.5.

Table 3.1: Root Locus Analysis – Power Set-points and Eigenvalues

Case Power Set-point [W] Eigenvalue 1 Eigenvalue 2

1 P ∗1φ = 017.0 −0.4 + 2.0i −0.4− 2.0i

2 P ∗1φ = 077.0 −1.9 + 4.0i −1.9− 4.0i

3 P ∗1φ = 339.0 −8.4 + 4.0i −8.4− 4.0i

4 P ∗1φ = 400.0 −9.9 + 2.0i −9.9− 2.0i

5 P ∗1φ = 416.5 −10.3 −10.3

reference power set-point P ∗1φ = 500 W (or equivalently P ∗3φ = 1500 W):

V = 3.092× 10−5x4
1 + 3.592× 10−5x3

1x2 + 0.01327x3
1 + 6.121× 10−5x2

1x
2
2

+ 0.02618x2
1x2 + 2.941x2

1 + 7.768× 10−6x1x
3
2 + 0.004259x1x

2
2 + 0.9725x1x2

+ 3.033× 10−5x4
2 + 0.01196x3

2 + 1.872x2
2, (3.34)

where x1 = V and x2 = e.
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3.4. System Description

Table 3.2: System Parameters

Symbol Parameter Value Unit

ki Current feedback gain [variable] A/A
kv Voltage scaling factor 126 V/V
σ Conductance 6.09 Ω−1

α Cubic-current source coefficient 4.06 A/V3

L Virtual oscillator inductance 3.35× 10−5 H
C Virtual oscillator capacitance 0.21 F
RL Resistance - series RL load 22.3 Ω

LL Inductance - series RL load 12.2 mH

3.4 System Description

A three-phase system is considered as shown in Fig. 3.6. It consists of a three-phase

inverter with an output LCL filter connected to a load impedance zL. The three-

phase currents are measured and a coordinate transformation iabc → iαβ is used.

The current iα is fed back to the VOC after scaling by the current feedback gain ki.

Similarly, a coordinate transformation vαβ → vabc is used to generate the modulation

signals mabc for the three-phase inverter. The current feedback gain ki is generated

by the PI controller according to the desired reference power set-point P ∗ or Q∗.

The coordinate transformations for a signal h from habc → hαβ or hαβ → habc are

given by the following equations:

 hα

hβ

 =
2

3

 1 −1
2
−1

2

0
√

3
2
−
√

3
2



ha

hb

hc

 , (3.35)
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
ha

hb

hc

 =

 1 −1
2
−1

2

0
√

3
2
−
√

3
2


T  hα

hβ

 . (3.36)

3.4.1 Tuning the Current Feedback Gain

In the case of an islanded inverter connected to an RL load, the output power can

be regulated through the terminal-voltage magnitude. Based on the dependence

of terminal-voltage magnitude V on current feedback gain ki, PI controllers are

used that tune the current feedback gain ki to achieve the desired power set-point.

Further, as there is only one control parameter V , simultaneous regulation of both

active and reactive power cannot be achieved in this case.

3.4.2 Designing PI Controller Gains

The non-linear dynamics of the VOC result in a non-linear relation between current

feedback gain ki and terminal-voltage magnitude V . In order to achieve the de-

sired dynamic performance and avoid the power oscillations around the equilibrium

point, the PI controller gains (KP and KI) should be designed as a function of load

impedance. The PI controller gains designed for a particular load impedance do

not necessarily give the same dynamic performance for a different load. In order to

systematically design the PI controller gains, the pole assignment technique [113]

can be used for a known fixed impedance load. Using the linearised system model

along with the PI controller dynamics, the characteristic equation parameters i.e.

damping ratio ζ and natural frequency ωn for the second order system can be de-

signed to get the desired dynamic performance with terminal-voltage magnitude as

a state-feedback. The PI controller gains (KP and KI) are then calculated based

on the designed values of damping ratio ζ and natural frequency ωn. However,

in this chapter, we are interested in regulating the output power of the inverter.
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Figure 3.6: An overall system representation consisting of a three-phase inverter
with an output LCL filter, a virtual oscillator controller and a PI controller. A
series RL load zL is used with parameters RL and LL. The ĩabc and iabc denote the
inverter filter and output currents, respectively.

Therefore, the output power is used as a feedback (instead of the state-variable

i.e. terminal-voltage magnitude) to the PI controller with proportional and integral

gains determined through trial and error to get an adequate dynamic response. Due

to the presence of an external power control loop instead of the state-feedback loop,

the pole assignment technique to systematically design the PI controller gains can-

not be used directly in this case. A systematic procedure to design the PI controller

gains is not considered in this thesis and is a possible topic future work.

3.5 Simulation Results

The simulation results are presented for both the active and reactive power regula-

tion. MATLAB is used to perform the simulations. The system parameter values

and ac-performance specifications are provided in Table 3.2 and Table 3.3, respec-
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Table 3.3: AC Performance Specifications

Symbol Parameter Value Unit

V oc RMS open-circuit voltage 126 V
V min RMS rated power voltage 114 V
P rated Rated active power 2000 W
|Qrated| Rated reactive power 2000 VAr
ω∗ Nominal oscillator frequency 2π60 rad/s
|∆ω|max Maximum frequency offset 2π0.5 rad/s
tmaxrise Maximum rise time 0.3 s
δmax3:1 3rd to 1st harmonic ratio 1 %

tively. The values for output LCL filter parameters are Lf = 1.8 mH, Cf = 4.7µF

with rC = 3.3 Ω, and Lg = 0.5 mH.

3.5.1 Active Power Regulation

The response of a VO-controlled inverter for step changes in active power set-point

P ∗3φ is shown in Fig. 3.7. The PI controller gains are KI = 0.01 and KP = 0.00025.

Initially at t = 0 s, the inverter is operating at P ∗3φ = 1600 W. A step-up change in

P ∗3φ : 1600→ 2000 W is applied at t = 1 s. In the same way, a step-down change is

applied in P ∗3φ : 2000 → 1400 W at t = 2 s. The inverter tracks the desired active

power set-points effectively and reaches the new steady-state operating points in less

than 200 ms. The output voltage variations to achieve the desired power set-points

are also shown in Fig. 3.7.

3.5.2 Reactive Power Regulation

The response of a VO-controlled inverter for step changes in reactive power set-

point Q∗3φ is presented in Fig. 3.8. The PI controller gains are KI = 0.065 and
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Figure 3.7: The response of a VO-controlled inverter for step changes in P ∗3φ: (a)
active power, active power set-point and current feedback gain, (b) output phase
to neutral voltage. The PI controller tunes the current feedback gain (dash-dotted
line) to adjust the output voltage magnitude. The active power (dashed line) tracks
the reference power set-points (solid line) effectively.
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KP = 0.0025. Initially at t = 0 s, the inverter is operating at Q∗3φ = 300 VAr. At

t = 1 s, a step-up change in reactive power set-point Q∗3φ : 300→ 400 VAr is applied.

In order to observe the response of the inverter for a step-down change, at t = 2

s, a step-down change is applied in Q∗3φ : 400 → 250 VAr. The PI controller tunes

the current feedback gain and effectively tracks the desired power set-points. The

inverter reaches the new steady-state operating points in approximately 200 ms.

Remark 3.1. While regulating the output power, the output voltage magnitude may

drop below the threshold V min. This is because in the case of an islanded inverter

connected to a fixed impedance load, the only way to regulate the output power is

through terminal-voltage magnitude. Further, for a higher value of current feedback

gain and a reduced output voltage magnitude corresponding to a significantly lower

value of output power set-point (mainly for highly inductive loads), the frequency

deviation from the nominal value ω∗ may be higher then the threshold |∆ω|max. This

deviation in frequency from the nominal value is evident from (3.5).

3.6 Experimental Results

In this section, experimental results are presented for both the cases of active and

reactive power control. The non-linear dynamics of VOC are discretised using the

trapezoidal rule of integration (as discussed earlier in Chapter 2) at the sampling

time Ts and implemented on a Texas Instruments TMS320F28379D digital signal

processor. A three-phase inverter with an output LCL filter is used. The LCL filter

parameters are the same as for simulation results. The inverter switching frequency

fsw = 10 kHz and a space vector PWM are used. The sampling time Ts = 100µs

and the dead-time TD = 2µs. A series RL load with resistance RL = 22.3 Ω and

inductance LL = 12.2 mH is used for the experimental results.
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Figure 3.8: The response of a VO-controlled inverter for step changes in Q∗3φ: (a)
reactive power, reactive power set-point and current feedback gain, (b) output phase
to neutral voltage. The inverter tracks the reference set-points (solid line) effectively
and reaches the new equilibrium points in approximately 200 ms. The variations
in current feedback gain (dash-dotted line) to adjust the output voltage magnitude
corresponding to the desired reactive power set-points can be seen in the figure.
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3.6.1 Active Power Regulation

Fig. 3.9 shows the dynamic behaviour of a VO-controlled inverter for step changes in

active power set-point P ∗3φ. The PI controller gains are the same as in the simulation

results. Initially at t = 0 s, the inverter is operating at P ∗3φ = 1600 W. A step-up

change is applied in P ∗3φ : 1600→ 2000 W at t = 1 s. At t = 2 s, a step-down change

is applied in P ∗3φ : 2000→ 1400 W. At t = 3 s, the set-point is changed back to the

initial value P ∗3φ = 1600 W. The inverter follows the desired active power set-points

effectively and reaches the new equilibrium points in less than 200 ms. The output

voltage magnitude varies in order to achieve the desired power set-points.

3.6.2 Reactive Power Regulation

In Fig. 3.10, the response of a VO-controlled inverter for step-changes in reactive

power set-point Q∗3φ is presented. The PI controller gains are the same as for simu-

lation results. Initially, at t = 0 s, the inverter is operating at Q∗3φ = 300 VAr. At

t = 1 s, a step-up change is applied in Q∗3φ : 300 → 400 VAr. In the same way, at

t = 2 s, a step-down change is applied in Q∗3φ : 400 → 250 VAr. At t = 3 s, the

set-point is changed back to the initial value Q∗3φ = 300. The response time of the

inverter is approximately 200 ms and it tracks the desired set-points effectively.

Remark 3.2. Comparing the simulation and experimental results, it can be seen

that the response time of inverter is nearly the same and the inverter tracks the

desired power set-points effectively in both cases. However, a difference in the values

of current feedback gain ki can be observed between the simulation and experimental

results. This difference in the current feedback gains is due to the ON-state resistance

of IGBTs in an actual physical inverter, the series resistance of LCL filter inductors

and voltage loss/gain at each switching cycle due to the dead-time (as there is no

voltage feedback loop in the case of a virtual oscillator-controlled inverter). As these

losses are not considered in the simulation results, the same desired power set-points
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Figure 3.9: The response of a VO-controlled inverter for step changes in P ∗3φ: (a)
active power, (b) current feedback gain, (c) output phase to neutral voltage. The
inverter tracks the desired power set-points effectively. The variations in current
feedback gain to achieve the desired power set-points can be seen in the figure.
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Figure 3.10: The response of a VO-controlled inverter for step changes in Q∗3φ:
(a) reactive power, (b) current feedback gain, (c) output phase to neutral voltage.
Inverter tracks the desired set-points effectively and settles at the new operating
points in approximately 200 ms. The PI controller tunes the current feedback gain
to achieve the desired power set-points.
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are achieved in both simulation and experimental results with relatively different

values of current feedback gain. In order to compensate for these inverter non-

linearities, inner control loops are proposed in Chapter 6.

3.7 Conclusion

A control technique to regulate the active and reactive power of a virtual oscillator-

controlled inverter is presented. The current feedback gain of the VOC is used to

regulate the output power. It is demonstrated that using a PI controller that tunes

the current feedback gain, output power regulation can be achieved. The closed-loop

system is linearised and eigenvalues analysis is presented to investigate the local sta-

bility of the system. Constraints are derived on the system and VOC parameters

that ensure local stability. A polynomial Lyapunov function is constructed using

the sum-of-squares technique to demonstrate the global stability of the system for

a particular reference power set-point. The stability analysis considered is approxi-

mate as it is based on the averaged VOC model rather than the actual Van der Pol

oscillator model. In order to verify the analytical treatment, simulation and exper-

imental results are presented. It is shown that with the proposed control strategy,

the inverter follows the desired power set-points effectively.

75



Chapter 4

Dispatchable Virtual Oscillator

Control for Single Phase Islanded

Inverters: Analysis and Experiments

The increased penetration of renewable energy sources into the power system has

resulted in a need for dispatchable control for the inverters. Dispatchable generation

enables intelligent use of power sources thus enhancing the system’s efficiency, relia-

bility and reducing the stress on the distribution lines. In this chapter, a dispatchable

control for virtual oscillator-controlled inverters is proposed to achieve simultane-

ous regulation of both the active and reactive power in a single-phase system of

m-controlled and n-uncontrolled inverters. Further, a set of security constraints is

derived to determine the achievable power set-points for each controlled inverter

present in the system. The dispatchable controller parameters corresponding to

the desired power set-point can be determined using the proposed control laws. A

technique to design the control parameters and line impedance for the uncontrolled

inverters is presented to enable optimal power sharing proportional to their power

ratings. Simulation and experimental results are presented for the power regula-

tion of multiple virtual oscillator-controlled inverters connected to a load through

respective line impedances. The proposed dispatchable control strategy effectively
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regulates both the active and reactive power of the controlled inverters for a number

of cases and in a wide operating range1.

4.1 Introduction

Dispatchable power generation has gained a lot of attention with the increased pen-

etration of renewable energy sources (RESs) into the power system. Power dispatch

is a smart and intelligent way to utilise the power sources resulting in increased effi-

ciency as well as reduced distribution lines losses and stress. Due to the intermittent

nature of renewable energy sources, a power regulation technique is of vital impor-

tance. This necessitates a dispatchable control technique for the inverters used as

interfaces to connect these renewable energy sources with the power system. The

recent work on the dispatchable control of inverters can be found in [1, 31, 32, 36–40,

84, 89].

This chapter is an extension of the work presented in Chapter 3 and and is un-

like the existing literature on VOC oscillators (dead-zone and Van der Pol), that

does not include discussion on dispatchable generation [2, 16, 18, 20, 76]. A dis-

patchable control technique is proposed to simultaneously regulate both the ac-

tive and reactive power of parallel-connected virtual oscillator-controlled inverters

in a system consisting of m-controlled and n-uncontrolled inverters connected to a

common constant power or / and a fixed impedance load through respective line

impedances. Unlike the recent literature on dispatchable virtual oscillator control

(dVOC) [36–40], the work presented in this chapter is based on the Van der Pol

oscillator for which the steady-state droop-characteristics embedded within the av-

eraged dynamics are independent of the line’s X
R

ratio. Further in contrast to the

existing literature [36–40], the system considered in this chapter consists of a mix of

1This chapter is based on conference paper [32] and journal article [33]. The co-authors, Dr.
Hendra I. Nurdin and Professor John E. Fletcher supervised the research work, they being the
joint and primary supervisors, respectively.
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both the dispatchable inverters and uncontrolled (non-dispatchable) inverters acting

as slack bus to compensate for the remaining load demand. The output power is

regulated for the m-controlled inverters, whereas the n-uncontrolled inverters share

the remaining load power proportionally. The active and reactive power regulation

is achieved by continuously tuning the voltage and current gains, respectively, of the

m-controlled inverters. PI controllers are used to tune the voltage and current gains

according to the desired power set-point. The current and voltage gains are fixed for

the n-uncontrolled inverters and are designed to satisfy the desired ac-performance

specifications while sharing the power proportionally. In order to determine the

feasible power set-points, security constraints are presented for a system consist-

ing of m-controlled and n-uncontrolled inverters. Using these security constraints,

achievability of a desired power set-point can be approximately determined a-priori.

Further, control laws are presented to determine the values of voltage and current

gains for each controlled inverter corresponding to a particular power set-point. An

iterative numerical method to solve the power flow equations with the virtual oscil-

lator dynamics included is proposed. The design of virtual oscillator control param-

eters and line impedances for the n-uncontrolled inverters is also discussed [16]. By

designing these parameters correctly, optimal power sharing between uncontrolled

inverters can be achieved.

The chapter is organised as follows. In Section 4.2, an overall system description

is presented. In Section 4.3, the actual and averaged dynamics of the virtual oscil-

lator are presented. Further, the dynamics of the PI controllers are also considered.

In Section 4.4, security constraints for the feasible power set-points are derived and

control laws are proposed. In Section 4.5, detailed stability analysis is presented. In

Section 4.6, simulation results for power dispatch and security constraint violation

are presented. In Section 4.7, experimental results are verified against the simulation

results. In Section 4.8, a discussion on the experimental and simulation results is

considered. In Section 4.9, the conclusion is drawn.
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4.2 System Description

The dispatchable control is presented for a system ofm-controlled and n-uncontrolled

inverters, where the total number of inverters is nT = m + n. The output power

is regulated for the m-controlled inverters corresponding to the desired reference

power set-points, whereas the n-uncontrolled inverters share the remaining power

demand proportional to their power ratings. The controlled inverters can be used

for any energy source that needs to be dispatched. This includes renewable en-

ergy sources (i.e. photo-voltaic panels, wind turbines, etc.) or energy storage

systems. Let I = {1, ...,m,m + 1, ...,m + n} denotes the set of all the inverters

present in the system, M = {1, ...,m} denotes the set of m-controlled inverters and

M = {m + 1, ...,m + n} denotes the set of n-uncontrolled inverters. The jth virtual

oscillator-controlled inverter in the system is connected to the load bus through line

impedance zl,j = rl,j + xl,j, where j ∈ I. The load considered in this system can be

a fixed impedance load zL or a constant power load SL. The active and reactive out-

put power of the gth controlled inverter is denoted respectively by Pg and Qg, where

g ∈ M. The output power of the m-controlled inverters is regulated based on the

desired power set-points {(P ∗1 , Q∗1), ..., (P ∗m, Q
∗
m)}, while the remaining load power is

shared optimally by the n-uncontrolled inverters proportional to their power ratings.

Let bT = {1, ...,m + n+ 1} be the set of all the buses present in the system, where

the (m + n + 1)th bus is the load bus. The total number of buses in the system

is denoted by Γb = m + n + 1. In the rest of the chapter, g ∈ M denotes the gth

controlled inverter, g ∈ M denotes the gth uncontrolled inverter and j ∈ I denotes

the jth inverter in the system. In Fig. 4.1, an overview of the complete system is

presented.
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Figure 4.1: An overview of the overall system consisting of m-controlled and n-
uncontrolled inverters. The jth inverter is connected to the load bus through the
line impedance zl,j, where j ∈ I. The (P ∗g , Q

∗
g) denotes the desired power set-point

for the gth controlled inverter, where g ∈ M.

4.3 System Modelling

A detailed modelling of both the actual and averaged dynamics of virtual oscillator

controllers and PI controllers used to dispatch the power of m-controlled inverters,

is presented.

4.3.1 Virtual Oscillator Controller

Recall from Chapter 2, based on the ac-performance specifications, a virtual oscilla-

tor controller can be designed to oscillate at the frequency ω = ω∗±∆ω and generate

output voltage v = vrated±∆v within the desired range, where ω∗ is the fundamental

grid frequency and vrated is the nominal grid voltage. A block diagram representa-

tion of a virtual oscillator controller is shown in Fig. 4.2. The capacitor voltage and

inductor current are denoted by vC and iL, respectively. The parameter i denotes

the inverter output current that is fedback to the virtual oscillator controller after

being scaled by current feedback gain ki. The virtual oscillator controller for the jth

inverter is described by the following dynamic equations [76]:
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LC

vC vC

αvC

iL

ki i
R= σ

-1 

Virtual Oscillator

3

Figure 4.2: A virtual oscillator controller consists of a parallel combination of an
LC harmonic oscillator, a non-linear voltage-dependent current source, a resistive
element R and a current-controlled current source with a scaled version of inverter
output current i (i.e. kii) as the input. The parameter ki denotes the current
feedback gain.

dVj
dt

=
εjω
∗

√
2

(
σj g̃
(√

2Vj cos (φj)
)
− kv,jki,jij

)
cos(φj),

dφj
dt

= ω∗ − εjω
∗

√
2Vj

(
σj g̃
(√

2Vj cos(φj)
)
− kv,jki,jij

)
sin(φj), (4.1)

where Vj denotes the RMS terminal-voltage magnitude of the jth virtual oscillator

controller, φj = ωjt+ θj is the instantaneous phase angle and θj denotes the phase-

offset with respect to ωjt. The parameter ij denotes the inverter output current.

The function g̃ is defined by g̃(vj) = vj − βj
3
v3
j , where βj =

3αj
k2
v,jσj

. The parameters

kv,j and ki,j denote the voltage scaling factor and current feedback gain, respectively.

The VOC design parameters include σj, αj and εj. Recall from Chapter 2, the VOC

design parameter εj =
√

Lj
Cj

that controls the extent of harmonic content present

in the output of VOC is of vital importance. A detailed model derivation and

parameter description of the virtual oscillator controller can be found in [76].

4.3.2 Averaged Dynamics of VOC Inverter

Recall from Chapter 2, the averaged VOC dynamics for the jth inverter are given

by the following non-linear dynamic equations [76]:
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d

dt
V j =

σj
2Cj

(
V j −

βj
2
V

3

j

)
− kv,jki,j

2CjV j

P j, (4.2)

d

dt
θj = ω∗ − ωj +

kv,jki,j

2CjV
2

j

Qj, (4.3)

where V j denotes the averaged terminal-voltage magnitude and θj denotes the aver-

aged phase-offset with respect to ωjt. For the averaged VOC dynamics (4.2)-(4.3),

the corresponding equilibrium points are:

V eq,j = kv,j

σj ±
√
σ2
j − 6αj(ki,j/kv,j)P eq,j

3αj


1
2

, (4.4)

ωeq,j = ω∗ +
kv,jki,j

2CjV
2

eq,j

Qeq,j, (4.5)

where P eq,j and Qeq,j are the equilibrium steady-state values of averaged active and

reactive output power for the jth inverter, respectively.

4.3.3 PI Controller Dynamics

The simultaneous regulation of both the active and reactive output power of the

gth inverter, where g ∈ M, is achieved by continuously tuning two VOC parameters,

the voltage scaling factor kv,g and current feedback gain ki,g, respectively. For each

controlled inverter g, two PI controllers continuously tune both the VOC parameters

(kv,g and ki,g), based on the desired power set-point (P ∗g , Q
∗
g), as shown in Fig. 4.3.

The PI controller that regulates the active power P g is described by the following

dynamic equations:

ėp,g = Kp
I,g(P g − P ∗g ), (4.6)

kv,g = Kp
P,g(P g − P ∗g ) + ep,g, (4.7)

where Kp
P,g and Kp

I,g denote the proportional and integral gains, respectively. P ∗g is

the reference active power set-point. Similarly, the PI controller that regulates the
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Figure 4.3: PI controllers are used to continuously tune the current feedback gain
ki,g and voltage scaling factor kv,g for the gth inverter to regulate the active and
reactive power simultaneously according to the desired power set-point (P ∗g , Q

∗
g),

where g ∈ M. PI controller 1 regulates the active power Pg and PI controller 2
regulates the reactive power Qg.

reactive power Qg is described by the following dynamic equations:

ėq,g = Kq
I,g(Qg −Q∗g), (4.8)

ki,g = Kq
P,g(Qg −Q∗g) + eq,g, (4.9)

where Kq
P,g and K

q
I,g are the proportional and integral gains, respectively. Q∗g is the

reference reactive power set-point.
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4.4 Security Constraints for Achievable Power Set-

points

Considering the dispatchable generation, the determination of achievable power set-

points is crucial for planning the optimal power dispatch and control of a power

system. A set of security constraints is derived that approximately guarantees the

achievability of desired reference power set-point (P ∗g , Q
∗
g) and the existence of a

real-valued solution for the corresponding control variables i.e. current feedback

gain ki,g and voltage scaling factor kv,g for the m-controlled inverters, where g ∈ M.

For the applicability of this technique to determine the feasible power set-points,

knowledge of line impedances and load is required as in conventional power system

load flow analysis. Hence, using these security constraints and the proposed load

flow analysis in Section 4.4.1 with the VOC dynamics included, the achievability of

a particular power set-point can be determined.

4.4.1 Power Flow Analysis with VOC Dynamics

In order to perform power flow analysis for the system of m-controlled and n-

uncontrolled inverters, an iterative numerical method is proposed. The algorithm

solves for the bth bus voltage magnitude Vb and angle θb, where b ∈ bT , correspond-

ing to the power set-points (P ∗g , Q
∗
g), where g ∈ M, considering the VOC dynamics

of n-uncontrolled inverters. Once the power flow analysis is performed, the VOC

dynamics of the m-controlled inverters are considered in Theorem 4.1 to determine

the achievability of the desired power set-points and corresponding VOC parameters

(i.e. current feedback gain and voltage scaling factor). This algorithm can be used

for both a constant impedance load zL or / and a constant power load SL = PL+jQL

attached at the load bus. The state vector x and non-linear equation F(x) to be
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solved for the power flow analysis, including the VOC dynamics, are as follow:

x =



θ1

.

.

.

θm

θm+1

θm+2

.

.

.

θm+n

θm+n+1

V1

.

.

.

Vm

Vm+1

.

.

.

Vm+n

Vm+n+1



, F(x) =



P ∗1 − P1(x)

.

.

.

P ∗m − Pm(x)

0

ωm+2(x)− ωm+1(x)

.

.

.

ωm+n(x)− ωm+1(x)

P ∗L − PL(x)

Q∗1 −Q1(x)

.

.

.

Q∗m −Qm(x)

Vm+1 − V m+1(Pm+1)

.

.

.

Vm+n − V m+n(Pm+n)

Q∗L −QL(x)



, (4.10)

where Vm+n+1 and θm+n+1 denote the load bus voltage magnitude VL and angle θL,

respectively. The active and reactive power flow at the bth bus is described as follows
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[114]:

Pb(x) = Vb

m+n+1∑
k=1

Yb,kVk cos (θb − θk − δb,k) ∀b ∈ bT , (4.11)

Qb(x) = Vb

m+n+1∑
k=1

Yb,kVk sin (θb − θk − δb,k) ∀b ∈ bT , (4.12)

where yb,k = Yb,k∠δb,k is the line admittance between bus b and bus k. The Ybus

formulation technique can be found in [114]. The bus angle θm+1 = 0◦ is taken

as reference for solving the power flow equation F(x) = 0. VOC dynamics are

included in the power flow analysis, using ωg(x) and V g(Pg) representing the angular

frequency and averaged RMS terminal-voltage magnitude, respectively, of the gth

uncontrolled inverter according to equations (4.4)-(4.5), where g ∈ M.

Assumption 4.1. If there exists a solution for the load flow equation (4.10) corre-

sponding to the desired power set-points (P ∗g , Q
∗
g), where g ∈ M, such that ωg, Vg, Pg

and Qg satisfy the equations (4.4)-(4.5), where g ∈ M, then this solution is unique.

Theorem 4.1. Under Assumption 4.1, assuming the averaged model of the m + n

VOC inverters that synchronise to a common frequency, and the VOC inverters are

connected to a common constant power load SL or / and a fixed impedance load

zL through line impedance values zl,j, where j ∈ I, the desired output power set-

point (P
∗
g, Q

∗
g) for the gth controlled inverter, where g ∈ M, can be achieved; and

there exists corresponding real-valued voltage scaling factor kιv,g and current feedback

gain kιi,g, if, for the averaged VOC dynamics, the following security constraints are

satisfied:

P
∗
g

Q
ι

j

Q
∗
g

< γg,jV
ι

j

2 ∀ j
j 6=g
∈ I, (4.13)

where,

γg,j =
σg

kv,jki,j
> 0. (4.14)
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The parameters Qι

j and V ι

j denote the steady-state averaged output reactive power

and terminal-voltage magnitude for the jth inverter, corresponding to the desired

output power set-point (P
∗
g, Q

∗
g).

Proof. The iterative method in Section 4.4.1 to numerically solve the non-linear

power flow equations including the VOC dynamics can be used to determine the

bus voltage magnitudes and angles corresponding to the power set-point (P
∗
g, Q

∗
g),

where g ∈ M, for the gth controlled inverter. Using the solution of power flow

equations, the corresponding values for kιi,g and kιv,g can be determined as follow:

V
ι

g = kιv,g

σg ±
√
σ2
g − 6αg(kιi,g/k

ι
v,g)P

∗
g

3αg


1
2

. (4.15)

From the frequency synchronisation condition, we have:

ωg = ωj ∀g ∈ M, j ∈ I, (4.16)

kιi,gk
ι
v,g

V
ι

g

2 Q
∗
g =

ki,jkv,j

V
ι

j

2 Q
ι

j, (4.17)

kιi,gk
ι
v,g = ki,jkv,j

Q
ι

jV
ι

g

2

Q
∗
gV

ι

j

2 = µg,j. (4.18)

Simplifying (4.15) and substituting αg = 2σg
3

(according to the design procedure in

[76]), we get:

σgV
ι

g

4

kιv,g
4 −

σgV
ι

g

2

kιv,g
2 +

kιi,g
kιv,g

P
∗
g = 0. (4.19)
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Replacing kιv,g =
µg,j
kιi,g

in (4.19), we get:

kιi,g
kιv,g

(
σgV

ι

g

4
kιi,g

2

µ3
g,j

−
σgV

ι

g

2

µg,j
+ P

∗
g

)
= 0. (4.20)

There are two possible solutions for (4.20) for a positive voltage scaling factor kv

and they are as follows:

(
σgV

ι

g

4
kιi,g

2

µ3
g,j

−
σgV

ι

g

2

µg,j
+ P

∗
g

)
= 0, (4.21)

and

kιi,g = 0. (4.22)

Continuing with the solution in (4.21), we have:

kιi,g = ±µg,j
V
ι

g

√√√√1−
µg,jP

∗
g

σgV
ι

g

2 , (4.23)

kιv,g =
µg,j
kιi,g

. (4.24)

Hence, (4.23) and (4.24) represent the control laws to determine kιi,g and kιv,g, re-

spectively.

The frequency synchronisation condition (4.17) and the solution (4.22) (i.e.

kιi,g = 0), imply that the reactive power Qι

j must be zero. For the solution (4.22),

the terminal-voltage magnitude V ι

g becomes independent of active power P ι

g and

remains constant for a fixed value of kιv,g. This results in the embedded droop-

characteristics within the averaged VOC dynamics disappearing. This special case

corresponds to the solution (4.22) with V ι

g independent of P ι

g and Qι

j = 0 already

embedded in (4.23). Thus, the solution (4.22) does not require separate considera-

tion. From (4.18), Qι

j = 0 implies µg,j = 0 and according to (4.24), this results in

an indeterminate form for kιv,g = 0
0
.
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For the existence of a real-valued solution to the control laws (4.23)-(4.24) (ki ∈ R

and kv ∈ R+), we require:

1−
µg,jP

∗
g

σgV
ι

g

2 > 0. (4.25)

Replacing µg,j and γg,j in (4.25), we obtain (4.13). For the case where Q∗g > 0 and

Q
ι

j > 0, the constraint (4.13) can be written as:

P
∗
g < γg,j

Q
∗
g

Q
ι

j

V
ι

j

2
. (4.26)

This completes the proof. �

Remark 4.1. In order to ensure all the VOC inverters present in the system syn-

chronise to a common frequency, the frequency synchronisation conditions are con-

sidered in (4.10) and (4.16). In Sections 4.6-4.7, simulation and experimental results

demonstrate that the VOC inverters remain synchronised under all possible extreme

power sharing scenarios. Further discussion on a stronger type of synchronisation

(i.e. phase synchronisation) between parallel-connected VOC inverters with a dead-

zone non-linearity can be found in [16, 18].

Remark 4.2. For the desired output power set-points (P
∗
g, Q

∗
g), where g ∈ M, the

corresponding steady-state values for P ι

g, Q
ι

g and V
ι

g, where g ∈ M, can be determined

by solving the non-linear equation (4.10) iteratively. Using the known values of line

and load impedances, the iterations can be performed starting with an initial guess

of the state vector xo in order to determine the P ι

g and Q
ι

g that result in the desired

P
∗
g and Q

∗
g. Once having the solution for (4.10), the achievability of a particular

output power set-point can be determined a-priori using the constraint (4.13).

Remark 4.3. The security constraint (4.13) in Theorem 4.1 is a necessary and

sufficient condition for the averaged VOC dynamics. However, it is emphasised that

the security constraint (4.13) only provides an approximation in practice and is a

useful approximate tool for analysing the actual VOC dynamics whose effectiveness
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4.4. Security Constraints for Achievable Power Set-points

is supported by simulation and experimental results. This is due to the fact that

the averaged VOC model is derived under the assumption εj ↘ 0 and is an approx-

imation of Van der Pol oscillator, where j ∈ I. For a non-zero positive value of

εj, the control variables obtained through the control laws (4.23)-(4.24) result in a

steady-state offset error in the output power for the actual VOC dynamics (without

external PI power control loops). In [32], for a fixed value of εj, the steady-state

offset error in the output power for several power set-points, which is quite small,

has been presented. The steady-state offset error can be improved by making εj ↘ 0

for actual VOC dynamics at the cost of slower dynamic response [76]. Hence, a

design trade-off exists between the steady-state offset error in the output power and

the inverter dynamic response. It is worth noting that the use of PI controllers for

power dispatch removes the steady-state offset error in the output power, as can be

seen in the simulation and experimental results.

4.4.2 Designing the Line and Filter Impedances for Uncon-

trolled VOC Inverters

The remaining power SR = SL − SM can be shared optimally between the n-

uncontrolled inverters, where SL denotes the load complex power and SM = S1 +

... + Sm denotes the sum of complex power supplied by the m-controlled inverters.

As presented in [16], power sharing proportional to the rated power between VOC

inverters can be achieved if the filter and line impedances of the inverters are de-

signed properly. The base impedance for the n-uncontrolled inverters can be defined

as zbase,g = V 2
rated/Pg, where Vrated is the rated RMS voltage magnitude of the sys-

tem and Pg denotes the active power output of gth inverter, where g ∈ M. Defining

the net line and filter impedance for gth inverter zg = zf/κg, where zf is the ref-

erence impedance and κg is a scalar, the per-unitised impedance can be written as

zf/(κgzbase,g). By designing the per-unit line and filter impedance of each inverter

to be the same, proportional power sharing between the inverters can be achieved.
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Using the above definition of per-unitised impedance, the ratio can be written as:

Pg
κg

=
Pk
κk

∀g, k ∈ M. (4.27)

Further, the proposed filter design strategy [16] also enables identical relative contri-

butions of distortion from each inverter’s output current such that the THD of each

individual inverter is reasonably the same as that of the overall system [115–117].

4.5 Stability Analysis

In order to investigate the system’s stability, a system consisting of one controlled

inverter and one uncontrolled inverter (with m = n = 1) is considered, as in Section

4.6.1. The system’s states include χ = [θ1, θ2, V 1, V 2, ep,1, eq,1]. The system dynam-

ics are given by the averaged VOC model (4.2)-(4.3) and PI controller dynamics

(4.6)-(4.9). An equilibrium point χ∗ = [θ
∗
1, θ
∗
2, V

∗
1, V

∗
2, e
∗
p,1, e

∗
q,1] corresponding to the

power set-point (P ∗1 , Q
∗
1) can be determined using the iterative numerical method

presented in Section 4.4.1, the control laws (4.23)-(4.24) and PI controller dynamics

(4.6)-(4.9). For a fixed impedance RL load, the inverter’s active and reactive output

power can be expressed as a function of state variables given by:

P j =
V

2

j cos (θzf,j)

Zf,j
−
V jVo,j cos (θj − θvo,j + θzf,j)

Zf,j
, (4.28)

Qj =
V

2

j sin (θzf,j)

Zf,j
−
V jVo,j sin (θj − θvo,j + θzf,j)

Zf,j
, (4.29)

where zf,j = RLf,j +  ω∗Lf,j = Zf,j∠θzf,j denotes the inverter side inductor’s

impedance,  =
√
−1 and vo,j = Vo,j∠θvo,j = mo,j + no,j is the capacitor voltage
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phasor for the jth inverter. The Vo,j and θvo,j are defined as:

Vo,j =
√

m2
o,j + n2

o,j,

θvo,j = tan−1

(
no,j
mo,j

)
. (4.30)

In the case of a system consisting of two inverters (i.e. j ∈ {1, 2}), the capacitor

voltage vo,j phasor can be expressed in terms of the state variables as follows:

vo,1 = Zα,1V 1 cos (θ1 + θzα,1) +  Zβ,1V 2 cos (θ2 + θzβ,1),

vo,1 = mo,1 + no,1, (4.31)

vo,2 = Zα,2V 1 cos (θ1 + θzα,2) +  Zβ,2V 2 cos (θ2 + θzβ,2),

vo,2 = mo,2 + no,2, (4.32)

where zα,j = Zα,j∠θzα,j and zβ,j = Zβ,j∠θzβ,j are the impedance constants that can

be determined through solving the network equations. In order to define the system

dynamics as a function of state variables χ, the real power P j and reactive power

Qj can be replaced by (4.28)-(4.32) in the averaged VOC dynamics (4.2)-(4.3) and

PI controller dynamics (4.6)-(4.9).

Recall from Section 2.8.2, the system under consideration has a 1-D manifold

of non-hyperbolic equilibria (i.e., equlibria about which the Jacobian has at least

one eigenvalue on the imaginary axis). This is because for a particular power set-

point (P ∗1 , Q
∗
1), the Inverter 1 phase-offset θ1 and Inverter 2 phase-offset θ2 can have

arbitrary values, but the phase difference θ1− θ2 between the two inverters remains

the same at equilibrium (referred to as the “rotational invariance" of the system in

[39]). For this system, we will be interested in its local stability. That is, if a small

perturbation is given to the system state around an operating point on the manifold

of equilibria, then the system should converge back to the manifold. The following
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subsections present local stability analysis of the system (sufficiently close to the

1-D manifold of equilibria) using the results presented in [93, 97]. Further, a system

linearisation and eigenvalue analysis is developed. In order to validate the analysis,

the system’s states are perturbed around an equilibrium point on the 1-D manifold

and a simulation comparison is made between the linearised averaged VOC dynamics

and actual VOC dynamics. Note that the proposed stability analysis presented in

this section is approximate, as the averaged VOC dynamics are an approximation

of actual VOC dynamics under the assumption ε↘ 0.

4.5.1 Stability Analysis with a 1-D Manifold of Equilibria

The system of interest is a non-linear system with six state variables given by:

χ̇ = f(χ), (4.33)

where χ ∈ R6. The 1-D manifold of equilibriaM is given by:

M = {χ ∈ R6 | χ1 − χ2 = θ∗d, χ3 = χ∗3, . . . , χ6 = χ∗6}, (4.34)

where θ∗d = χ∗1 − χ∗2 is the steady-state phase difference between the two invert-

ers, such that f(χ∗) = 0 for any χ∗ ∈ M. Let us make a change of basis as

follows [97, pp. 46-47]. Set v1 = [ 1 1 0 0 0 0 ]T and choose v2, ..., v6 arbi-

trary such that v1, v2, ..., v6 form a basis for R6. Define a 6 × 6 invertible matrix

V = [ v1 v2 v3 v4 v5 v6 ]. Considering an equilibrium point χ∗ on the 1-D

manifold M corresponding to a power set-point (P ∗1 , Q
∗
1), define a new variable z

through the relation χ = χ∗ + V z or equivalently z = V −1(χ − χ∗). In this new

variable z, the linear manifold of equilibria is given by:

M = {χ∗ + V z ∈ R6 | z ∈ R6, z2 = z3 = . . . = z6 = 0}, (4.35)
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4.5. Stability Analysis

which is the same 1-D manifold of equilibria as in (4.34) such that for every point

on the 1-D manifold M, z1 can take arbitrarily values while all other components

of z are zero. Notice that an equilibrium point χ∗ corresponds to z at the origin. In

the new variable z, the non-linear system dynamics indexed by an equilibrium point

χ∗ are given by:

ż = f̃χ∗(z) = V −1f(χ∗ + V z). (4.36)

Note that f̃χ∗(z1, 0, 0, 0, 0, 0) = 0 for all z1 as the vector field vanishes on the linear

manifold M. This implies that ∂
∂z1
f̃χ∗(z) = 0 for any z in M. It follows that the

Jacobian of f̃χ∗ at the origin, denoted by Jf̃χ∗(0), has a first column which is zero.

The dynamical system can then be written as:

ż = Jf̃χ∗(0)z +
[
f̃χ∗(z)− Jf̃χ∗(0)z

]
. (4.37)

Considering that the first column of Jf̃χ∗(0) is zero, (4.37) can be written as:

ż1 = g1(z),

ż2 = Asz2 + g2(z), (4.38)

where z2 = [ z2 z3 ... z6 ]T , g1(z) is the first element of f̃χ∗(z), As denotes the

lower right 5× 5 block of Jf̃χ∗(0) and g2(z) is given by:

g2(z) =
[
f̃χ∗,2(z), f̃χ∗,3(z), ..., f̃χ∗,6(z)

]T
− Asz2, (4.39)

where f̃χ∗,ρ(z) denotes the ρ-th element of vector field f̃χ∗(z). According to [93,

Theorem 5], for the transformed system’s local stability about z = 0, the matrix As

must have all its eigenvalues in the left half plane. Considering (4.36), the Jacobian
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Jf̃χ∗(0) can be calculated as:

Jf̃χ∗(0) = V −1Jf(χ∗)V, (4.40)

where Jf(χ∗) denotes the Jacobian of the original vector field f at χ = χ∗. Let v1

be an eigenvector that corresponds to the zero eigenvalue of Jf(χ∗) and that spans

a 1-D invariant subspace under Jf(χ∗), then v2, v3, ..., v6 can be chosen such that:

Jf̃χ∗(0) = V −1Jf(χ∗)V =

 0 01×5

05×1 Js

 , (4.41)

where the 5×5 matrix Js consists of the Jordan blocks corresponding to the remain-

ing eigenvalues of Jf(χ∗). According to (4.41), with this choice of matrix V , the

matrix As = Js and the system is stable if Js has all of its eigenvalues in the left half

plane. In order to demonstrate the original system’s stability around χ = χ∗ , the

eigenvalues of the Jacobian Jf(χ∗) of the original vector field at χ = χ∗ have been

evaluated in the following subsections for a number of power dispatch cases through-

out the feasible operating region, as given by power security constraint (4.26). It

has been shown that all eigenvalues, except one single zero eigenvalue of Jf(χ∗), are

in the left half plane for all the cases, thus confirming the system’s stability.

4.5.2 System Linearisation and Eigenvalues Analysis

A system linearisation and eigenvalues analysis approach is considered based on the

discussion in Section 4.5.1. The averaged VOC model (4.2)-(4.3) and PI controller

dynamics (4.6)-(4.9) are linearised around an equilibrium point χ∗ = [θ
∗
1, θ
∗
2, V

∗
1, V

∗
2,

e∗p,1, e
∗
q,1] corresponding to the power set-point (P ∗1 , Q

∗
1) and an eigenvalues analysis

has been performed. In Fig. 4.4, the eigenvalues are plotted for all the five power

dispatch cases considered in Section 4.6.1. It can be seen that for each case, the

real part of all the eigenvalues is negative except for one eigenvalue that lies at zero.
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Table 4.1: System Parameters

Symbol Parameter Inverter 1 & 2 Inverter 3 Unit

ki Current feedback gain [control variable] 0.152 A/A
kv Voltage scaling factor [control variable] 126 V/V
σ Conductance 6.09 6.09 Ω−1

α Cubic-current source coefficient 4.06 4.06 A/V3

L Virtual oscillator inductance 39.09 39.09 µH
C Virtual oscillator capacitance 0.18 0.18 F
Rl Line resistance 0.3 0.3 Ω

Ll Line inductance 3.7 3.7 mH

Further, to better illustrate the system’s stability throughout the feasible region

given by power security constraint (4.26), ζmin is defined as:

ζmin = min
κ∈{1,...,5}

−<{λκ}, (4.42)

where <{λκ} denotes the real part of the κ-th eigenvalue of the linearised system

and λ1, . . . , λ5 are the eigenvalues of Js. A surface plot for ζmin is presented in Fig.

4.5 for the system parameters and ac-performance specifications as in Table 4.1 and

Table 4.2, respectively. It can be seen that for all the feasible power set-points, the

ζmin stays positive, thus confirming the system’s stability.
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Figure 4.4: The plot of linearised system’s eigenvalues for all the five power dispatch
cases considered in Section 4.6.1.
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Figure 4.5: The surface plot of ζmin for all the feasible power set-points given by
power security constraint (4.26). The ζmin stays positive throughout the feasible
region, thus confirming the system’s stability.

Table 4.2: AC Performance Specifications

Symbol Parameter Value Unit

V oc RMS open-circuit voltage 126 V
V rated RMS rated grid voltage 120 V
Vmin RMS rated power voltage 114 V
Prated Rated active power 750 W
|Qrated| Rated reactive power 750 VAr
ω∗ Nominal oscillator frequency 2π60 rad/s
|∆ω|max Maximum frequency offset 2π0.5 rad/s
tmax
rise Maximum rise time 0.2 s
δmax
3:1 3rd to 1st harmonic ratio 1.5 %

4.5.3 Validation by Simulation

In order to validate the system linearisation and eigenvalues analysis, a perturba-

tion approach has been considered. The system’s states are perturbed around an

equilibrium point on the 1-D manifold of equilibria by 10% of their steady-state val-

ues and a simulation comparison is made in between the linearised averaged VOC

dynamics and actual VOC (Van der Pol oscillator) dynamics. In order to perform

the comparison, Case 5 in Section 4.6.1 has been considered. In Fig. 4.6, it can be

seen that the linearised averaged VOC dynamics are close to the actual VOC dy-
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namics. A small steady-state offset error in the PI controller states can be observed

in Fig. 4.6(d) and Fig. 4.6(e). This offset error is due to the non-zero value of ε for

the actual VOC dynamics, whereas the averaged VOC dynamics are derived under

the assumption ε ↘ 0. Further, due to the harmonics present in the actual VOC

dynamics, a ripple in the steady-state values can be observed in Fig. 4.6(a)-4.6(c).

4.6 Simulation Results

In order to demonstrate the power regulation of virtual oscillator-controlled invert-

ers, two types of scenarios are presented. In Scenario 1, a system consisting of two

inverters with m = n = 1 is considered. In Scenario 2, a system consisting of three

inverters with m = 1 and n = 2 is considered. The overall system’s description

is similar to the one presented in Fig. 4.7 but now with one controlled and two

uncontrolled inverters. Inverter 1 is used as a controlled inverter, whereas Inverter 2

and Inverter 3 supply the remaining power to the load, acting more like a slack bus

in conventional power systems. The system parameters and ac-performance speci-

fications are as in Table 4.1 and Table 4.2, respectively. The PI controllers’ gains

used for the power regulation are Kp
P = −0.001, Kp

I = −0.15, Kq
P = 0.0001 and

Kq
I = 0.0075. An LCL filter is used at the output of each inverter with inverter

side inductor Lf = 3.7mH with a series resistance RLf = 0.3 Ω, filter capacitor

Cf = 4.7µF with series resistance RCf = 3.3 Ω and grid side inductor Lg = 0.5mH

with a series resistance RLg = 80.3mΩ. A series RL load is used with RL = 22.12 Ω

and LL = 14.4mH. Simulations are performed in MATLAB/Simulink.

4.6.1 One Controlled and One Uncontrolled Inverter

In Fig. 4.8, simulation results are presented for the five possible cases of Inverter

1 output power regulation. Inverter 1 tracks the reference output power set-points
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Figure 4.6: A comparison is presented between the linearised averaged VOC dy-
namics and actual VOC dynamics. The system’s states are perturbed around an
equilibrium point χ∗ corresponding to the power set-point (P ∗1 , Q

∗
1) by 10% of their

steady-state values. It can be seen that the two systems’ behaviours are close to
each other under disturbance.
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Figure 4.7: An overview of the system consisting of three parallel-connected VOC
inverters with m = 2 and n = 1. Output power is controlled for Inverter 1 and
Inverter 2 corresponding to the desired power set-points (P ∗1 , Q

∗
1) and (P ∗2 , Q

∗
2), re-

spectively. The role of Inverter 3 is that of a conventional slack bus supplying the
remaining power to the load zL. The three inverters are connected to the load bus
through line impedances zl,1, zl,2 and zl,3, respectively.
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Table 4.3: Total Harmonic Distortion in Inverter’s Output Voltage

Case No. Inverter 1 Inverter 2 Load Voltage

1 2.10 % 2.50 % 1.75 %

2 2.10 % 2.00 % 1.80 %

3 2.20 % 2.80 % 1.80 %

4 1.85 % 2.25 % 2.05 %

5 2.70 % 2.30 % 2.10 %

effectively while Inverter 2 supplies the remaining power to the load. The detailed

descriptions of the power regulation cases considered are presented in Section 4.7.1.

In order to quantify the inverter’s output voltage quality without an inner voltage

control loop, the total harmonic distortion (THD) is presented in Table 4.3.

4.6.2 One Controlled and Two Uncontrolled Inverters

In Fig. 4.9, simulation results are presented for the output power regulation of In-

verter 1 while Inverter 2 and Inverter 3 share the remaining load power proportion-

ally. It can be seen that the Inverter 1 tracks the reference output power set-points

effectively. The detailed descriptions of the power regulation cases considered are

presented in the following subsections.

4.6.2.1 Case 1

Initially, the three inverters are sharing equal active and reactive power at t = 0 s

and have the same values of control variables (i.e. ki and kv) as in Fig. 4.9. At t = 5

s, a step-up change is applied in the active power set-point P ∗1 : 173→ 350 W while

the reactive power set-point is the same Q∗1 = 44 VAr. The PI controllers tune the

control variables and Inverter 1 reaches the desired set-point at t = 5.8 s. This is the

case when Inverter 1 is supplying a major portion of load active power demand while

Inverter 2 and Inverter 3 are supplying the remaining load power proportionally.
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Figure 4.8: Experimental and simulation results for power dispatch in case of two
parallel-connected VOC inverters: (a) reference set-point P ∗1 , active power P1 and
power constraint (4.26), (b) reference set-point Q∗1 and reactive power Q1, (c) In-
verter 2 active power P2 and reactive power Q2, (d) load active power PL and reactive
power QL, (e) control variables kv,1 and ki,1, (f) Inverter 1 RMS voltage, (g) Inverter
2 RMS voltage, (h) load RMS voltage, (i) variations in fundamental frequency.
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Figure 4.9: Simulation results for power dispatch in case of three parallel-connected
VOC inverters: (a) reference set-point P ∗1 , active power P1 and power constraint
(4.26), (b) reference set-point Q∗1 and reactive power Q1, (c) Inverter 2 active power
P2 and reactive power Q2, (d) Inverter 3 active power P3 and reactive power Q3 (e)
load active power PL and reactive power QL, (f) control variables kv,1 and ki,1, (g)
Inverter 1 and Inverter 2 RMS voltage, (h) Inverter 3 and load RMS voltage.
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4.6.2.2 Case 2

In this case Inverter 1 is supplying a major portion of both the active and reactive

load power demand, while Inverter 2 and Inverter 3 supply a relatively small portion.

At t = 15 s, a step-up change is applied in the reactive power set-point Q∗1 : 44→ 80

VAr. The active power set-point P ∗1 = 350 W is the same as in Case 4.6.2.1. Inverter

1 reaches the steady-state at t = 15.8 s. In Fig. 4.9, it can be seen that the step-

change in the reference set-point for one of the controlled variables (i.e. P1 and Q1

) also results in a disturbance in the other controlled variable due to the coupling

effect between them, as discussed in Section 4.8.

4.6.2.3 Case 3

A step-down change in the reactive power set-point Q∗1 : 80→ 30 VAr is applied at

t = 25 s while the active power set-point is fixed at P ∗1 = 350 W. Inverter 1 tracks

the reference set-point effectively and reaches the new set-point at t = 26.2 s. An

undershoot occurs in the active power P1 for the step-down change in Q∗1. As in Fig.

4.9, P1 recovers back to the desired set point P ∗1 = 350 W after the step-change in

Q∗1. In this case, Inverter 1 is supply most of the active power and a small portion

of reactive power demand.

4.6.2.4 Case 4

Inverter 1 is made to deliver a small portion of both the active and reactive power

demand while Inverter 2 and Inverter 3 are supplying a major portion of load power

demand. At t = 35 s, a step-down change is applied in active power set-point

P ∗1 : 350 → 100 W while the reactive power set-point is the same Q∗1 = 30 VAr. In

Fig. 4.9, it can be seen that Inverter 1 reaches the new set-point at t = 35.8 s.
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4.6.2.5 Case 5

At t = 55 s, a step-up change in the reactive power set-point is applied Q∗1 : 30→ 80

VAr while the active power set-point is unchanged at P ∗1 = 100 W. Inverter 1 settles

at the new steady-state at t = 56.8 s. In this scenario, Inverter 1 is supplying

a small portion of active power and a relatively major portion of reactive power

demand. The corresponding changes in the current feedback gain ki,1 and voltage

scaling factor kv,1 can be seen in Fig. 4.9.

4.6.3 Security Constraint Violation

In order to verify the security constraint (4.26), simulation results are presented in

Fig. 4.10 for a non-feasible power set-point violating the security constraint. For

the purpose of security constraint verification, the inverters are modelled as ideal

ac-voltage sources because neither the actual nor average VOC dynamics take the

dead-time and semiconductor voltage-drop present in an actual physical inverter,

into account. The system under consideration consists of one controlled inverter

and one uncontrolled inverter with m = n = 1. Initially at t = 0 s, the active

and reactive power set-points for Inverter 1 are P ∗1 = 600 W and Q∗1 = 20 VAr,

respectively. According to the power security constraint (4.26), for an active power

set-point P ∗1 = 600 W, the reactive power set-point Q∗1 > 12.7 VAr must pertain

for an operating point to be feasible. At t = 20 s, a step-down change in reactive

power set-point Q∗1 : 20→ 11.5 VAr is applied that violates the security constraint.

In Fig. 4.10, it can be seen that the PI controllers try to achieve the desired power

set-point. However, as the security constraint is not satisfied, neither real valued

current feedback gain ki,1 nor voltage scaling factor kv,1 exists. We can see that the

system starts to oscillate while trying to achieve the desired power set-point and

becomes unstable at t = 108 s.
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Figure 4.10: Simulation results for the security constraint (4.26) violation in case
of two parallel-connected VOC inverters: (a) reference set-point P ∗1 , active power
P1 and power constraint (4.26), (b) reference set-point Q∗1 and reactive power Q1,
(c) Inverter 2 active power P2 and reactive power Q2, (d) load active power PL and
reactive power QL, (e) control variables kv,1 and ki,1, (f) Inverter 1, Inverter 2 and
load RMS voltage.
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4.7 Experimental Results

The experimental setup consists of three single-phase inverters with IGBTs operating

at a switching frequency of 10 kHz and a dead-time of 2µs. Two types of scenarios

are considered for the experimental results. In Scenario 1, a system consisting of two

inverters with m = n = 1 is considered. In Scenario 2, a system consisting of three

inverters with m = 2 and n = 1 is considered, as shown in Fig. 4.7. The virtual

oscillator controller is implemented on a Texas Instrument TMSC2000 digital signal

processor by discretising the VOC dynamic equations adopting the trapezoidal rule

of integration at a sampling time of 100µs [76]. Fig. 4.11 shows the experimental

prototype used to demonstrate the power sharing in the case of a series RL load. In

order to validate the simulation results in Section 4.6.1, all possible five combinations

of active and reactive output power regulation are considered for the experimental

results as well and are discussed in the following sections. In Fig. 4.8, it can be

seen that the experimental results for the output power regulation are nearly the

same as the simulation results. Further, the security constraint is satisfied for all

the cases considered and is lowest for Section 4.7.1.4. From (4.26), it can be inferred

that the only way the security constraint can be hit is by increasing the active power

set-point P ∗1 and decreasing the reactive power set-point Q∗1. Hence, the proposed

control approach can achieve a wide range of output power set-points.

4.7.1 One Controlled and One Uncontrolled Inverter

4.7.1.1 Case 1

Initially, the two inverters are sharing equal active and reactive power at t = 0 s and

have the same control variable values (i.e. ki and kv) as in Fig. 4.8. At t = 5 s, a

step-up change is applied in the active power set-point P ∗1 : 246→ 500 W while the

reactive power set-point is the same Q∗1 = 65 VAr. PI controllers tune the control
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• DC Power Supply

• VOC Inverters

• RL Load

• LCL Filter

• Line Impedance

• Measurements

• Oscilloscope

DSP Board

Figure 4.11: Experimental setup consisting of three parallel-connected VOC invert-
ers, each with an output LCL filter. The inverters are connected to a common RL
load through respective line impedances.
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variables and Inverter 1 reaches the desired set-point at t = 6.2 s. In this case,

Inverter 1 is supplying a major portion of active power while Inverter 2 is supplying

the remaining load power.

4.7.1.2 Case 2

In this case, Inverter 1 is supplying a major portion of both the active and reactive

load power demand while Inverter 2 is supplying a relatively small portion. At t = 15

s, a step-up change is applied in the reactive power set-point Q∗1 : 65 → 120 VAr.

The active power set-point P ∗1 = 500 W is the same as in Case 4.7.1.1. Inverter 1

reaches the steady-state at t = 15.7 s. In Fig. 4.8, it can be seen that the step-

change in the reference set-point for one of the controlled variables (i.e. P1 and Q1

) also results in a disturbance in the other controlled variable due to the coupling

effect between them, as discussed in Section 4.8.

4.7.1.3 Case 3

A step-down change in the reactive power set-point Q∗1 : 120→ 50 VAr is applied at

t = 25 s while the active power set-point is fixed at P ∗1 = 500 W. Inverter 1 tracks

the reference set-point effectively and reaches the new set-point at t = 26 s. An

undershoot occurs in the active power P1 for the step-down change in Q∗1. As in Fig.

4.8, the P1 recovers back to the desired set point P ∗1 = 500 W after the step-change

in Q∗1. In this case, Inverter 1 is supplying most of the active power and a small

portion of reactive power demand.

4.7.1.4 Case 4

In this case, Inverter 1 is made to deliver a small portion of both the active and

reactive power demand, while Inverter 2 is supplying a major portion of load power
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demand. At t = 35 s, a step-down change is applied in active power set-point

P ∗1 : 500 → 100 W while the reactive power set-point is the same Q∗1 = 50 VAr. In

Fig. 4.8, it can be seen that Inverter 1 reaches the new set-point at t = 36.2 s.

4.7.1.5 Case 5

At t = 55 s, a step-up change in the reactive power set-point is applied Q∗1 : 50→ 120

VAr while the active power set-point is unchanged at P ∗1 = 100 W. Inverter 1 settles

at the new steady-state at t = 56.5 s. In this scenario, Inverter 1 is supplying a small

portion of active power and a relatively major portion of reactive power demand.

The corresponding change in the current feedback gain ki,1 and voltage scaling factor

kv,1 can be seen in Fig. 4.8.

4.7.2 Two Controlled and One Uncontrolled Inverter

In order to better illustrate the phenomenon of dispatchability, experimental results

with two controlled inverters and one uncontrolled inverter are presented. Inverter

1 and Inverter 2 are the controlled inverters and follow the desired power set-points,

whereas Inverter 3 supplies the remaining power to the load, acting more like a slack

bus. A series RL load is used with RL = 11.06 Ω and LL = 7.2mH. A number of

power dispatch scenarios are considered, with detailed descriptions presented in the

following subsections.

4.7.2.1 Case 1

Initially, the three inverters are sharing nearly equal active and reactive power at

t = 0 s and have approximately the same control variable values (i.e. ki and kv) as

in Fig. 4.12. At t = 5 s, a step-up change is applied in the active power set-point

P ∗1 : 307 → 500 W while the reactive power set-point is the same Q∗1 = 86.5 VAr.
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Figure 4.12: Experimental results for three parallel-connected VOC inverters: (a)
set-point P ∗1 , active power P1 and constraint (4.26), (b) set-point Q∗1 and reactive
power Q1, (c) set-point P ∗2 , active power P2 and constraint (4.26), (d) set-point Q∗2
and reactive power Q2, (e) Inverter 3 active power P3 and reactive power Q3, (f)
load active power PL and reactive power QL, (g) control variables kv,1 and ki,1, (h)
control variables kv,2 and ki,2, (i) RMS voltages.
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The PI controllers tune the control variables and Inverter 1 reaches the desired set-

point at t = 5.8 s. This is the case when Inverter 1 is supplying a major portion of

load active power demand. Inverter 2 also regulates its output power at the desired

set-points P ∗2 = 313 W and Q∗2 = 80.6 VAr while Inverter 3 supplies the remaining

load demand.

4.7.2.2 Case 2

At t = 15 s, a step-down change is applied in the active power set-point P ∗1 : 500→

200 W. The reactive power set-point Q∗1 = 86.5 VAr is unchanged. Inverter 1 reaches

the new set-point at t = 15.8 s. Inverter 2 continues on regulating the active and

reactive power at the desired set-points, which are the same as in Case 4.7.2.1. In

Fig. 4.12, it can be seen that the step-change in the reference set-point for one of the

controlled variables (i.e. P ∗ and Q∗ ) results in a disturbance in the other controlled

variable due to the coupling effect between them, as discussed in Section 4.8.

4.7.2.3 Case 3

A step-up change in the active power set-point P ∗2 : 313 → 400 W is applied at

t = 25 s while the reactive power set-point is fixed at Q∗2 = 80.6 VAr. Inverter 2

tracks the reference set-point effectively and reaches the new set-point at t = 25.7

s. The set-points P ∗1 = 200 W and Q∗1 = 86.5 VAr for Inverter 1 are unchanged, as

in Case 4.7.2.2.

4.7.2.4 Case 4

At t = 35 s, a step-down change is applied in reactive power set-point Q∗1 : 86.5→ 40

VAr while the active power set-point is constant at P ∗1 = 200 W. In Fig. 4.12, it

can be seen that Inverter 1 reaches the new set-point at t = 38.6 s. The set-points
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for Inverter 2 are unchanged, as in Case 4.7.2.3 and it continues on regulating the

power at desired set-points.

4.7.2.5 Case 5

At t = 50 s, a step-up change in the reactive power set-point is applied Q∗2 : 80.6→

140 VAr while the active power set-point is unchanged at P ∗2 = 400 W. Inverter 2

reaches the new set-point at t = 50.6 s. In this scenario, Inverter 2 is supplying a

major portion of reactive power demand, relatively. The set-points P ∗1 = 200 W and

Q∗1 = 40 VAr for Inverter 1 are unchanged, as in Case 4.7.2.4. The corresponding

changes in control variables for Inverter 1 and Inverter 2 can be seen in Fig. 4.12.

4.7.2.6 Case 6

A step-down change in the reactive power set-point Q∗2 : 140→ 60 VAr is applied at

t = 60 s while the active power set-point is fixed at P ∗2 = 400 W. Inverter 2 tracks

the reference set-point effectively and reaches the new set-point at t = 60.8 s. The

set-points P ∗1 = 200 W and Q∗1 = 40 VAr for Inverter 1 are unchanged, as in Case

4.7.2.5.

4.7.3 Dispatchability under Load Transients

In order to demonstrate the power dispatch in the case of load transients, a system

of three parallel-connected inverters is considered. Inverter 1 and Inverter 2 are

regulating the output power according to the desired power set-points, as shown

in Fig. 4.13. The set-points for Inverter 1 are P ∗1 = 250 W and Q∗1 = 60 VAr.

Similarly, the set-points for Inverter 2 are P ∗2 = 200 W and Q∗2 = 40 VAr. Inverter 3

is uncontrolled and supplies the remaining power to the load. In Fig. 4.13 at t = 15

s, a step-up change in RL load is applied. It can be seen that both Inverter 1 and
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Inverter 2 continue on regulating their output power according to the desired power

set-points, while the output power of Inverter 3 increases to supply the additional

load demand. The active and reactive output power of Inverter 3 increases from

P3 : 102 → 210 W and Q3 : 42 → 75 VAr, respectively. Similarly, a step-down

change in the RL load is applied at t = 30 s. As a result, the output power

of uncontrolled Inverter 3 decreases while the controlled inverters (Inverter 1 and

Inverter 2) continue supplying the desired power according to their set-points.

4.8 Discussion

From Fig. 4.8, it can be seen that whenever there is a step-change in the reference

power set-point for one of the controlled variables (P1, Q1), there is a disturbance

in the other controlled variable. This is due to the fact that the relation between

control variables kv,1 and ki,1 and the controlled variables P1 and Q1, respectively,

is not decoupled. Further, an abrupt change in the control variables may result in

un-synchronised inverters and high circulating current to flow between them. This

coupling effect between the controlled variables can be avoided by using a ramp-

change instead of a step-change in the reference power set-point or by making the

PI controller’s response slow. A systematic design approach for the PI controller

gains to achieve the desired dynamic response and minimise the coupling effect

between the controlled variables, is potential future work (as discussed in Chapter

8).

In Fig. 4.8, comparing the simulation and experimental results, it can be seen

that Inverter 1 tracks the reference power set-points effectively. However, comparing

the control variables kv,1 and ki,1 for both the simulation and experimental results,

indicates that a steady-state offset error exists. In the case of the VOC inverter

control system, the only feedback to the controller is the filter current. As there is

no voltage feedback loop and the VOC model does not take into account the dead-
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Figure 4.13: Experimental results for load transients in case of three parallel-
connected VOC inverters: (a) set-point P ∗1 , active power P1 and constraint (4.26),
(b) set-point Q∗1 and reactive power Q1, (c) set-point P ∗2 , active power P2 and con-
straint (4.26), (d) set-point Q∗2 and reactive power Q2, (e) Inverter 3 active power P3

and reactive power Q3, (f) load active power PL and reactive power QL, (g) control
variables kv,1 and ki,1, (h) control variables kv,2 and ki,2, (i) RMS voltages.
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time and switching losses (voltage drop across the IGBTs), the voltage that appears

at the output of the VOC inverter is not exactly the same as that generated by the

virtual oscillator controller. In SIMULINK, we tuned the IGBTs forward voltage

drop to match the simulation results to the experimental results for the nominal

instance of when both the inverters are supplying equal power for t = 0 s to t = 5

s. In Fig. 4.8, it can be seen that for the first 5 seconds, the simulation results are

almost the same as the experimental results, including the Inverter 1 output power,

Inverter 2 output power, load power and the control inputs (ki,1, kv,1). The ON-state

voltage drop across the IGBT is a function of the conduction current. The current

flowing through the IGBTs depends on the output power set-point. The change in

output power set-point from the nominal case results in a mismatch between the

IGBT forward voltage drop (which is tuned/matched for the nominal case) for the

simulation and experimental results. This mismatch in the forward voltage drop

contributes to the mismatch between the simulation and experimental results. A

compensation technique to avoid the effects of dead-time, switching and conduction

losses is proposed in Chapter 6.

4.9 Conclusion

In the case of multiple parallel-connected virtual oscillator-controlled inverters, si-

multaneous regulation of both the active and reactive output power can be achieved

using the proposed dispatchable control strategy. PI controllers are used to contin-

uously tune the voltage scaling factor and current feedback gain of each controlled

inverter to achieve the desired power set-point. The achievability of a particular

power set-point can be determined a-priori using the derived security constraints.

The desired output power set-points can be achieved as long as the security con-

straints are not violated. Further, using the derived control laws, the values of virtual

oscillator control parameters can be determined to achieve the desired power set-
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points. Experimental and simulation results demonstrate the merits of the proposed

dispatchable control technique for a system of m-controlled and n-uncontrolled in-

verters, where nT = m+ n denotes the total number of virtual oscillator-controlled

inverters present in the system.
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Chapter 5

Synthesising Averaged Virtual

Oscillator Dynamics to Control

Islanded Inverters with an Output

LCL Filter

In commercial inverters, an LCL (or LC) filter is always considered an integral part

for filtering out the switching harmonics and generating a sinusoidal output volt-

age. Considering the existing literature on virtual oscillator control (VOC), averaged

VOC dynamics have been presented for inverters with current feedback before the

output LCL filter that contains the switching harmonics or for inductive filters ig-

noring the effect of filter capacitance. In this chapter, a new version of averaged

VOC dynamics is presented for islanded inverters with an output LCL (or LC)

output filter. In the proposed approach, the current feedback is after the output

LCL filter, thus avoiding the switching harmonics going into the virtual oscillator

controller. Embedded droop-characteristics within the averaged VOC dynamics are

identified and a parameter design procedure is presented to regulate the output

voltage magnitude and frequency according to the desired ac-performance specifica-

tions. Further, a power dispatch technique is presented based on the proposed newer
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version of averaged VOC dynamics simultaneously regulating both the active and

reactive output power of two parallel-connected islanded inverters. The control laws

are derived to determine the control inputs corresponding to the particular power

set-point. A power security constraint is presented to check a-priori if a particular

power set-point is achievable. Simulation results validate the proposed version of

averaged VOC dynamics for a number of scenarios including load transients, pro-

portional power sharing and power dispatch1.

5.1 Introduction

Recall from Chapter 2, the averaged VOC model presented in [20, 76] is derived to

explicitly identify the P − V and ω −Q droop-characteristics embedded within the

averaged dynamics of the virtual oscillator controller. The averaged VOC model pre-

sented in [76] is derived for the case where current feedback to the controller is before

the output filter. However, this model is not an accurate representation when there

is a current feedback after the output LCL filter. In the case of commercial inverters,

an output LCL (or LC) filter is always considered an essential part for filtering out

the switching harmonics and improving the quality of the output voltage. Section

5.3 presents the proposed new version of averaged VOC dynamics that takes into

account the LCL filter at the output of an inverter. In the proposed control scheme,

the current is fedback after the output LCL filter, thus avoiding the switching har-

monics going into the virtual oscillator controller. The contributions of this chapter

are twofold. First, an averaged VOC model is derived for an inverter with current

feedback after the output LCL filter. The updated embedded droop-characteristics

within the proposed averaged VOC dynamics are presented and corresponding equi-

librium points are derived. In Section 5.4, a system’s parameter design procedure is

1This chapter is based on conference paper [34]. The co-authors, Dr. Hendra I. Nurdin and Pro-
fessor John E. Fletcher supervised the research work, they being the joint and primary supervisors,
respectively.
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presented to regulate the inverter’s output voltage magnitude and frequency accord-

ing to the desired ac-performance specifications. In order to validate the proposed

averaged VOC dynamics, Section 5.6 presents the simulation results for a number

of scenarios including rise time, harmonics analysis, droop-characteristics and load

transients. It is shown that for all the scenarios, the proposed averaged VOC model

predicts the actual VOC (Van der Pol) dynamics accurately. A comparison with

the previously reported averaged VOC model [76] is also presented. The previously

derived averaged VOC dynamics [76] start to differ more from the actual VOC dy-

namics (with current feedback after the output LCL filter) for a large value of filter

capacitance. This is due to the fact that a higher value of filter capacitance draws

more current and results in a significant difference between the current before and

after the filter.

The second contribution of this chapter is the extension of the power dispatch

technique (presented in Chapter 4) to this new version of averaged VOC dynamics.

In Section 5.5, the updated control laws are derived based on this new model to

determine the control inputs corresponding to a particular power set-point. Further,

an updated power security constraint is derived to determine the feasible power set-

points. Using this constraint, it can be checked a-priori if a particular power set-point

is achievable or not. Simulation results are presented in Section 5.6 for a number of

power dispatch scenarios to validate the proposed power dispatch technique.

The chapter is organised as follows. In Section 5.2, an overall system description

is presented. In Section 5.3, an averaged VOC model is derived for inverters with

current feedback after the output LCL filter. In Section 5.4, a VOC parameter design

procedure is discussed. In Section 5.5, a power dispatch technique is presented. In

Section 5.6, simulation results are presented for a number of scenarios, including

load transients and power dispatch. In Section 5.7, the conclusion is drawn.
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Figure 5.1: An overview of the overall system consisting of two parallel-connected
virtual oscillator-controlled inverters. Inverter 1 can dispatch power using the PI
controllers while Inverter 2 supplies the remaining load power.

5.2 System Description

The system considered in this chapter consists of two virtual oscillator-controlled

inverters with current feedback after the output LCL filter. A complete system

overview is shown in Fig. 5.1. The filter impedances are zf = Rf + ω∗Lf , zc =

Rc+
1

ω∗Cf
and zg = Rg+ω

∗Lg. The line impedance is represented as zl = Rl+ω
∗Ll.

The inverters are connected to a common RL load zL = RL + ω∗LL through the

point of common coupling (PCC). Moreover, Inverter 1 can dispatch power by the

use of two additional PI controllers.
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5.3 System Modelling

In this section, the dynamics of the virtual oscillator controller are presented. Fur-

ther, the proposed averaged VOC model is derived for inverters with current feed-

back after the output LCL filter. The dynamics of the PI controllers used for power

dispatch (similar to Chapter 4) are also presented.

5.3.1 Virtual Oscillator Controller

Recall from Chapter 2, the actual VOC dynamics are given by the following dynamic

equations for an nth virtual oscillator-controlled inverter [76]:

dVn
dt

=
εnω

∗
√

2

(
σng
(√

2Vn cos (φn)
)
− kv,nki,nin

)
cos(φn),

dφn
dt

= ω∗ − εnω
∗

√
2Vn

(
σng
(√

2Vn cos(φn)
)
− kv,nki,nin

)
sin(φn). (5.1)

A detailed derivation and parametric description of the dynamic model for the in-

verter RMS output voltage magnitude V and instantaneous phase angle φ = ωt+ θ

where θ is the phase offset with respect to ωt, can be found in [76] and are reviewed

in Chapter 2.

5.3.2 Proposed Averaged VOC Model for Inverters with an

Output LCL Filter

In this section, a new version of averaged VOC dynamics is presented for inverters

with current feedback after the output LCL filter. The averaged VOC model is

derived by averaging the actual VOC dynamics (5.1) over an ac-cycle 2π
ω∗
. A brief

derivation of the new averaged VOCmodel is presented in Appendix A. The averaged

VOC model helps to explicitly identify the embedded droop-characteristics within

122



5.3. System Modelling

the averaged dynamics of the Van der Pol oscillator and simplifies the analysis. The

proposed averaged VOC model is given by the following dynamics equations:

d

dt
V =

σ

2C

(
V − β

2
V

3
)
− kvki

2C

(
CαP

V
+
SαQ

V
+ CβV

)
, (5.2)

d

dt
θ = ω∗ − ω +

kvki
2C

(
CαQ

V
2 −

SαP

V
2 − Sβ

)
, (5.3)

where β = 3α
k2
vσ
, V denotes the averaged RMS output voltage magnitude and θ

denotes the averaged phase offset with respect to ωt. The averaged active and

reactive power are denoted by P and Q, respectively. The Cα = Zα cos θα, Cβ =

Zβ cos θβ, Sα = Zα sin θα and Sβ = Zβ sin θβ are the impedance constants (defined

in Appendix A) where zα = Rα + Xα = Zα∠θα =
zc+zf
zc

and zβ = Rβ + Xβ =

Zβ∠θβ = −1
zc
.

5.3.2.1 Voltage Regulation Characteristics

The equilibrium value for the averaged RMS voltage magnitude V can be determined

by the solution to the following equation:

0 =
σ

2C

(
V eq −

β

2
V

3

eq

)
− kvki

2C

(
CαP eq

V eq

+
SαQeq

V eq

+ CβV eq

)
, (5.4)

where V eq denotes the equilibrium value for the averaged RMS voltage magnitude,

and P eq and Qeq denote the active and reactive power values at the equilibrium.

Solving the Eq. (5.4), the equilibrium value V eq can be determined as follows:

V eq = kv

√√√√σβ ±
√
σ2
β − 6α (ki/kv)

(
CαP eq + SαQeq

)
3α

, (5.5)
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where σβ = (σ − kvkiCβ). Note that both the roots of (5.5) are real valued if the

following inequality holds:

(
CαP + SαQ

)
< Scr :=

σ2
β

6α (ki/kv)
, (5.6)

where ki > 0 and kv > 0. Scr denotes the critical power constant with the corre-

sponding critical value of the inverter RMS output voltage as follows:

V cr = kv

√
σβ
3α
. (5.7)

A local asymptotic stability analysis of the high voltage solution of (5.5) (similar to

[76]) is presented in Appendix B and in the subsequent analysis, with a slight abuse

of notation, we denote it by V eq. Using (5.5), the open circuit voltage V oc for the

virtual oscillator-controlled inverter (i.e. P eq = Qeq = 0) is as follows:

V oc = kv

√
2σβ
3α

. (5.8)

5.3.2.2 Frequency Regulation Characteristics

Solving the phase angle dynamics (5.3) for the equilibrium point gives the system’s

frequency ωeq in steady-state as follows:

ωeq = ω∗ +
kvki
2C

(
CαQeq

V
2

eq

− SαP eq

V
2

eq

− Sβ

)
, (5.9)

where V eq is the high voltage solution for (5.5).

5.3.2.3 Dynamic Response

In order to quantify the dynamic response of the virtual oscillator-controlled inverter,

the time taken by the inverter to reach its open circuit voltage V oc is considered.
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The voltage dynamics of interest in a variable-separable ODE form are obtained

from (5.2) by setting P = Q = 0:

d

dt
V =

σ

2C

(
V − β

2
V

3
)
− kvkiCβ

2C
V . (5.10)

The rise time trise is defined as the time taken by the inverter to build-up output

voltage from 0.1V oc to 0.9V oc. The trise can be determined by separating the vari-

ables in (5.10) and integrating them between the limits of 0.1V oc and 0.9V oc. The

trise is given by the solution of:

trise =
2

ω∗εσβ

[
log |V | − 1

2
log

∣∣∣∣∣ω∗εσβ2

(
1− V

2

k2
v

)∣∣∣∣∣
]0.1V oc

0.9V oc

. (5.11)

Evaluating the limits in (5.11), we get:

trise ≈
6

ω∗εσβ
. (5.12)

Note that in (5.12), the trise depends on the VOC design parameter ε. The sig-

nificance of this dependence will be explored in Section 5.4.3 while designing the

capacitance value for the virtual oscillator.

5.3.2.4 Embedded Droop Characteristics

The previously reported averaged VOC model [76] uncovers the embedded V −P and

ω−Q droop-characteristics within the averaged VOC dynamics. However, this is not

the case for the proposed averaged VOC dynamics. The equilibrium RMS voltage

magnitude V eq and frequency ωeq depend on both the active and reactive power,

as in (5.5),(5.9). For the system parameters and ac-performance specifications as

in Table 5.1 and Table 5.2, respectively, the variations in equilibrium RMS voltage

magnitude V eq as a function of active and reactive power, are shown in Fig. 5.4.

Similarly, the variations in the equilibrium frequency ωeq as a function of active
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and reactive power, are shown in Fig. 5.5. Note that the equilibrium RMS voltage

magnitude V eq mainly depends on the active power, and the variations with respect

to the reactive power are not significant. Similarly, the equilibrium frequency ωeq

mainly depends on the reactive power and does not vary much with the change in

active power. In fact, the dependence of the equilibrium RMS voltage magnitude

V eq and the equilibrium frequency ωeq on the active and reactive power is defined

by the weighing factors Cα and Sα which are determined based on the LCL filter

parameters as in Appendix A.

In order to develop a better understanding of the droop-characteristics embed-

ded within the proposed averaged VOC dynamics, an approach presented in [8] is

adopted. Let us denote a phasor associated with a time-domain signal (.) by
−→
(.).

Similarly, the complex conjugate of a complex number (.) is denoted by (̄.). Let us

define a scaled version of phasor
−→
V (the phasor associated with the voltage v before

the output LCL filter) as follows:

−→
Vγ = z̄α

−→
V , (5.13)

where z̄α = Rα − Xα = Zα∠−θα,
−→
V = V ∠θ and

−→
Vγ = Vγ∠θγ. Simplifying (5.13),

we get:

−→
Vγ = Vγ∠θγ = ZαV ∠(θ − θα). (5.14)

The power flow and phasor diagrams are given in Fig. 5.2 where
−→
If = If∠θf denotes

the phasor associated with the inverter side inductor current if . Note that θf = 0◦

is taken as the reference angle. The
−→
S = S∠θ = P + Q denotes the complex power

inflow at point A while
−→
Sγ = Sγ∠θγ = Pγ + Qγ denotes the complex power outflow

at point B where θγ = θ − θα. The active and reactive power outflow at point B is
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Figure 5.2: A schematic representation of: (a) power flow between the points A and
B, (b) phasor diagram.

given by:

Pγ = VγIf cos (θ − θα),

Qγ = VγIf sin (θ − θα). (5.15)

Using the trigonometric identities and substituting (5.14) in (5.15), we get:

Pγ = Zα cos θαV If cos θ + Zα sin θαV If sin θ,

Pγ = CαP + SαQ,

Qγ = Zα cos θαV If sin θ − Zα sin θαV If cos θ,

Qγ = CαQ− SαP. (5.16)

Using the orthogonal linear transformation matrix T, (5.16) can be written as fol-

lows:  Pγ

Qγ

 =

 Cα Sα

−Sα Cα


 P

Q

 =

 Zα cos θα Zα sin θα

−Zα sin θα Zα cos θα


 P

Q

 ,
= Zα

 cos θα sin θα

− sin θα cos θα


 P

Q

 = ZαT

 P

Q

 . (5.17)
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The constants Cα and Sα can be written as follows:

Cα = Zα cos θα = Zα
Rα

Zα
= Rα,

Sα = Zα sin θα = Zα
Xα

Zα
= Xα. (5.18)

Substituting (5.18) in (5.17), we get:

 Pγ

Qγ

 =

 Rα Xα

−Xα Rα


 P

Q

 . (5.19)

In order to further simplify the analysis, let us define a scaled version of active and

reactive power outflow at point B as follows:

 Pγ

Qγ

 = Zα

 P ι
γ

Qι
γ

 , (5.20)

where,

 P ι
γ

Qι
γ

 =

 Rα
Zα

Xα
Zα

−Xα
Zα

Rα
Zα


 P

Q

 =

 cos θα sin θα

− sin θα cos θα


 P

Q

 = T

 P

Q

 .
(5.21)

Using (5.19)-(5.21), the proposed averaged VOC dynamics (5.2)-(5.3) can be re-

written as follows:

d

dt
V =

σ

2C

(
V − β

2
V

3
)
− kvki

2C

(
P γ

V
+ CβV

)
, (5.22)

d

dt
θ = ω∗ − ω +

kvki
2C

(
Qγ

V
2 − Sβ

)
. (5.23)
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Similarly, by substituting (5.20) in (5.22)-(5.23), we get:

d

dt
V =

σ

2C

(
V − β

2
V

3
)
− kvki

2C

(
ZαP

ι

γ

V
+ CβV

)
, (5.24)

d

dt
θ = ω∗ − ω +

kvki
2C

(
ZαQ

ι

γ

V
2 − Sβ

)
. (5.25)

The corresponding equilibrium values are as follows:

V eq = kv

√√√√σβ ±
√
σ2
β − 6α (ki/kv)P γ,eq

3α
= kv

√√√√σβ ±
√
σ2
β − 6α (ki/kv)ZαP

ι

γ,eq

3α
,

(5.26)

ωeq = ω∗ +
kvki
2C

(
Qγ,eq

V
2

eq

− Sβ

)
= ω∗ +

kvki
2C

(
ZαQ

ι

γ,eq

V
2

eq

− Sβ

)
, (5.27)

where P ι

γ,eq and Q
ι

γ,eq denote the equilibrium values of the scaled version (5.20) of av-

eraged active and reactive power outflow
(
P γ, Qγ

)
at point B in Fig. 5.2. A detailed

comparison between the modified embedded droop-characteristics (5.26),(5.27) (de-

fined in terms of the scaled version
(
P
ι

γ, Q
ι

γ

)
of averaged active and reactive power

outflow at point B) and actual embedded droop-characteristics (5.5),(5.9) is pre-

sented in Fig. 5.3 for a number of scenarios based on the impedance ratio Xα
Rα

.

A simplified version of V −P and ω−Q droop-characteristics can be recovered from

the proposed averaged VOC dynamics for an ideal LCL filter (i.e. Rf = Rc = Rg =

0) resulting in Sα = 0. A comparison between the droop-characteristics of actual

VOC dynamics and proposed averaged VOC dynamics for an ideal LCL filter is

presented in Section 5.6.1.

5.3.3 PI Controller Dynamics

In order to continuously tune the current feedback gain ki,1 and voltage scaling factor

kv,1 to achieve the desired reference power set-points, two PI controllers are used as
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in Fig. 5.6. PI controller 1 tunes the voltage scaling factor kv,1 to regulate the active

power P 1. Similarly, PI controller 2 tunes the current feedback gain ki,1 to regulate

the reactive power Q1. The dynamics of the PI controller used to regulate the active

power P 1 are given by the following equations:

ėp = Kp
I

(
P 1 − P ∗1

)
, (5.28)

kv,1 = Kp
P

(
P 1 − P ∗1

)
+ ep, (5.29)

where P ∗1 is the reference active power set-point. Kp
P and Kp

I are the proportional

and integral gains, respectively, for the PI controller 1. Similarly, the dynamics of
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Figure 5.4: A surface plot demonstrating the variations in equilibrium RMS voltage
magnitude V eq as a function of active and reactive power for the proposed averaged
VOC dynamics.

PI controller 2 used to regulate the reactive power Q1 are as follows:

ėq = Kq
I

(
Q1 −Q∗1

)
, (5.30)

ki,1 = Kq
P

(
Q1 −Q∗1

)
+ eq, (5.31)

where Q∗1 is the reference reactive power set-point. Kq
P and Kq

I are the proportional

and integral gains, respectively, for the PI controller 2.

5.4 VOC Parameter Design Procedure

In this section, a parameter design procedure is presented for virtual oscillator-

controlled inverters with current feedback after the output LCL filter. The pa-

rameters are selected such that the virtual oscillator-controlled inverter satisfies the

desired ac-performance specifications. The parameters are classified into three cat-

egories: i) scaling factors kv and ki, ii) voltage regulation parameters σ and α, and

iii) the harmonic oscillator parameters L and C.
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Figure 5.5: A surface plot demonstrating the variations in equilibrium frequency ωeq
as a function of active and reactive power for the proposed averaged VOC dynamics.

5.4.1 Designing the Scaling Factors

The scaling factors scale the voltage and current between the actual physical inverter

and virtual oscillator controller. The voltage scaling factor kv is chosen equal to the

open circuit voltage V oc. This choice standardises the design procedure such that

the virtual oscillator capacitor voltage is equal to 1 V RMS when the inverter’s

output voltage is equal to V oc. The current feedback gain ki is chosen as the ratio

of V min to Smax. The V min corresponds to the constant Smax defined by:

Smax = max
P

2
+Q

2≤|Srated|2

(
CαP + SαQ

)
. (5.32)

By choosing the gains as:

kv := V oc, ki :=
V min

Smax
, (5.33)

the parallel-connected virtual oscillator-controlled inverters share the power pro-

portional to their power ratings [16, 20, 76] and this is demonstrated through the

simulation results in Section 5.6.
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Figure 5.6: Block diagram representation of the PI controllers used to tune the
current feedback gain ki,1 and voltage scaling factor kv,1. PI controller 1 is used to
regulate the active power and PI controller 2 is used to regulate the reactive power.

5.4.2 Designing the Voltage Regulation Parameters

In this section, a design procedure for the virtual oscillator negative resistance ele-

ment R = −1
σ

and the coefficient of non-linear current source α is presented. The

proposed design procedure ensures the RMS output voltage stays within the range:

V min ≤ V eq ≤ V oc for Smax ≥ CαP eq +SαQeq ≥ 0. Notice that from (5.8) the choice

of kv in (5.33) results in the following relation between σ and α:

σ =
3α

2
+ kikvCβ. (5.34)

Substituting CαP eq + SαQeq = Smax and V eq = V min in the high voltage solution of

(5.5) gives:
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V min = kv

√√√√σβ +
√
σ2
β − 6α (ki/kv)Smax

3α
. (5.35)

Replacing the scaling factors kv and ki as in (5.33) and α from (5.34) in (5.35), we

get:

V min = kv

√√√√σβ +
√
σ2
β − 4σβ

(
V min/V oc

)
2σβ

. (5.36)

From (5.36), we get:

σβ =
V oc

V min

V
2

oc

V
2

oc − V
2

min

. (5.37)

Substituting σβ = σ − kvkiCβ, we get:

σ =
V oc

V min

V
2

oc

V
2

oc − V
2

min

+
V minV ocCβ

Smax
. (5.38)

Hence, using the design inputs V oc and V min (based on the desired ac-performance

specifications), the VOC parameters σ and α can be determined through (5.34),(5.38).

5.4.3 Designing the Harmonic Oscillator Parameters

A set of constraints is derived to determine the harmonic oscillator parameters L and

C. In order to determine the constraints, the frequency regulation characteristics

(5.9), the rise time (5.12) and the ratio of the amplitude of the third harmonic to

the fundamental δ3:1 = εσ
8
as defined in [76, Eq. 41] are considered.

In order to design the harmonic oscillator parameters, one of the design inputs

is the maximum permissible frequency deviation |∆ω|max. Let us start with the

134



5.4. VOC Parameter Design Procedure

frequency regulation characteristics in (5.9) and define the following constant:

S|∆ω|max = max
P

2
+Q

2≤|Srated|2
CαQ− SαP . (5.39)

Using the worst-case operating condition for the output voltage (corresponding to

Smax that results in the minimum permissible voltage V min) as in (5.36) and sub-

stituting the scaling factors from (5.33) into (5.9), the lower bound on capacitance

C is given by:

C ≥ 1

2|∆ω|max

(
S|∆ω|maxV oc

V minSmax
− SβV ocV min

Smax

)
=: Cmin

|∆ω|max . (5.40)

Let us define the maximum permissible rise time tmaxrise as one of the design inputs.

Now, considering the expression (5.12) for the rise time trise of an unloaded inverter

and (5.37), the upper bound on the capacitance C is defined as:

C ≤ tmaxrise

6

V oc

V min

V
2

oc

V
2

oc − V
2

min

=: Ctmaxrise
. (5.41)

Finally, the third design input is the maximum-permissible ratio of the amplitude

of the third harmonic to the fundamental δmax3:1 where δ3:1 = εσ
8
as defined in [76, Eq.

41]. Replacing (5.38) in the expression for δ3:1, we get another lower bound on the

capacitance C given by:

C ≥
(

1

8ω∗δmax3:1

)(
V oc

V min

V
2

oc

V
2

oc − V
2

min

+
V minV ocCβ

Smax

)
=: Cmin

δ3:1
. (5.42)

The set of constraints (5.40)-(5.42) defines a permissible range for the capacitance

to satisfy the desired frequency regulation, rise time and harmonic distortion spec-

ifications. Based on the set of constraints, the permissible range of capacitance C

can be written as:

max{Cmin
|∆ω|max , C

min
δ3:1
} ≤ C ≤ Ctmaxrise

. (5.43)
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Once the value is chosen for the capacitance C, the inductance L can be determined

as follows:

L =
1

C(ω∗)2
. (5.44)

Note that it may be possible (5.43) does not hold for the set of design inputs

{|∆ω|max, tmaxrise , δ
max
3:1 }. As a result, we have to make a design trade-off between

an inverter with short rise time (having higher frequency deviation from the nom-

inal value ω∗ and harmonic content) and an inverter with longer rise time (having

smaller frequency deviation from the nominal value and reduced harmonic content).

5.5 Power Dispatch

In this section, the power dispatch technique presented in Chapter 4 is extended to

the proposed averaged VOCmodel with current feedback after the output LCL filter.

Inverter 1 simultaneously regulates both the active and reactive power according to

the desired power set-point (P ∗1 , Q
∗
1) while Inverter 2 supplies the remaining load

power acting like a conventional slack bus. In order to regulate the power, two PI

controllers are used to continuously tune the VOC parameters kv,1 and ki,1, as in

Chapter 4.

5.5.1 Power Flow Analysis with VOC Dynamics

In order to perform the power flow analysis, the iterative numerical method presented

in Chapter 4 is used. The algorithm solves for the bus voltage magnitudes (i.e.

V 1, V 2 and VL) and angles (i.e. θ1, θ2 and θL) corresponding to the power set-point

(P ∗1 , Q
∗
1) and considering the VOC dynamics of the uncontrolled inverters 2. Once

the power flow analysis is performed, the VOC dynamics of the controlled Inverter
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1 are considered in Theorem 5.1 to determine the achievability of the desired power

set-point and corresponding VOC parameters (i.e. current feedback gain and voltage

scaling factor). This algorithm can be used for both a constant impedance load zL

or / and a constant power load SL = PL + QL attached at the load bus. The

state vector x and non-linear equation F(x) to be solved for the power flow analysis

including the VOC dynamics are as follows:

x =



θ1

θL

V1

V2

VL


, F(x) =



P ∗1 − P1(x)

P ∗L − PL(x)

Q∗1 −Q1(x)

V2 − V 2(P2, Q2)

Q∗L −QL(x)


. (5.45)

The bus angle θ2 = 0◦ is taken as reference for solving the power flow equation

F(x) = 0. VOC dynamics are included in the power flow analysis using the term

V 2(P2, Q2), representing the averaged RMS terminal-voltage magnitude of the un-

controlled Inverter 2 according to equation (5.5).

5.5.2 Power Security Constraint

An updated power security constraint is derived based on the proposed averaged

VOCmodel to determine the achievable power set-points and guarantee the existence

of real valued control inputs to achieve these feasible power set-points. Recall from

Chapter 4, a set of power security constrains for the previously reported averaged

VOC model [76] was presented in Theorem 4.1.

Theorem 5.1. Assuming the averaged model of two VOC inverters that synchronise

to a common frequency, have feedback after the output LCL filter, and are connected

to a common fixed impedance load zL through line impedance values zl,1 and zl,2,

respectively, the desired output power set-point P ∗1 and Q
∗
1 for Inverter 1 can be
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achieved, and there exists corresponding real-valued current feedback gain kιi,1 and

voltage scaling factor kιv,1, if the following security constraint is satisfied for the

averaged VOC dynamics:

σ1V
ι

1

2 − µ
(
Cα,1P

∗
1 + Sα,1Q

∗
1 + Cβ,1V

ι

1

2
)
> 0, (5.46)

where,

µ = kιv,1k
ι
i,1 = kv,2ki,2

(
Cα,2Q

ι
2−Sα,2P

ι
2

V
ι
2
2 − Sβ,2

)
(
Cα,1Q

∗
1−Sα,1P

∗
1

V
ι
1
2 − Sβ,1

) . (5.47)

The V ι

2 and Qι

2 denote the steady-state averaged output voltage magnitude and re-

active power supplied by Inverter 2, respectively, corresponding to the desired output

power set-point (P ∗1, Q
∗
1).

Proof. The iterative method in Section 5.5.1 to numerically solve the non-linear

power flow equations including the VOC dynamics can be used to determine the bus

voltage magnitudes and angles corresponding to the power set-point (P
∗
1, Q

∗
1) for the

controlled Inverter 1. Using the solution of power flow equations, the corresponding

values for kιi,1 and kιv,1 can be determined as follow:

V
ι

1 = kιv,1


(
σ1 − kιv,1kιi,1Cβ,1

)
±
√(

σ1 − kιv,1kιi,1Cβ,1
)2 − 6α1(kιi,1/k

ι
v,1)

(
Cα,1P

∗
1 + Sα,1Q

∗
1

)
3α1


1
2

.

(5.48)

From the frequency synchronisation condition, we have:

ω1 = ω2, (5.49)

kιv,1k
ι
i,1

(
Cα,1

V
ι

1

2 Q
∗
1 −

Sα,1

V
ι

1

2P
∗
1 − Sβ,1

)
= kv,2ki,2

(
Cα,2

V
ι

2

2 Q
ι

2 −
Sα,2

V
ι

2

2P
ι

2 − Sβ,2

)
, (5.50)
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kιv,1k
ι
i,1 = kv,2ki,2

(
Cα,2

V
ι
2
2 Q

ι

2 −
Sα,2

V
ι
2
2 P

ι

2 − Sβ,2
)

(
Cα,1

V
ι
1
2 Q
∗
1 −

Sα,1

V
ι
1
2 P
∗
1 − Sβ,1

) = µ. (5.51)

Simplifying (5.48), substituting α1 from (5.34) and kιi,1 = µ
kιv,1

from (5.51), we get:

(σ1 − µCβ,1)

kιv,1
2 V

ι

1

4 − (σ1 − µCβ,1)V
ι

1

2
+ µ

(
Cα,1P

∗
1 + Sα,1Q

∗
1

)
= 0. (5.52)

Solving for kιv,1, we have:

kιv,1 = ±

√√√√√ (σ1 − µCβ,1)V
ι

1

4

(σ1 − µCβ,1)V
ι

1

2 − µ
(
Cα,1P

∗
1 + Sα,1Q

∗
1

) , (5.53)

kιi,1 =
µ

kιv,1
. (5.54)

Hence, (5.53) and (5.54) represent the control laws to determine kιv,1 and kιi,1, respec-

tively. For the existence of a real-valued solution of the control laws (5.53)-(5.54)

(ki ∈ R and kv ∈ R+), we require:

(σ1 − µCβ,1)V
ι

1

2 − µ
(
Cα,1P

∗
1 + Sα,1Q

∗
1

)
> 0, (5.55)

This completes the proof. �

Remark 5.1. The frequency synchronisation condition is considered in the above

results. The details on frequency synchronisation condition can be found in Remark

4.1.

Remark 5.2. The details on the application of iterative numerical method to solve

the power flow equations including the VOC dynamics (5.45) are given in Remark

4.2.

Remark 5.3. It should be noted that the proposed averaged VOC model is an approx-

imation of the Van der Pol oscillator under the assumption ε ↘ 0 and the security
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constraint (5.46) in Theorem 5.1 only provides an approximation in practice. The

details of this approximate analysis are presented in Remark 4.3.
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Figure 5.7: A comparison between the embedded droop-characteristics within the
averaged VOC model and actual VOC dynamics with current feedback after the
output LCL filter.

5.6 Simulation Results

The simulation results are presented to validate the proposed theoretical averaged

VOC model and make a comparison with the previously reported averaged VOC

model and actual VOC dynamics for a number of scenarios. Note that these VOC

models do not take into account the dead-time and switching characteristics of the

inverter. Hence, the inverters are modelled as ideal voltage sources for the simulation

purpose. The line, load and filter parameters are Rf = Rl = 0.15 Ω, Lf = Ll = 2.48

mH, Rc = 3.3 Ω, Cf = 4.7µF, Rg = 0.13 Ω, Lg = 0.97 mH, RL = 22.1 Ω and

LL = 14.4 mH. The simulations are performed in MATLAB. The system parameters

and ac-performance specifications are as in Table 5.1 and Table 5.2, respectively.
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Figure 5.8: The rise time and harmonic analysis show that the virtual oscillator-
controlled inverter closely follows the desired design inputs tmaxrise and δmax3:1 . The
dashed-arrows represent the simulation results for a particular encircled value of the
design inputs tmaxrise and δmax3:1 .

5.6.1 Embedded Droop Characteristics

In order to validate the embedded droop-characteristics (5.5), (5.9) within the av-

eraged VOC dynamics, a comparison is made with the actual VOC (Van der Pol

oscillator) dynamics (5.1) with current feedback after the output LCL filter. In Fig.

5.7, it can be seen that the embedded droop-characteristics are close to the actual

VOC dynamics. In order to obtain the V − P and ω −Q droop-characteristics, the

LCL filter is assumed to be ideal (i.e. Rf = Rc = Rg = 0) resulting in Sα = 0

and the parameters in Table 5.1 are re-derived according to the design procedure in

Section 5.4.
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Table 5.1: System Parameters

Symbol Parameter Inverter 1 Inverter 2 Unit

ki Current feedback gain 0.15225 0.15225 A/A
kv Voltage scaling factor 126 126 V/V
σ Conductance 6.09256 6.09256 Ω−1

α Cubic-current source coefficient 4.06184 4.06184 A/V3

L Virtual oscillator inductance 34.66 34.66 µH
C Virtual oscillator capacitance 0.203 0.203 F

Table 5.2: AC Performance Specifications

Symbol Parameter Value Unit

V oc RMS open-circuit voltage 126 V
V min RMS rated power voltage 114 V
P rated Rated real power 750 W
|Qrated| Rated reactive power 750 VAr
ω∗ Nominal oscillator frequency 2π60 rad/s
|∆ω|max Maximum frequency offset 2π0.5 rad/s
tmaxrise Maximum rise time 0.2 s
δmax3:1 3rd to 1st harmonic ratio 1 %

5.6.2 Rise Time and Harmonic Analysis

In Fig. 5.8, the rise time and harmonic analysis are presented for an unloaded in-

verter. It can be seen that the virtual oscillator-controlled inverter closely follows the

design inputs tmaxrise and δmax3:1 , thus validating the VOC parameter design procedure

in Section 5.4. The corresponding values of the VOC design parameter ε =
√
L/C

(defined in Chapter 2) are also presented.
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5.6.3 Model Comparison

In this section, a comparison is made between the previously reported averaged

VOC model [76], the proposed averaged VOC model (5.2)-(5.3) and actual VOC

dynamics (5.1). In order to make an accurate comparison between these theoretical

models, the simulations are performed using a small time-step size Tsim = 1µs

and a high sampling frequency fsam = 1 MHz. Such a high sampling frequency

may seem inappropriate from a practical point of view but in this chapter we are

mainly interested in validating the theoretical findings. A moving average window

is used to compute the output RMS voltage, active and reactive power. The moving

average window’s implementation is the same that in Chapter 6. The moving average

window’s length and the quarter ac-cycle delay in the instantaneous output voltage

vo (required to compute the reactive power) are adjusted at each time-step according

to the load dependent system’s frequency ω, which is obtained for each VOC model

using its respective dynamic equations. The load dependent system’s frequency ω

for the actual VOC dynamics (Van der Pol oscillator) is averaged using the moving

average window to attenuate the inherent harmonic component present in it, which

otherwise results in a harmonic ripple in the computed active and reactive power.

In order to make a comparison, three different LCL filters are used with an

increasing value for filter capacitance Cf and the VOC design parameter ε is chosen

to be ει = ε
8

=

√
L/C

8
. Further, a step-up change at t = 10 s and a step-down

change at t = 15 s are applied in the load to make a comparison between the

models during transients. Note that the difference between the previously reported

averaged VOC model and actual VOC dynamics increases for a higher value of filter

capacitance. A large filter capacitor draws relatively high current and results in a

significant difference between the currents before and after the output LCL filter. In

the first case, the LCL filter parameters are chosen as described in Section 5.6. The

zL = 44.24+ 10.85 Ω with zstep = zL in-parallel, to implement the step-up and step-

down load changes. In Fig. 5.9 for a relatively small value of filter capacitance, it can
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be seen that the difference between the three models is not significant. However,

in the following two cases with increased value of filter capacitance, the models

start to differ with the proposed averaged VOC dynamics following the actual VOC

dynamics more closely as compared to the previously reported averaged VOC model.

In the second case, an LCL filter is chosen with higher values of filter parameters

(Lιf = 10Lf , C
ι
f = 19.75Cf ) and the system parameters in Table 5.1 are re-derived

according to the design procedure in Section 5.4. The zL = 6.9+16.6 Ω with zstep =

44.24+10.85 Ω in-parallel, to implement the step-up and step-down load changes. In

Fig. 5.10, it can be noted that the proposed averaged VOC model follows the actual

VOC dynamics more closely as compared to the previously reported averaged VOC

model both in the steady-state and during transients. In the third case, an LCL filter

is chosen with an even higher value of filter parameters (Lιf = 50Lf , C
ι
f = 160.2Cf )

and similarly the system parameters in Table 5.1 are re-derived according to the

design procedure in Section 5.4. The zL = 0.49 + 3.65 Ω with zstep = 1.11 + 5.43 Ω

in-parallel to implement the step-up and step-down load changes. In Fig. 5.11, the

proposed averaged VOC model more closely predicts the actual VOC dynamics both

in the steady-state and during transients as compared to the previously reported

averaged VOC model.

5.6.4 LCL Filter and Line Parameter Design Procedure

In this section, an LCL filter and line parameter design procedure is presented

for the proposed averaged VOC model with current feedback after the output LCL

filter. The proposed design procedure is an extended version of the design procedure

presented in [16]. The proportional power sharing results are presented for two

inverters with rated complex power S1,rated = 750 VA and S2,rated = 1500 VA,

respectively. The ratio ηS =
S1,rated

S2,rated
= 0.5. In order for the two inverters to share

power proportionally (i.e. in a ratio S1,rated : S2,rated = 1 : 2), the LCL filter and line

parameters for Inverter 2 are scaled by the factor ηS i.e. Rf,2 = ηSRf,1, Rl,2 = ηSRl,1,
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Lf,2 = ηSLf,1, Ll,2 = ηSLl,1, Rc,2 = ηSRc,1, Cf,2 = Cf,1/ηS, Rg,2 = ηSRg,1 and

Lg,2 = ηSLg,1. The LCL filter and line parameters for Inverter 1 are the same as

those defined at the start of Section 5.6. Further, the system parameters in Table

5.1 are re-derived for Inverter 2 according to the design procedure in Section 5.4.

The system parameters for Inverter 1 are the same as in Table 5.1. In Fig. 5.12,

it can be seen that Inverter 1 and Inverter 2 share both the active and reactive

power proportionally (i.e. in a ratio 1 : 2) verifying the proposed LCL filter and

line parameter design procedure.

5.6.5 Power Dispatch

In Fig. 5.13, the power dispatch results are presented for a number of scenarios as

listed in Table 5.3. Inverter 1 simultaneously regulates both the active and reactive

power using the two PI controllers that continuously tune the voltage scaling factor

kv,1 and current feedback gain ki,1. Inverter 2 supplies the remaining power to the

load, acting like a slack bus. The PI controller gains are Kp
P = −0.001, Kp

I = −0.15,

Kq
P = 0.0001 and Kq

I = 0.01. In Fig. 5.13, Inverter 1 tracks the desired power set-

points effectively while satisfying the security constraint (5.46). The corresponding

changes in Inverter 2 power, load power, control inputs and voltages are also pre-

sented. A detailed description of each power dispatch scenario is presented in the

following subsections.

5.6.5.1 Case 1

In this scenario, both inverters are sharing equal active and reactive power demand.

Further, the control inputs (kv,1 and ki,1) for Inverter 1 are the same as the fixed

gains (kv,2 and ki,2) for Inverter 2.
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Figure 5.12: Proportional power sharing between Inverter 1 and Inverter 2 verifying
the proposed LCL filter and line parameter design procedure: (a) Inverter 1 output
power, (b) Inverter 2 output power, (c) load power, (d) voltages.
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Figure 5.13: Power dispatch results are presented for Inverter 1 while Inverter 2
supplies the remaining load power: (a) Inverter 1 active power, power security con-
straint and reference set-point, (b) Inverter 1 reactive power and reference set-point,
(c) Inverter 2 output power, (d) load power, (e) control inputs, (f) voltages.

150



5.6. Simulation Results

5.6.5.2 Case 2

At t = 5 s, a step-up change is applied in P ∗1 = 306 → 500 W while the set-point

for reactive power is kept constant Q∗1 = 83 VAr. Inverter 1 tracks the reference

set-point effectively and reaches the new set-point at t = 6 s. The corresponding

changes in the control inputs can be seen in Fig. 5.13. In this scenario, Inverter 1

supplies most of the active power demand.

5.6.5.3 Case 3

A step-up change in the reactive power set-point Q∗1 = 83 → 120 VAr is applied at

t = 15 s while the active power set-point is fixed at P ∗1 = 500 W. Inverter 1 reaches

the new set-point at t = 16 s. In this scenario, Inverter 1 supplies a major portion

of both the active and reactive power demand.

5.6.5.4 Case 4

In this scenario, a step-down change in the reactive power set-point Q∗1 = 120→ 50

VAr is applied while the active power set-point is still the same P ∗1 = 500 W. Inverter

1 follows and reaches the desired reference set-point at t = 26 s. Inverter 1 supplies a

major portion of active power demand while Inverter 2 supplies most of the reactive

power.

5.6.5.5 Case 5

A step-down change is applied in the active power set-point P ∗1 = 500 → 100 W

while the reactive power set-point is fixed at Q∗1 = 50 VAr. Inverter 1 tracks and

reaches the desired reference set-point at t = 36 s. In this scenario, Inverter 1 is

suppling a small portion of both the load active and reactive power demand.
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Table 5.3: Power Dispatch Set-points

Case No. P ∗1 [W] Q∗1 [VAr] Time [s]

1 − − 0− 5

2 500 83 5− 15

3 500 120 15− 25

4 500 50 25− 35

5 100 50 35− 55

6 100 120 55− 65

5.6.5.6 Case 6

Finally, a step-up change is applied in the reactive power set-point Q∗1 = 50 → 120

VAr while the active power set-point is the same P ∗1 = 100 W. The Inverter 1

reaches the new set-point at t = 56 s. In this scenario, Inverter 1 supplies most of

the reactive power while Inverter 2 fulfils a major portion of active power demand.

5.6.6 Power Security Constraint Violation

In this section, the simulation results are presented for the power security constraint

violation. In Fig. 5.14, initially at t = 0 s, Inverter 1 is following the desired power

set-point P ∗1 = 600 W and Q∗1 = 10 VAr, satisfying the power security constraint

(5.46). At t = 20 s, a step-down change in reactive power set-point Q∗1 = 10 → 0.5

VAr is applied while the active power set-point is kept the same at P ∗1 = 600 W.

According to the power security constraint (5.46), for an active power set-point

P ∗1 = 600 W, the reactive power set-point must be Q∗1 ≥ 0.76 VAr for a power

set-point to be feasible. Hence, this new power set-point does not satisfy the power

security constraint and there do not exist real valued control inputs (kv,1, ki,1) to

achieve the desired power set-point. The PI controllers (tuning the control inputs)

are unable to achieve the desired power set-point (being infeasible) even after t = 200

s, as in Fig. 5.14.
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Figure 5.14: Power security constraint (5.46) violation results: (a) Inverter 1 active
power, power security constraint and reference set-point, (b) Inverter 1 reactive
power and reference set-point, (c) Inverter 2 output power, (d) load power, (e)
control inputs, (f) voltages.
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5.7 Conclusion

The LCL filter is considered an essential part of commercial inverters to filter out

the switching harmonics and improve the output voltage. Keeping this in mind, an

averaged VOC model is derived for inverters with current feedback after the output

LC/LCL filter. The averaged model uncovers the embedded droop-characteristics

within the averaged VOC dynamics and simplifies the analysis. The voltage and

frequency regulation characteristics are determined. Further, to enable the virtual

oscillator-controlled inverter to satisfy the desired ac-performance specifications, a

parameter design procedure is presented. Moreover, the proposed power dispatch

technique in Chapter 4 is extended to the proposed averaged VOC model with

current feedback after the output LC/LCL filter. The updated control laws are

derived to determine the control inputs corresponding to a particular power set-

point. An updated power security constraint is derived to determine the feasible

operating region. The power security constraint is helpful in planning the optimal

power flow in an electric grid. The simulation results validate the proposed averaged

VOC model and power dispatch technique. The simulation results also demonstrate

that the inverter closely follows the desired design inputs, including the maximum-

permissible rise time tmaxrise and the maximum-permissible ratio of the amplitude of

the third harmonic to the fundamental δmax3:1 .
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Chapter 6

Inner Control Loops to Compensate

for Inverter Non-linearities Occurring

in Virtual Oscillator Controlled

Inverters

Virtual oscillator controllers regulate an inverter’s output voltage and frequency ac-

cording to the desired V − P and ω − Q droop-characteristics embedded within

their averaged dynamics. However, the existing literature on virtual oscillator con-

trol does not consider explicitly the effects of dead-time, semiconductor voltage-

drop, and inverter side filter inductor voltage-drop on the inverter’s intrinsic droop-

characteristics. As a result, the inverter does not follow the desired droop-characteristics.

Further, recall from Chapter 4, in the case of dispatchable virtual oscillator control,

these factors result in steady-state offset-error in the control inputs. In this chapter,

the effects of dead-time, semiconductor voltage-drop and inverter side filter inductor

voltage-drop on the inverter’s intrinsic droop-characteristics are analysed in detail.

Moreover, inner voltage and current control loops are proposed to compensate for

the voltage loss/gain at each switching cycle due to the dead-time, and voltage drops

across the switching devices and inverter side filter inductor. The proposed tech-
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nique does not require phase-locked loops and therefore can retain the fast dynamics

of the virtual oscillator controller. Experimental and simulation results demonstrate

the effectiveness of the proposed inner control loops in enabling the inverter to follow

the desired droop-characteristics. Further, power dispatch results demonstrate that

the proposed control loops avoid the steady-state offset-error in the control inputs

apparent in Chapter 4 for the dispatchable virtual oscillator-controlled inverters.

6.1 Introduction

The existing literature on VOC does not specifically take into account the dead-time,

semiconductor voltage-drop, and inverter side filter inductor voltage-drop present

in a practical inverter. Beside the voltage drops across the switching devices and

inverter side filter inductor, the dead-time results in a voltage loss/gain at each

switching cycle [118]. These losses are not modelled or taken care of in the existing

virtual oscillator models. As a result, virtual oscillator-controlled inverters do not

follow the desired droop-characteristics and do not satisfy the desired ac-performance

specifications. Recall from Chapter 4 that due to the dead-time, semiconductor

voltage-drop, and inverter side filter inductor voltage-drop, there exists a steady-

state offset-error between the control inputs when comparing the simulation and the

experimental results for the power dispatch.

In this chapter, inner voltage and current control loops in a dq-reference frame are

proposed to compensate the effects of unmodelled dead-time, semiconductor voltage-

drop and inverter side filter inductor voltage-drop for virtual oscillator-controlled

inverters. The proposed inner voltage and current control loops enable the virtual

oscillator-controlled inverter to follow the desired intrinsic droop-characteristics ef-

fectively. Further, it is shown that using the proposed voltage and current control

loops, the offset-error in the control inputs reported earlier in Chapter 4 is minimised

for the dispatchable virtual oscillator control. This results in the experimental and
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simulation results being in close agreement with each other.

Later, after addressing the offset-error issue in the control inputs using the pro-

posed inner voltage and current control loops, we discovered a similar work for

regulating the voltage at the output filter capacitor [119]. In contrast to our pro-

posed inner control loops minimising the offset-error in the control inputs (discussed

earlier in Chapter 4 ), the work in [119] is presented from a different perspective

and reprograms the commercial current controlled inverters to behave as voltage

source inverters in islanded mode with output voltage regulation capability. More-

over, [119] proposed a proportional-resonant (PR) controller in αβ-reference frame,

whereas our proposed inner control loops are in a dq-reference frame. Note that

both proposed techniques achieve the same objective of output voltage regulation

while compensating for the inverter non-linearities, including the dead-time, semi-

conductor voltage-drop, and inverter side filter inductor voltage-drop. However,

[119] does not explicitly consider and analyse the effects of dead-time, semiconductor

voltage-drop and inverter side filter inductor voltage-drop on the inverter’s droop-

characteristics. In this chapter, the effects of dead-time, semiconductor voltage-drop

and inverter side filter inductor voltage-drop on the inverter’s droop-characteristics

are analysed in detail. Recall from Chapter 2, other than the Van der Pol oscillator

(that is the main focus of this thesis), a new version of virtual oscillator controller

(i.e. dVOC [36–40]) can also achieve the set-point tracking for voltage, active power

and reactive power.

The chapter is organised as follows. In Section 6.2, a detailed system descrip-

tion is presented. In Section 6.3, the actual and averaged VOC dynamics are pre-

sented. The dynamics of the PI controllers used for power dispatch are also dis-

cussed. Moreover, the dynamics of the proposed inner voltage and current control

loops are presented. In Section 6.4, the description of our experimental prototype is

presented. Moreover, the experimental results are presented for the black-start oper-

ation, synchronisation and power sharing capability, and load transients. In Section
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6.5, a detailed discussion is considered on the effects of dead-time, semiconductor

voltage-drop and inverter side filter inductor voltage-drop on the inverter’s intrinsic

droop-characteristics. The effectiveness of the proposed control loops is established

through experimental and simulation results. In Section 6.6, experimental and sim-

ulation results are presented for the power dispatch of Inverter 1, while Inverter

2 supplies the remaining load power. It is shown that the proposed control loops

minimise the steady-state offset-error in the control inputs due to the dead-time,

semiconductor voltage-drop, and inverter side filter inductor voltage-drop reported

earlier in Chapter 4. In Section 6.7, a conclusion is drawn.

6.2 System Description

A system consisting of two parallel-connected single-phase virtual oscillator-controlled

inverters is considered. The inverters are connected to a common fixed impedance

load zL = RL + ω∗LL at the point of common coupling (PCC) through line

impedance zl,n = Rl,n + ω∗Ll,n, where n ∈ {1, 2}. The ω∗ denotes the funda-

mental grid frequency. There is an LCL filter at the output of each inverter with

parameters zf,n = Rf,n + ω∗Lf,n, zg,n = Rg,n + ω∗Lg,n and zc,n = Rc,n + 1
ω∗Cf,n

. A

detailed system description is given in Fig. 6.1. The if,n denotes the inverter side

filter current, ig,n denotes the grid side inductor current and ic,n denotes the filter

capacitor current. The vn denotes the voltage before the LCL filter, vo,n denotes the

filter capacitor voltage and vL denotes the load voltage. The inner voltage and cur-

rent control loops are used to compensate for the effects of dead-time, semiconductor

voltage-drop and inverter side filter inductor voltage-drop. In the case of power dis-

patch, Inverter 1 regulates the output power according to the desired power set-point

(P ∗1 , Q
∗
1), while Inverter 2 supplies the remaining load power demand. In order to

regulate both the active and reactive power simultaneously, two PI controllers are

used for Inverter 1 to continuously tune the voltage scaling factor kv,1 and current
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Figure 6.1: An overview of the system consisting of two parallel-connected single-
phase virtual oscillator-controlled inverters with inner voltage and current control
loops to compensate for the effects of dead-time, semiconductor voltage-drop and
inverter side filter inductor voltage-drop. Inverter 1 can dispatch power using the
PI controllers, while Inverter 2 supplies the remaining load demand. Moreover,
the virtual oscillator controller also generates the instantaneous phase angle (and
frequency) information and a phase-locked loop is not required.

feedback gain ki,1.

6.3 System Modelling

In this section, the dynamics of a virtual (Van der Pol) oscillator are presented.

Moreover, an averaged virtual oscillator model is presented that uncovers the em-

bedded droop-characteristics within the averaged VOC dynamics. The PI controller

dynamics used for power dispatch are also discussed. Further, the dynamics of the
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Figure 6.2: A schematic diagram of the virtual oscillator controller. The current
feedback i is scaled by the current feedback gain ki before entering the controller.

inner voltage and current control loops are presented.

6.3.1 Virtual Oscillator Controller

A block diagram representation of the VOC is given in Fig. 6.2. Note that the

subscript n does not appear in Fig. 6.2 and is used in the text to denote the

parameters of possibly distinct virtual oscillator-controlled inverters. The capacitor

voltage vC,n is scaled by the voltage scaling factor kv,n to generate the reference

voltage v∗o,n that should appear at the inverter’s output filter capacitor. Recall from

Chapter 2, the actual VOC dynamics are given by the following equations [76]:

dVn
dt

=
εnω

∗
√

2

(
σng
(√

2Vn cos (φn)
)
− kv,nki,nin

)
cos(φn),

dφn
dt

= ω∗ − εnω
∗

√
2Vn

(
σng
(√

2Vn cos(φn)
)
− kv,nki,nin

)
sin(φn). (6.1)

6.3.2 Averaged Dynamics of VOC Inverter

Recall from Chapter 2, the averaged VOC model uncovering the V − P and ω −Q

droop-characteristics embedded within the dynamics of a virtual oscillator-controlled
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Figure 6.3: A block diagram representation of the PI controllers used to regulate
Inverter 1 active and reactive power.

inverter is as follows:

d

dt
V n =

σn
2Cn

(
V n −

βn
2
V

3

n

)
− kv,nki,n

2CnV n

P n, (6.2)

d

dt
θn = ω∗ − ωn +

kv,nki,n

2CnV
2

n

Qn. (6.3)

The equilibrium points corresponding to the averaged VOC dynamics are given by

the following equations:

V eq,n = kv,n

σn ±
√
σ2
n − 6αn(ki,n/kv,n)P eq,n

3αn


1
2

, (6.4)

ωeq,n = ω∗ +
kv,nki,n

2CnV
2

eq,n

Qeq,n. (6.5)
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6.3.3 PI Controller Dynamics

In order to dispatch the output power of Inverter 1, two PI controllers are used. A

block diagram representation of the PI controllers is given in Fig. 6.3. Inverter 2

supplies the remaining load power, acting like a slack bus. The first PI controller

regulates the active power P 1 by tuning the voltage scaling factor kv,1. Similarly, the

second PI controller regulates the reactive power Q1 by tuning the current feedback

gain ki,1. The dynamics of PI controller 1 used to regulate the active power P 1, are

given by the following equations:

ėp = Kp
I (P 1 − P ∗1 ), (6.6)

kv,1 = Kp
P (P 1 − P ∗1 ) + ep, (6.7)

where P ∗1 denotes the active power reference set-point and ep is the PI controller

state. The Kp
P and Kp

I denote the proportional and integral gains of PI controller

1. Similarly, the dynamics of PI controller 2 used to regulate the reactive power Q1

are given by the following equations:

ėq = Kq
I (Q1 −Q∗1), (6.8)

ki,1 = Kq
P (Q1 −Q∗1) + eq, (6.9)

where Q∗1 denotes the reactive power reference set-point and eq is the PI controller

state. The Kq
P and Kq

I denote the proportional and integral gains of PI controller 2.

6.3.4 Inner Control Loops

In order to compensate for the effects of dead-time, semiconductor voltage-drop

and inverter side filter inductor voltage-drop, an inner current control loop and

an outer voltage control loop are proposed in the dq-reference frame, as shown in
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Fig. 6.1. Note that the inverter’s frequency and instantaneous phase angle can

be recovered from the original VOC dynamics (6.1). This avoids the time delays

and complexities associated with the phase-locked loops. The current and voltage

controllers bandwidth selection criteria depends on a number of factors including the

closed-loop system’s transient response, stability margin and disturbance rejection

capability [49]. The PI controller gains Kpi and Kii, for the current control loop

are designed such that the bandwidth of the current controller is in-between 1
20

and

1
10

of the inverter’s switching frequency [49]. Moreover, the PI controller gains Kpv

and Kiv for the voltage control loop are designed so as to obtain a bandwidth in-

between 25% and 75% of the current controller [49]. This results in a slower transient

response of the outer voltage control loop compared to the innermost current control

loop. The dynamics of the voltage and current control loops are presented in the

following sections.

In the case of conventional droop-controlled inverters, the outer power-droop

control loop is usually designed with a lower bandwidth ranging from a few Hz to tens

of Hz to provide a time separation with respect to inner voltage and current control

loops that are usually designed with a higher bandwidth ranging from hundreds

of Hz to kHz. However, in the case of virtual oscillator-controlled inverters, the

VOC being a time domain controller, has a higher bandwidth in hundreds of Hz as

compared to the slower dynamics of conventional outer power-droop control loop.

Moreover, the non-linear nature of the VOCmakes the inner voltage and current loop

design procedure complex, and hinders the adoption of VOC [85]. This gives rise to

a need to investigate the inner control loops’ design techniques for virtual oscillator-

controlled inverters. In this chapter, due to the unavailability of standardised inner

control loops design procedure for the virtual oscillator-controlled inverters, the PI

controller gains are determined through trial and error to implement the inner control

loops while achieving an adequate dynamic response. A systematic procedure to

design the PI controller gains for the inner control loops is not considered in this

thesis and is a possible direction for future work to take.
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Figure 6.4: A block diagram representation of the inner voltage control loop with
the decoupling, feedback and feedforward terms.

6.3.4.1 Voltage Control Loop

An outer voltage control loop is used to regulate the voltage vo,n at the filter capacitor

and track the desired reference voltage signal v∗o,n generated by the virtual oscillator

controller. A block diagram representation of the voltage controller is given in Fig.

6.4. In order to achieve the voltage regulation, a PI controller is used. The dynamics

of the voltage controller are described by the following state and algebraic equations

[7]:

dedv
dt

= v∗od − vod,
deqv
dt

= v∗oq − voq, (6.10)

i∗fd = Hiod − ω∗Cfvoq +Kpv (v∗od − vod) +Kive
d
v, (6.11)

i∗fq = Hioq + ω∗Cfvod +Kpv

(
v∗oq − voq

)
+Kive

q
v, (6.12)

where ω∗Cfvod and ω∗Cfvoq are the decoupling terms. The H is the feedforward

gain. The Kpv and Kiv are the proportional and integral gains of the PI controller.
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Figure 6.5: A block diagram representation of the inner current control loop with
the decoupling and feedback terms.

6.3.4.2 Current Control Loop

An inner current control loop is used to regulate the filter current if,n. A block

diagram representation of the current controller is given in Fig. 6.5. A PI controller

is used to regulate the filter current. The current controller’s state equations along

with the algebraic equations are as follows [7]:

dedi
dt

= i∗fd − ifd,
deqi
dt

= i∗fq − ifq, (6.13)

v∗d = −ω∗Lf ifq +Kpi

(
i∗fd − ifd

)
+Kiie

d
i , (6.14)

v∗q = ω∗Lf ifd +Kpi

(
i∗fq − ifq

)
+Kiie

q
i , (6.15)

where ω∗Lf ifd and ω∗Lf ifq are the decoupling terms. The Kpi and Kii are the

proportional and integral gains of the PI controller.

6.3.4.3 Second Order Generalised Integrator

Recall from Chapter 2, in contrast to three-phase power systems, the transformation

of system variables into the αβ-reference frame cannot be achieved directly for single-
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Figure 6.6: Second order generalised integrator (SOGI) used to transform the system
variables into αβ-reference frame [54].

phase power systems. Hence, in order to transform the single-phase system variables

into the αβ-reference frame, a second order generalised integrator (SOGI) is used

[54]. A block diagram representation of the second order generalised integrator is

shown in Fig. 6.6. The αβ-reference frame and dq-reference frame transformations

are achieved by utilising the system frequency ω and instantaneous phase angle φ

information generated by the virtual oscillator controller. A SOGI is used for each

virtual oscillator-controlled inverter to generate the quadrature signals for the filter

capacitor voltage vo (i.e. vod and voq), inverter side filter current if (i.e. ifd and ifq)

and grid side inductor current ig (i.e. igd and igq).

6.4 Experimental Setup

The experimental setup consisting of two parallel-connected single-phase virtual

oscillator-controlled inverters with a common RL load is shown in Fig. 6.7. The

IGBTs have a switching frequency fsw = 1
Tsw

= 10 kHz. The dead-time TD can

be adjusted to either 2µs or 4µs. A Texas Instruments TMSC2000 digital signal

processor is used to implement the discretised dynamics of the virtual oscillator

controller. As discussed earlier in Chapter 2, the virtual oscillator controller dynamic

equations are discretised at a sampling time of 100µs using the trapezoidal rule of
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Figure 6.7: Experimental prototype consisting of two parallel-connected single-phase
virtual oscillator-controlled inverters. The inverters are connected to a common RL
load through respective line impedances.
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integration [76]. The system parameters and ac-performance specifications are as

in Table 6.1 and Table 6.2, respectively. The LCL filter, line and load parameters

are Rf,n = Rl,n = 0.15 Ω, Lf,n = Ll,n = 2.48 mH, Rc,n = 3.3 Ω, Cf,n = 4.7µF,

Rg,n = 0.13 Ω, Lg,n = 0.97 mH, RL = 22.3 Ω and LL = 14.4 mH. The proportional

and integral gains of the PI controllers used for the power dispatch of Inverter 1

are Kp
P = −0.001, Kp

I = −0.08, Kq
P = 0.0001 and Kq

I = 0.003. Recall from

Section 4.8, a systematic design procedure for the PI controllers’ gains to achieve the

desired dynamic response and minimise the coupling effect between the controlled

variables, is potential future work. A detailed PI controllers’ gains design procedure

for the secondary voltage and current control loops is presented in [49]. However,

as discussed earlier in Section 6.3.4, the non-linear nature of the virtual oscillator

controller and its relatively higher bandwidth as compared to the conventional outer

power-droop control loop, necessitates an investigation into the revised inner control

loops design techniques for virtual oscillator-controlled inverters. In this chapter, we

have used the following proportional and integral gains (determined through trial

and error while achieving an adequate dynamic response) for the PI controllers used

to implement the inner voltage and current control loops: Kpv = 1, Kiv = 10,

Kpi = 1 and Kii = 50. The feedforward gain is H = 0.65. The SOGI gain is k = 1.4

[54]. In order to compute the ac-cycle averaged active and reactive power, a moving

average window is used at the fundamental grid frequency ω∗. The moving average

window’s length is T ∗ = 2π
ω∗
. The number of current and voltage samples taken in

this window’s length are m∗ = fswT
∗. The m∗ (being not an integer in general) is

rounded to the nearest integer. The instantaneous active and reactive power of an

inverter in terms of output voltage vo and current ig at the mth sampling instance

is given by:

pm = p(mTsw) = vo(mTsw)ig(mTsw), (6.16)

qm = q(mTsw) = vo

(
mTsw −

m∗Tsw
4

)
ig(mTsw). (6.17)
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The averaged active and reactive power over an ac-cycle 2π
ω∗

using the moving average

window is determined as follows:

Pm =
1

m∗

m∗−1∑
γ=0

pm−γ, Qm =
1

m∗

m∗−1∑
γ=0

qm−γ. (6.18)

For successive sampling instances, the moving average values can be determined as

follows:

Pm = Pm−1 +
1

m∗
(pm − pm−m∗) , (6.19)

Qm = Qm−1 +
1

m∗
(qm − qm−m∗) . (6.20)

The RMS voltage is computed using the RMS block in MATLAB/Simulink and is

given by the following equation:

V (t) =

√
ω∗

2π

∫ t+2π/ω∗

s=t

v(s)2ds. (6.21)

Experimental results for the black-start operation, synchronisation and power shar-

ing capability, and load transients are presented in the following sections.

6.4.1 Black-start Operation

The experimental results are presented for the black-start operation of a virtual

oscillator-controlled inverter with inner control loops. The inverter is feeding an RL

load defined in Section 6.4. In Fig. 6.8, the inverter follows the design parameter

tmaxrise = 0.2 s (that is defined in Chapter 2 as the time to build-up the output voltage

from 10 % to 90 % of the open-circuit output voltage Voc). The inverter is turned

ON at t = 0.1 s. These results establish the grid forming capability of the virtual

oscillator-controlled inverter with the proposed inner control loops.
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Figure 6.8: Experimental results for black-start operation: (a) output voltage vo,
(b) output current ig.

6.4.2 Synchronisation and Power Sharing Capability

The synchronisation and power sharing capability of the virtual oscillator-controlled

inverters with the proposed inner control loops is demonstrated in Fig. 6.9. Initially

at t = 0 s, Inverter 1 (forming the power grid) is supplying power to the load

while Inverter 2 is OFF. In order to achieve a smooth addition of another inverter,

Inverter 2 is turned ON at the instant (t = 1 s) when the zero-crossings of both

the modulation signal (for Inverter 2) and grid voltage overlap. An alternative

way to connect an inverter with the power grid can be the utilisation of a pre-

synchronisation circuit, proposed in [120] and reviewed in this thesis in Chapter 2.

The experimental results demonstrate that the two inverters start to share the power

proportionally. Similarly at t = 5 s, Inverter 2 is disconnected from the grid. The

corresponding changes in the load voltage and current can be seen in Fig. 6.9.
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Figure 6.9: Experimental results demonstrating the synchronisation and power shar-
ing capability of virtual oscillator-controlled inverters with proposed inner control
loops: (a) output current ig,1 and ig,2, (b) load voltage vL, (c) load current iLOAD.

6.4.3 Load Transients

The experimental results for load transients are given in Fig. 6.10 for a system of

two parallel-connected virtual oscillator-controlled inverters feeding an RL load with

the proposed inner control loops. Initially at t = 0 s, the two inverters are sharing

both the active and reactive power demand proportionally. At t = 4 s, a step-up

change in the load is applied by connecting another similar RL load in-parallel with

the existing RL load. Note that both the inverters adapt to the change and increase
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Figure 6.10: Experimental results for load transients in the case of two parallel-
connected virtual oscillator-controlled inverters with the proposed inner control
loops: (a) inverter and load active power, (b) inverter and load reactive power,
(c) RMS voltages, (d) RMS currents.

their output power while sharing the load demand proportionally. Similarly, a step-

down change in the load is applied at t = 12 s by disconnecting one of the two

parallel-connected RL loads from the system. The inverters reduce their output

power according to the load demand. The corresponding changes in the system’s

voltages and currents are shown in Fig. 6.10.
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Figure 6.11: A comparison of experimentally determined droop-characteristics of
an inverter with and without inner control loops. The results are for a dead-time
TD = 2µs and ε′ = ε =

√
L/C: (a) V − P droop-characteristics without inner

control loops, (b) ω−Q droop-characteristics without inner control loops, (c) V −P
droop-characteristics with inner control loops, (d) ω −Q droop-characteristics with
inner control loops.
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Figure 6.12: A comparison of experimentally determined droop-characteristics of
an inverter with and without inner control loops. The results are for a dead-time

TD = 2µs and ε′ = ε/8 =

√
L/C

8
: (a) V − P droop-characteristics without inner

control loops, (b) ω−Q droop-characteristics without inner control loops, (c) V −P
droop-characteristics with inner control loops, (d) ω −Q droop-characteristics with
inner control loops.
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Figure 6.13: A comparison of experimentally determined droop-characteristics of
an inverter with and without inner control loops. The results are for a dead-time
TD = 4µs and ε′ = ε =

√
L/C: (a) V − P droop-characteristics without inner

control loops, (b) ω−Q droop-characteristics without inner control loops, (c) V −P
droop-characteristics with inner control loops, (d) ω −Q droop-characteristics with
inner control loops.

175



6.5. Droop Characteristics with Inner Control Loops

100 200 300 400 500 600 700
85

90

95

100

105

110

115

120

125

130

135

0 100 200 300 400 500 600 700
59.99

60

60.01

60.02

60.03

60.04

60.05

50 150 250 350 450 550 650
116

117

118

119

120

121

122

123

124

125

0 100 200 300 400 500 600 700
59.99

60

60.01

60.02

60.03

60.04

60.05

Figure 6.14: A comparison of experimentally determined droop-characteristics of
an inverter with and without inner control loops. The results are for a dead-time

TD = 4µs and ε′ = ε/8 =

√
L/C

8
: (a) V − P droop-characteristics without inner

control loops, (b) ω−Q droop-characteristics without inner control loops, (c) V −P
droop-characteristics with inner control loops, (d) ω −Q droop-characteristics with
inner control loops.
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6.5 Droop Characteristics with Inner Control Loops

In this section, the effects of dead-time, semiconductor voltage-drop and inverter

side filter inductor voltage-drop on the droop-characteristics of the virtual oscillator-

controlled inverters are analysed in detail. A comparison is presented between the

droop-characteristics embedded within the averaged VOC dynamics (6.4)-(6.5) and

experimental results for the actual VOC dynamics (6.1). The droop-characteristics

are compared for two different values of dead-time and VOC design parameter ε′ (re-

sulting in four comparison cases) for a system with and without inner control loops.

In order to quantify the effects of dead-time (including the semiconductor voltage-

drop) and inverter side filter inductor voltage-drop, the V −P droop-characteristics

are plotted for the RMS voltage of:

• averaged VOC model.

• modulation signal generated by the Van der Pol oscillator (that is used for the

experimental prototype by programming its discretised dynamics on a digital

signal processor).

• PWM signals (without dead-time) corresponding to the modulation signal gen-

erated by Van der Pol oscillator.

• pulse train before the output LCL filter that includes the effects of dead-time

and semiconductor voltage-drop.

• LCL filter capacitor voltage.

Note that in Fig.6.11-6.14, the dead-time (including the semiconductor voltage-drop)

has a major contribution in the voltage difference between the averaged VOC model

and the actual voltage that appears at output LCL filter capacitor. The inverter

side filter inductor voltage-drop depends on the load current and increases with the

increase in output active power. Moreover, there is a difference between the averaged
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VOC model and Van der Pol model V − P droop-characteristics. This difference

is due to the unmodelled dead-time and semiconductor voltage-drop that are not

taken into account while synthesising the averaged VOC dynamics. The detailed

comparison results are presented in the following sections.

6.5.1 Dead-time TD = 2µs

6.5.1.1 Case 1

In this section, the effects of dead-time, semiconductor voltage-drop and inverter

side filter inductor voltage-drop on the droop-characteristics of a virtual oscillator-

controlled inverter are presented for a dead-time TD = 2µs. The comparison is made

between the embedded droop-characteristics within the averaged VOC dynamics

(6.4)-(6.5) and experimental results for the actual VOC dynamics (6.1). In Fig.

6.11, the comparison is presented for ε′ = ε =
√
L/C. Note that for the case when

inner control loops are not used, the inverter does not follow the intrinsic droop-

characteristics as in Fig. 6.11(a). There is a significant voltage loss that increases

further with the increase in active power demand. On the other hand, the utilisation

of inner control loops compensate for the effects of dead-time, semiconductor voltage-

drop and inverter side filter inductor voltage-drop. Note that in Fig. 6.11(c)-6.11(d),

the inverter closely follows the desired intrinsic droop-characteristics.

6.5.1.2 Case 2

In Fig. 6.12, the comparison is presented for ε′ = ε/8 =

√
L/C

8
. A smaller value

of ε′ results in a smaller frequency deviation for the nominal value ω∗ as evident

in Fig. 6.12(b) and Fig. 6.12(d). In Fig. 6.12(a) and Fig. 6.12(c), it can be

seen that the inner control loops enable the inverter to follow the desired intrinsic

droop-characteristics.
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6.5.2 Dead-time TD = 4µs

6.5.2.1 Case 3

In this scenario, a comparison is made between the embedded droop-characteristics

within the averaged VOC dynamics (6.4)-(6.5) and experimental results for the

actual VOC dynamics (6.1) for a dead-time TD = 4µs. The comparison between

the droop-characteristics is presented in Fig. 6.13 for ε′ = ε =
√
L/C. The inner

control loops compensate for the effects of dead-time, semiconductor voltage-drop

and inverter side filter inductor voltage-drop as in Fig. 6.13(c) compared to the Fig.

6.13(a), where there is a significant voltage loss. Note that the voltage loss in this

case is more compared to the voltage loss in Section 6.5.1 with a smaller value of

dead-time TD = 2µs.

6.5.2.2 Case 4

A comparison between the droop-characteristics for a virtual oscillator-controlled

inverter with and without inner control loops is presented in Fig. 6.14 for ε′ = ε/8 =
√
L/C

8
. In Fig. 6.14(b) and Fig. 6.14(d), it can be noted that the deviation of the

system’s frequency ω as a function of reactive power from the nominal grid frequency

ω∗ is quite small as expected for a smaller value of ε′. The proposed inner control

loops compensate for the effects of dead-time, semiconductor voltage-drop and in-

verter side filter inductor voltage-drop, resulting in the virtual oscillator-controlled

inverter following the desired droop-characteristics, as in Fig. 6.14(c).

Note that the dead-time, semiconductor voltage-drop and inverter side filter in-

ductor voltage-drop result in a voltage loss that mainly affects the V − P droop-

characteristics of the virtual oscillator-controlled inverter. However, these voltage

losses do not affect the ω −Q droop-characteristics of the inverter noticeably.
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Table 6.1: System Parameters

Symbol Parameter Inverter 1 Inverter 2 Unit

ki Current feedback gain [control variable] 0.152 A/A
kv Voltage scaling factor [control variable] 126 V/V
σ Conductance 6.09 6.09 Ω−1

α Cubic-current source coefficient 4.06 4.06 A/V3

L Virtual oscillator inductance 39.09 39.09 µH
C Virtual oscillator capacitance 0.18 0.18 F

6.6 Power Dispatch with Inner Control Loops

In order to validate the effectiveness of the proposed inner control loops, power

dispatch results are presented in this section. Note that the proposed control loops

minimise the steady-state offset-error in the control inputs (reported earlier in Chap-

ter 4) by regulating the filter current and capacitor voltage according to the desired

reference set-points. In Fig. 6.15, it can be seen that the proposed control loops

compensate for the effects of dead-time, semiconductor voltage-drop and inverter

side filter inductor voltage-drop by regulating the voltages at the output filter ca-

pacitor close to the desired reference values. A system of two parallel-connected

single-phase virtual oscillator-controlled inverters is considered for the power dis-

patch results. The power is dispatched for Inverter 1 while Inverter 2 supplies the

remaining load power. Simultaneous active and reactive power regulation is achieved

by the use of two PI controllers for Inverter 1, as described in Section 6.3.3. A number

of power dispatch scenarios are considered and described in the following sections.

The simulations are performed in MATLAB.

6.6.1 Case 1

Initially at t = 0 s, both the inverters are sharing equal active and reactive power

demand. Moreover, the voltage scaling factor kv,1 and current feedback gain ki,1 are
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Figure 6.15: A comparison between the experimental and simulation power dispatch
results: (a) set-point P ∗1 , active power P1 and power constraint (4.26), (b) set-point
Q∗1 and reactive power Q1, (c) Inverter 2 active power P2 and reactive power Q2,
(d) load active power PL and reactive power QL, (e) control variables kv,1 and ki,1,
(f) Inverter 1 RMS voltage, (g) Inverter 2 RMS voltage, (h) load RMS voltage, (i)
frequency.
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Table 6.2: AC Performance Specifications

Symbol Parameter Value Unit

V oc RMS open-circuit voltage 126 V
V rated RMS rated grid voltage 120 V
Vmin RMS rated power voltage 114 V
Prated Rated real power 750 W
|Qrated| Rated reactive power 750 VAr
ω∗ Nominal oscillator frequency 2π60 rad/s
|∆ω|max Maximum frequency offset 2π0.5 rad/s
tmax
rise Maximum rise time 0.2 s
δmax
3:1 3rd to 1st harmonic ratio 1.5 %

the same as the fixed gains (kv,2 and ki,2) for Inverter 2 as in Fig. 6.15.

6.6.2 Case 2

A step-up change in the active power set-point P ∗1 = 305 → 550 W is applied at

t = 5 s while the reactive power set-point is the same Q∗1 = 81.2 VAr. Inverter 1

tracks and reaches the desired power set-point at t = 6.6 s. In this case, Inverter 1 is

supplying a major portion of load active power demand. The corresponding changes

in the control inputs (kv,1, ki,1) can be seen in Fig. 6.15.

6.6.3 Case 3

At t = 15 s, a step-up change is applied in the reactive power set-point Q∗1 = 81.2→

140 VAr while the active power set-point is the same P ∗1 = 550 W. The inverter

follows and reaches the new set-point at t = 16.7 s. In this case, Inverter 1 is

supplying a major portion of both the active and reactive power demand.
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6.6.4 Case 4

A step-down change in the reactive power set-point Q∗1 = 140 → 40 VAr is applied

at t = 25 s and the active power set-point is the same P ∗1 = 550 W. Inverter 1

reaches the new set-point at t = 28.4 s and tracks it effectively. In this case, Inverter

1 supplies most of the active power while Inverter 2 supplies most of the reactive

power demand.

6.6.5 Case 5

In this case, a step-down change in the active power set-point P ∗1 = 550 → 100 W

is applied at t = 55 s while the reactive power set-point is fixed at Q∗1 = 40 VAr. In

Fig. 6.15, Inverter 1 effectively tracks the new set-point and reaches it at t = 58.1

s. In this case, Inverter 2 supplies most of the active and reactive power demand.

6.6.6 Case 6

At t = 80 s, a step-up change in the reactive power set-point Q∗1 = 40→ 140 VAr is

applied while the active power set-point is fixed at P ∗1 = 100 W. Inverter 1 reaches

the desired set-point at t = 82.8 s. In this case, Inverter 1 is supplying most of the

reactive power to the load while Inverter 2 is supplying most of the active power

demand.

Note that in all of the aforementioned power dispatch cases, the experimental results

are close to the simulation results. The proposed inner control loops compensate for

the effects of dead-time, semiconductor voltage-drop and inverter side filter inductor

voltage-drop, thus resulting in the desired voltages appearing at the output LCL

filter capacitors. This minimises the steady-state offset-error in the control inputs
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between the simulation and experimental results, as reported earlier in Chapter 4.

6.7 Conclusion

Inner voltage and current control loops are proposed to compensate for the effects

of dead-time, semiconductor voltage-drop and inverter side filter inductor voltage-

drop for virtual oscillator-controlled inverters. The dead-time results in a voltage

loss/gain at each switching cycle that is not considered in existing models of vir-

tual oscillator-controlled inverters. Moreover, the voltage drops across the switching

devices and inverter side filter inductor are also not considered. As a result, in exper-

iments, the VO-controlled inverters do not follow the desired droop-characteristics

and the voltages that appear at the output of the inverters are lower than expected.

The voltage losses also result in a steady-state offset-error between the control inputs

when comparing the experimental and simulation results for dispatchable virtual os-

cillator control. The experimental and simulation results presented in this chapter

validate the effectiveness of the proposed inner control loops that enable the in-

verters to follow the desired droop-characteristics. Experimental results for the (i)

black-start operation to form a power grid, (ii) synchronisation and power sharing

capability to connect/disconnect a power source and (iii) load transients, demon-

strate the merits of the proposed control technique. Further, these inner control

loops also minimise the steady-state offset-error in the control inputs for the power

dispatch scenario by regulating the output LCL filter capacitor voltage close to the

desired reference value. In order to implement the inner control loops, the virtual

oscillator dynamics are used to recover the inverter’s instantaneous phase angle and

frequency information, thus avoiding the need for a phase-locked loop. This helps in

avoiding the unnecessary delays and complexities associated with the implementa-

tion of phase-locked loops, and retaining the fast dynamics of the virtual oscillator

controller.
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Chapter 7

Power Sharing Dynamics of Parallel

Connected Virtual Oscillator

Controlled and Droop Controlled

Inverters in an AC Microgrid

Accurate active and reactive power control is of utmost importance in an inverter-

interfaced AC microgrid. Power droop control has been proven as a good design

trade-off and communication free technique for achieving controllable load shar-

ing. Implementation of power droop control requires both the voltage and current

measurement at the inverter output to calculate the power, and to achieve synchro-

nisation with rest of the system. On the other hand, recall from Chapter 2, that the

recently proposed virtual oscillator controller (VOC) features inherent synchronisa-

tion using only current measurement. However, VOC being a non-linear oscillator,

introduces harmonic distortion in the output. This chapter investigates power shar-

ing capability, dynamic response and harmonic profile for a system consisting of a

parallel-connected (i) droop-controlled inverter and (ii) virtual oscillator-controlled

inverter. It is demonstrated that power sharing between these two different control

techniques can be achieved by properly designing both the droop controller and VOC
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parameters. The harmonic distortion present in the output of a VO-controlled in-

verter results in harmonic currents flowing between the two inverters. The harmonic

distortion can be reduced by designing a tightly regulated VO-controlled inverter.

However, this results in a slower dynamic response. Several features, including syn-

chronisation capability, response to step change in load, and the trade-off between

dynamic response and harmonic content present in the VOC output, are demon-

strated through simulations1.

7.1 Introduction

In a microgrid, inverters are not necessarily controlled by the same control technique.

Hence, a need arises to investigate systems consisting of multiple inverters operating

in parallel with heterogeneous control techniques. To the best of our knowledge, this

issue has not been addressed in the literature except for [121]. Most of the literature

on inverter control techniques considers that all inverters present in the system are

controlled by the same control technique.

In this chapter, a system consisting of two parallel-connected inverters: (i) droop-

controlled inverter and (ii) virtual oscillator-controlled inverter are considered. Note

that this chapter deals with the three-phase inverters. It is demonstrated that pro-

portional power sharing between two parallel-connected inverters being controlled

by two different control techniques can be achieved by properly designing both the

droop controller and VOC parameters. Moreover, a discussion is carried out to iden-

tify the possible reasons for unequal reactive power sharing in the case of hetero-

geneously controlled inverters. Several scenarios demonstrating the synchronisation

1This chapter is based on conference paper [2]. The primary author, Mr. Muhammad Ali
worked on the virtual oscillator controller part of the research work, whereas the co-author, Mr.
Animesh K. Sahoo worked on the droop controller part of the research work. The co-authors, Dr.
Hendra I. Nurdin (joint supervisor), Associate Professor Jayashri Ravishankar (PhD supervisor
of the co-author Mr. Animesh K. Sahoo) and Professor John E. Fletcher (primary supervisor)
supervised the research work.
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capability, step change in load, and dynamic response of the system are considered.

It is demonstrated that on turning-ON the virtual oscillator-controlled inverter, it

synchronises with the droop-controlled inverter, and shares the power proportion-

ally. Further, the design trade-off between the dynamic response and harmonic

distortion present in the system is also demonstrated. Simulation results show that

the reduction of harmonic content present in the output of VO-controlled inverters,

results in reduced harmonic circulating currents. However, this is achieved at the

cost of slower transient response.

The chapter is organised as follows. In Section 7.2, a system consisting of two

parallel-connected inverters with heterogeneous control techniques is described. In

Section 7.3, detailed modelling of both the droop-controlled inverter and virtual

oscillator-controlled inverter is presented. In Section 7.4, simulation results are

presented for power sharing, transient response and harmonic distortion present in

the system. In Section 7.5, possible future work is discussed and a conclusion is

drawn.

7.2 System Description

A system consisting of two three-phase inverters operating in parallel with het-

erogeneous control techniques is considered, as shown in Fig. 7.1. One inverter

is droop-controlled and the other is virtual oscillator-controlled. An LCL filter is

used at the output of each inverter. The zf = Rf + ω∗Lf , zg = Rg + ω∗Lg and

zC = RC + 1
ω∗Cf

denote the LCL filter impedances, where ω∗ denotes the funda-

mental grid frequency. The line impedance is denoted by zl = Rl + ω∗Ll. The

inverters are connected to a common RL load zL = RL + ω∗LL at the point of

common coupling (PCC). In the case of the droop-controlled inverter, outer power

and inner voltage/current control loops are used, whereas in the case of the virtual

oscillator-controlled inverter, only inner voltage/current control loops are used (as
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Figure 7.1: A system consisting of two parallel-connected three-phase inverters with
heterogeneous control techniques: (i) a droop-controlled inverter and (ii) a virtual
oscillator-controlled inverter. The inverters are connected to an RL load zL at the
point of common coupling (PCC) through line impedance zl = Rl + ω∗Ll. Inner
voltage/current control loops are used for both the inverters.

proposed in Chapter 6) to compensate for the effects of dead-time, semiconductor

voltage-drop and inverter side filter inductor voltage-drop.

7.3 System Modelling

This section briefly describes both the droop controller and virtual oscillator con-

troller used to control the inverters.

7.3.1 Virtual Oscillator Controller

Recall from Chapter 2, the following differential equations describe the virtual os-

cillator controller [76]:

dV

dt
=
εω∗√

2

(
σg
(√

2V cos (φ)
)
− kvkii

)
cos(φ),

dφ

dt
= ω∗ − εω∗√

2V

(
σg
(√

2V cos(φ)
)
− kvkii

)
sin(φ), (7.1)
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where V is the RMS output voltage magnitude and φ is the instantaneous phase

angle. Again recalling from Chapter 2, as the VOC design parameter ε ↘ 0, the

harmonic content present in the VOC output voltage decreases and there is smaller

frequency deviation ∆ω from the nominal value ω∗. However, as ε↘ 0, the dynamic

response becomes slower. In Section 7.4, the effects of ε on the transient response

and harmonic distortion are discussed. In order to implement the inner voltage and

current control loops, the load dependent system frequency ω and instantaneous

phase angle φ required for the conversion from an abc to a dq reference frame can

be recovered using the actual VOC dynamics (7.1).

7.3.2 Averaged Model of VOC Inverter

Recall from Chapter 2, averaging the actual VOC dynamics (7.1) over an ac-cycle

2π
ω∗

results in the following averaged VOC model [76]:

d

dt
V =

σ

2C

(
V − β

2
V

3
)
− kvki

2CV
P , (7.2)

d

dt
θ = ω∗ − ω +

kvki

2CV
2Q, (7.3)

where P and Q are the averaged active and reactive output power of the virtual

oscillator-controlled inverter, respectively. The averaged RMS output voltage mag-

nitude is denoted by V and θ denotes the phase-offset with respect to wt. The

equilibrium points corresponding to the averaged VOC dynamics are reviwed in

Chapter 2.

7.3.3 Droop Controller

In the case of a droop-controlled inverter, the active power P3φ and reactive power

Q3φ are calculated using the dq-components of the three-phase inverter output volt-

age vabc (i.e. vd and vq) and current ig,abc (i.e. igd and igq), as per dq-reference
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Figure 7.2: The P − V and Q− ω droop-characteristics for low voltage microgrid.

frame theory. The angle φD required for the conversion from abc-to-dq reference

frame is obtained using the droop-equations (7.6)-(7.7), which are updated at every

switching-cycle as per the load sharing dynamics. The three-phase active and reac-

tive power can be calculated using the Park transformation of three-phase voltage

vabc and current ig,abc as follows:

P3φ = 1.5(vdigd + vqigq), (7.4)

Q3φ = 1.5(vdigq − vqigd). (7.5)

In this chapter, the power droop-curves corresponding to a low voltage microgrid

are implemented as shown in Fig. 7.2 [122]. The droop-characteristics are given by:

ω = ω∗ + nQQ3φ, (7.6)

V = Voc −mPP3φ, (7.7)

where Voc is the open-circuit RMS output voltage magnitude of the droop-controlled

inverter. In these equations, the calculated three-phase active and reactive power
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demand is shared based on the droop-coefficients i.e. nQ for reactive power Q3φ and

mP for active power P3φ.

7.3.4 Discussion

In order to match the droop-characteristics of both the droop-controlled and virtual

oscillator-controlled inverters, the droop gains are designed to keep the voltage and

frequency deviations within the range of 6% and 1% of their nominal values, respec-

tively, when each inverter is supplying power at the maximum of its rated capacity.

It is to be noted that for the three-phase virtual oscillator-controlled inverter, the

three-phase output current ig,abc is transformed into the αβ-reference frame (i.e.

ig,αβ) and only the ig,α component is fed back to the virtual oscillator controller,

as shown in Fig. 7.1. Hence, while designing the VOC parameters to match the

embedded droop-characteristics with those of the droop-controlled inverter, single-

phase rated active power P 1φ,rated and rated reactive power Q1φ,rated should be used.

This is in contrast with the droop controller, where we should use the three-phase

rated active and reactive power, as in (7.9)-(7.10).

To change the VOC parameter ε =
√

L
C

while keeping the fundamental grid

frequency ω∗ = 1√
LC

constant, the capacitance value C for the virtual oscillator

controller needs to be re-designed. The re-designing of the capacitance value C

in turn affects the upper bound on the maximum permissible frequency deviation

|∆ω|max from the fundamental grid frequency ω∗ for the VO-controlled inverter

[76]. As a result, it needs the droop-coefficient nQ for the droop-controlled inverter

to be recalculated accordingly. Recall from Section 2.7.3.3, the upper bound on

the maximum permissible frequency deviation |∆ω|max for the virtual oscillator-

controlled inverter can be determined as follows:

|∆ω|max ≤
1

2C

V oc

V min

|Q1φ,rated|
P 1φ,rated

, (7.8)
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where V oc denotes the open-circuit RMS output voltage magnitude and V min denotes

the RMS output voltage magnitude corresponding to the P 1φ,rated for the virtual

oscillator-controlled inverter. Subsequently, the droop-coefficients nQ and mP for

the droop-controlled inverter can be determined as follows:

nQ =
|∆ω|max
Q3φ,rated

, (7.9)

mP =
Voc − Vmin
P3φ,rated

, (7.10)

where Vmin denotes the RMS output voltage magnitude corresponding to the P3φ,rated

for the droop-controlled inverter, as defined in Table 7.1.

7.3.5 Inner Voltage and Current Control Loops

In the cascaded voltage and current controllers for the inverters, both the d-axis and

q-axis components are controlled using separate control loops. The capacitor voltage

is controlled to ensure high power quality in stand-alone operations of the voltage

source inverter. The bandwidth of the voltage control loop is kept between 25%

and 75% of the current control loop to have a slower transient response compared

to the innermost current control loop. Based on this bandwidth selection criterion,

the proportional gain Kpv and integral gain Kiv for the voltage controller are de-

signed. Similarly, Kpi and Kii are the proportional and integral gains used for the

current controllers. These two gains are designed based on the bandwidth of the

current controller which is chosen as 1
20

to 1
10

of the inverter switching frequency [49,

123]. The switching frequency chosen for inverters is 10 kHz. The transient response

speed, disturbance rejection capability and stability margin of the closed-loop in-

verter control decides the bandwidth of the current controller [49]. As in the case of

a dq-reference frame, all the components are DC values, the deviation of the mea-

sured voltage and current values from their reference values for both the dq−axes

are tracked using the respective PI controllers. To remove the strong coupling that
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Table 7.1: AC Performance Specifications

Symbol Parameter Value Unit

V oc, Voc RMS open-circuit voltage 240 V
V min, Vmin RMS rated power voltage 226 V
P 3φ,rated, P3φ,rated Rated active power 5.5 kW
|Q3φ,rated|, |Q3φ,rated| Rated reactive power 5.5 kVAr
ω∗ Nominal oscillator frequency 2π50 rad/s
|∆ω|max Maximum frequency offset 2π0.5 rad/s
tmaxrise Maximum rise time 0.2 s
δmax3:1 3rd to 1st harmonic ratio 2 %

exists between the d-axis and q-axis components, decoupling terms are added in the

corresponding axis for both the voltage and current control loops [7]. The voltage

and current control loops are described by the following equations:

ifd,ref = Kpv(vdref − vd) +

∫
Kiv(vdref − vd)dt− ωCfvq,

ifq,ref = Kpv(vqref − vq) +

∫
Kiv(vqref − vq)dt+ ωCfvd,

udref = Kpi(ifd,ref − ifd) +

∫
Kii(ifd,ref − ifd)dt− ωLf ifq,

uqref = Kpi(ifq,ref − ifq) +

∫
Kii(ifq,ref − ifq)dt+ ωLf ifd. (7.11)

Recall from Chapter 6, the higher bandwidth associated with the VOC (for being

a time domain controller) as compared to the conventional outer power-droop control

loop, and the non-linear characteristics of VOC, complicate the inner control loops

design procedure [85]. Hence, investigating the inner control loops design techniques

for virtual oscillator-controlled inverters is possible future work and is not considered

in this thesis. In this chapter, for both the droop-controlled and virtual oscillator-

controlled inverters, the PI controller gains are determined through trial and error to

implement the inner control loops, while achieving an adequate dynamic response.
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Table 7.2: System Parameters

Symbol Parameter Droop Control VOC Unit

ki Current feedback gain - 0.1233 A/A
kv Voltage scaling factor - 240 V/V
σ Conductance - 9.3877 Ω−1

α Cubic-current source coefficient - 6.2585 A/V3

L Virtual oscillator inductance - 48.248 µH
C Virtual oscillator capacitance - 0.21 F
nQ Droop coefficient 4.5968× 10−4 - rad/VAr-s
mP Droop coefficient 0.0025 - V/W
Kpi Current proportional gain 1 - V/A
Kii Current integral gain 50 - V/A
Kpv Voltage proportional gain 1 - A/V
Kiv Volatge integral gain 10 - A/V
Rf Filter inductor resistance 0.135 0.135 Ω

Lf Filter inductance 2.45 2.45 mH
Rg Filter inductor resistance 0.08 0.08 Ω

Lg Filter inductance 0.9 0.9 mH
RC Filter capacitor resistance 3.3 3.3 Ω

Cf Filter capacitance 4.7 4.7 µF
Rl Line resistance 2 2 Ω

Ll Line inductance 0.1 0.1 mH

7.4 Simulation Results

Simulation results are presented for several scenarios demonstrating the synchronisa-

tion capability, load power sharing, transient response and harmonic distortion due

to the inherent non-linearity present in the output voltage of the virtual oscillator-

controlled inverter. It is observed that for a smaller value of ε ↘ 0, the harmonic

content reduces in the output of the virtual oscillator-controlled inverter. However,

this results in a slower transient response and inverters take a relatively longer time

to reach the steady-state. The ac-performance specifications and system parameters

are given in Table 7.1 and Table 7.2, respectively. An RL load with RL = 50 Ω and

LL = 60mH is used. The simulations are performed using MATLAB/SIMULINK.
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Figure 7.3: Synchronisation and power sharing capability of the virtual oscillator-
controlled inverter due to its self-synchronising property for the case ε′ = ε/10: (a)
active power (b) inverter output voltage, (c) reactive power, (d) inverter output
current.

Recall from Chapter 2, in order to implement the virtual oscillator controller, the

VOC dynamics can be discretised using the trapezoidal rule of integration [76]. The

first order low-pass filter with a cut-off frequency of 25 Hz is used to filter out the

dq-components of inverter side inductor current if,abc, LCL filter capacitor voltage

vabc, and load side filter current ig,abc.

7.4.1 Synchronisation Capability

Due to the self-synchronisation property of the VO-controlled inverter, when con-

nected to the system, it synchronises with the droop-controlled inverter. As shown

in Fig. 7.3, the droop-controlled inverter is turned ON at t = 0.1 s. At t = 0.55 s, a

step-up change is applied in the load and the droop-controlled inverter is supplying

all the load power. At t = 1.0 s, the VOC inverter with ε′ = ε
10

=

√
L/C

10
is connected

to the system. It takes around 700 ms for the two inverters to start sharing the power

proportionally. At t = 3 s, a step-down change is applied in the load and it again

takes around 700 ms for the two inverters to start sharing the power proportionally.

Through these scenarios, the plug-n-play capability of both the source and load is
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Figure 7.4: Power sharing dynamics in case of parallel-connected droop-controlled
and VO-controlled inverters for VOC parameter ε′ = ε/10: (a) active power (b)
RMS output voltage magnitude, (c) reactive power, (d) output frequency.

well demonstrated. A pre-synchronisation circuit, similar to the one discussed in

Chapter 2 and presented in [16] is used to synchronise the VOC inverter with the

droop-controlled inverter before connecting it with the system. This reduces the

transients at the time of connection, as can be seen in Fig. 7.3(d).

7.4.2 Dynamic Response

In Fig. 7.4-7.6, the dynamic response of the system as a function of the VOC

parameter ε′ is presented. The three different cases with ε′ ∈ {ε/10, ε/5, ε} are

considered. Initially at t = 0 s, the two inverters are operating in steady-state and

sharing power proportionally. At t = 2 s, a step-up change in the load is applied and

the load is nearly doubled. Similarly, at t = 4 s, at step-down change in the load is

applied and the load is halved. From Fig. 7.4-7.6, it can be seen that as ε′ ↘ 0, the

settling time after the step change in load is increased from approximately 50 ms to

700 ms. For the case ε′ = ε =
√
L/C, the dynamic response is fastest. In contrast,

for the case ε′ = ε/10, the dynamic response is slowest.
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Figure 7.5: Power sharing dynamics in the case of parallel-connected droop-
controlled and VO-controlled inverters for VOC parameter ε′ = ε/5: (a) active
power (b) RMS output voltage magnitude, (c) reactive power, (d) output frequency.
It can be seen that the dynamic response of the system becomes faster as com-
pared to the case with ε′ = ε/10. The unequal reactive power sharing is possibly
due to the mismatch between the droop-characteristics of two heterogeneously con-
trolled inverters and the design procedure for the droop-coefficient nQ, as discussed
in Section 7.4.4.

7.4.3 Harmonic Distortion

The total harmonic distortion (THD) variation in the Van der Pol oscillator output

as a function of ε′ is demonstrated in this section starting with an inverter modelled

as an ideal voltage source. In Fig. 7.8, the harmonic content and THD variations

in the output of the VO-controlled inverter as a function of ε′ are presented for an

open-circuit inverter and an inverter connected to an RL load. Note that in both

the cases, the harmonic content and THD decrease with the decrease in the value

of ε′ in a consistent (monotonic) manner.

Similarly, the harmonic content and THD variations in the output of the Van

der Pol oscillator as a function of ε′ for switching inverters, is demonstrated in Fig.

7.9 for an open-circuit inverter and an inverter connected to an RL load. Note that

compared to the previous case of an inverter modelled as an ideal voltage source,

the harmonic content and THD has increased for the switching inverter. Moreover,

the decrease in the harmonic content with the decrease in ε′ is less consistent (non-
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Figure 7.6: Power sharing dynamics in the case of parallel-connected droop-
controlled and VO-controlled inverters for VOC parameter ε′ = ε: (a) active power
(b) RMS output voltage magnitude, (c) reactive power, (d) output frequency. The
increase in the value of ε′ results in a fast dynamic response as compared to the
other cases at the expense of higher ripple in the output power due to the increased
harmonic distortion present in the output of the VO-controlled inverter.

monotonic) compared to the case with an inverter modelled as an ideal voltage

source.

So far we have discussed the variations in harmonic content and THD as a func-

tion of ε′ for both the ideal and switching VOC inverters. Finally, the variations in

harmonic content and THD for a heterogeneous system of virtual oscillator-controller

and droop-controller are demonstrated in Fig. 7.10 for switching inverters. Note

that in Fig. 7.10(a) (similar to the case of a switching VO-controlled inverter),

the decrease in harmonic content of the virtual oscillator-controlled inverter is not

consistent with the decrease in ε′. The decrease in harmonic content with ε′ is non-

monotonic and does not improve/become better rapidly. Since they are connected

together, the virtual oscillator-controlled inverter also introduces harmonics in the

droop-controlled inverter. The corresponding variations in the harmonic content of

droop-controlled inverter are presented in Fig. 7.10(b). The harmonic distortion

present in the output voltage of the virtual oscillator-controlled inverter increases

with the increase in the value of ε′. This results in increased harmonic circulating

currents flowing between the two inverters. Further, the output currents of the two
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Figure 7.7: Harmonic distortion variations in the inverter output current for parallel-
connected droop-controlled and VO-controlled inverters as a function of VOC pa-
rameter ε′: (a) ε′ = ε/10, (b) ε′ = ε/5, (c) ε′ = ε. The harmonic content in the
output voltage of the VO-controlled inverter in turn also affects the output voltage
of the droop-controlled inverter. This results in two currents being distorted and
out of phase.

inverters are no longer sinusoidal as shown in Fig. 7.7. Note that in Fig. 7.4-

7.6, there is a ripple in the RMS output voltage magnitude and frequency of the

VO-controlled inverter, which in turn induces the same non-linearity in the droop-

controlled inverter RMS output voltage magnitude and frequency.

7.4.4 Unequal Reactive Power Sharing

In the case of droop-controlled inverters, unequal reactive power sharing is a known

issue. Recall from Chapter 2, a virtual impedance technique to overcome the un-
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Figure 7.8: The harmonic content and THD variations as a function of ε′ for: (a) an
open-circuit virtual oscillator-controlled inverter, (b) a virtual oscillator-controlled
inverter connected to an RL load. The inverters are modelled as an ideal voltage
source. Note that the harmonic distortion in the output voltage of VO-controlled
inverter decreases consistently as ε′ ↘ 0. The THD is computed for the first 10 odd
harmonics.
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Figure 7.9: The harmonic content and THD variations as a function of ε′ for: (a) an
open-circuit virtual oscillator-controlled switching inverter, (b) a virtual oscillator-
controlled switching inverter connected to an RL load. Note that in contrast to the
case with inverter modelled as an ideal voltage source, the harmonic distortion in
the output voltage of a VO-controlled inverter does not decrease consistently in this
case of switching inverters as ε′ ↘ 0. The THD is computed for the first 10 odd
harmonics.
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Figure 7.10: The harmonic content and THD variations as a function of ε′ for a
heterogeneous system including: (i) a virtual oscillator-controlled switching inverter,
and (ii) a droop-controlled switching inverter. Note that the harmonic distortion
in the output voltage of the VO-controlled inverter does not decrease consistently
(monotonically) for this heterogeneous system as ε′ ↘ 0. The THD is computed for
the first 10 odd harmonics.
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Figure 7.11: The droop-characteristics comparison for the averaged VOC model,
Van der Pol oscillator and droop controller for ε′ = ε.

equal reactive power sharing issue due to the mismatch between the filter and line

impedance values for parallel-connected droop-controlled inverters in a microgrid is

presented in [66, 67]. Moreover, a robust droop controller to address the reactive

power sharing issue for parallel-connected droop-controlled inverters with different

per-unit impedance values, is presented in [124].

In contrast to the above known issues of unequal reactive power sharing for

droop-controlled inverters, the unequal reactive power sharing in Fig. 7.5 is possibly

due to the following reasons, as we have used the same parameters for the filter and

line impedances for both heterogeneously controlled inverters in this chapter.

In order to investigate the possible cause of unequal reactive power sharing, the

droop-characteristics as a function of ε′ ∈ {ε, ε/5, ε/10} are presented in Fig. 7.11-

7.13 for the averaged VOC model, Van der Pol oscillator, and droop controller. Note

that the droop-characteristics for these three models are not exactly the same.

Considering the V −P droop-characteristics in Fig. 7.11-7.13, the averaged VOC
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Figure 7.12: The droop-characteristics comparison for the averaged VOC model,
Van der Pol oscillator and droop controller for ε′ = ε/5.

model and Van der Pol model are quite close to each other and start to overlap with

the decrease in ε′. However, a slight difference is always there between the droop

controller and both VOC models (i.e. averaged VOC model and Van der Pol model)

even with the decrease in the value of ε′.

Similarly, the ω−Q droop-characteristics are also quite different for the averaged

VOC model, Van der Pol oscillator, and droop controller. The difference in the

ω − Q droop-characteristics of the two heterogeneously controlled inverters results

in the different steady-state frequency values for a particular reactive power set-

point. Therefore, it can be a possible reason for unequal reactive power sharing

between the two heterogeneously controlled inverters.

In addition to the above mentioned possible reason for unequal reactive power

sharing, another reason could be the design procedure for the droop-coefficient nQ in

(7.9). Recall from Chapter 2 and (7.8), the |∆ω|max only provides an upper bound

on the maximum frequency deviation from the nominal value ω∗ and the virtual

oscillator-controlled inverter may not reach this maximum allowable frequency de-
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Figure 7.13: The droop-characteristics comparison for an averaged VOC model, Van
der Pol oscillator and droop controller for ε′ = ε/10.

viation, even when supplying the rated reactive power. Hence, the nQ in (7.9) is

designed based on an upper bound on the maximum frequency deviation instead

of an exact value specified by the ac-performance specifications. This can result

in a mismatch between the ω −Q droop-characteristics of the two heterogeneously

controlled inverters and subsequently lead to unequal reactive power sharing.

Validating the above-mentioned possible causes of unequal reactive power sharing

through theoretical/analytical analysis and investigating other possible reasons for

unequal reactive power sharing in the case of heterogeneously controlled inverters,

is a direction for possible future work and is not pursued in this thesis.

7.5 Conclusion and Future Directions

Power sharing dynamics for two parallel-connected inverters with heterogeneous con-

trol techniques including: (i) droop control and (ii) virtual oscillator control are

considered in this chapter. By properly designing the droop-coefficients and VOC
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parameters, proportional power sharing between the two inverters can be achieved.

The dynamic response of the two inverters for a step change in load is demonstrated.

Further, the impact of VOC design parameter ε on the transient response and steady-

state behaviour is considered. It is observed that for ε ↘ 0, the harmonic content

present in the output of VO-controlled inverters decreases. This results in lower

harmonic circulating currents between the two inverters. On the other hand, the

dynamic response of the system becomes slower as ε↘ 0. The synchronisation and

power sharing capability of the VO-controlled inverter due to its self-synchronising

property, is also demonstrated. As the inverters are parallel-connected, the harmonic

distortion present in the output of a VO-controlled inverter also affects the output

voltage of a droop-controlled inverter. The third harmonic component in the output

voltage varies significantly for both the VO-controlled and droop-controlled invert-

ers, as a function of VOC design parameter ε. A systematic design approach for the

droop-coefficients and VOC parameters to avoid power mismatch during steady-

state due to the non-linear droop-characteristics of the VO-controlled inverter (as

compared to the linear droop-characteristics of the droop-controlled inverter) and

experimentally validating the parallel operation of two heterogeneously controlled

inverters, is an avenue for future work.
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Chapter 8

Conclusion and Future Directions

The research work presented in this thesis proposed a dispatchable inverter control

technique to simultaneously regulate both the active and reactive output power of

multiple parallel-connected virtual oscillator-controlled inverters in an islanded mi-

crogrid. Moreover, power security constraints were proposed to identify the feasible

operating region. Control laws were derived to determine the control inputs for each

dispatchable inverter corresponding to the desired set-points for active and reactive

power.

In order to address inverters with current feedback after the output LC/LCL

filter (as is the case with most practical inverters), a new version of averaged virtual

oscillator dynamics was derived, and the proposed power dispatch technique was

extended to this new version of averaged VOC dynamics.

Inner voltage and current control loops were proposed to compensate for the

inverter non-linearities, including voltage loss/gain at each switching cycle due to

the dead-time, semi-conductor voltage-drop, and inverter side filter inductor voltage-

drop.

Finally, a system of heterogeneously controlled inverters was investigated, and

proportional power sharing was demonstrated between i) a droop-controlled inverter
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and ii) a virtual oscillator-controlled inverter.

The main motivations behind the proposed research work in this thesis were to

enable better energy source utilisation, increased efficiency, reduced line losses and

stress on the distribution network. The increased penetration of renewable energy

sources into the power system has raised the need for dispatchable inverter control

techniques.

8.1 Conclusion

The main conclusions drawn from the reported research work in this thesis are as

follows.

8.1.1 Power Dispatch of Islanded Virtual Oscillator Controlled

Inverters

In Chapter 3, a power dispatch technique was presented to regulate the output power

of an islanded virtual oscillator-controlled inverter connected to an RL load. The

output power regulation was achieved by using a PI controller that tuned the current

feedback gain according to the desired power set-point. The system’s stability was

analysed using the system linearisation and eigenvalues analysis, and constraints

were identified on the system parameters. Moreover, the global stability of the

system was investigated using the sum-of-squares technique for a particular power

set-point. The conclusion drawn is as follows.

1. The output power regulation of an islanded virtual oscillator-controlled in-

verter can be achieved by tuning the current feedback gain. In the case of

an islanded (single) virtual oscillator-controlled inverter connected to a fixed

impedance RL load, either active power or reactive power regulation can be
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achieved at any one time. Simultaneous regulation of both the active and reac-

tive output power cannot be achieved in this case as the only control variable

is the output voltage magnitude, and the phase angle does not play a role in

this case.

2. The parametric constraints derived using the system linearisation and eigen-

value analysis ensure the local stability of the system under parametric varia-

tions that satisfy these constraints.

8.1.2 Dispatchable Inverter Control Technique for Parallel-

Connected Virtual Oscillator-Controlled Inverters

A dispatchable inverter control technique to simultaneously regulate both the ac-

tive and reactive output power of multiple parallel-connected single-phase virtual

oscillator-controlled inverters was proposed in Chapter 4. The simultaneous regu-

lation of both the active and reactive output power was achieved by using two PI

controllers for each dispatchable inverter. The PI controllers tuned the voltage and

current gains of the virtual oscillator-controlled inverter. A line and filter parameter

design procedure was discussed to enable the non-dispatched inverters to share the

remaining load demand proportional to their power ratings. The main conclusion is

given below.

1. The virtual oscillator-controlled inverters can be dispatched by using the pro-

posed power dispatch technique. The dispatched inverters effectively track

both the desired active and reactive power set-points. The voltage and cur-

rent gains tuning is achieved by using two PI controllers for each dispatchable

inverter.

2. The non-dispatchable inverters accurately share the remaining load demand

proportional to their power ratings by designing the line and filter parameters
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according to the proposed design procedure in Chapter 4.

8.1.3 Feasible Operating Region and Power Security Con-

straints

In light of the power dispatch techniques proposed in Chapter 3 and Chapter 4, the

power security constraints were derived to identify the feasible operating region i.e.

the power set-points that can be achieved by a particular dispatchable inverter using

the proposed power dispatch technique. Knowledge of the feasible operating region

is of crucial importance to plan and optimise the power generation and load flow.

Further, the control laws were proposed to determine the control inputs for each

dispatchable inverter corresponding to the desired power set-points. An iterative

numerical method was developed to solve the load flow analysis, determine the

feasible operating region and control inputs corresponding to the desired power set-

points. The conclusion drawn is as follows.

1. The proposed power security constraints effectively portray the feasible op-

erating region, and the dispatchable virtual oscillator-controlled inverters can

achieve these feasible power set-points by tuning the voltage and current gains.

2. The proposed iterative numerical method can be used to solve the load flow

analysis, and determine the voltage magnitude and angle for each bus in the

network. This information can then be used to determine the feasible operating

region, and control inputs to achieve a particular power set-point.
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8.1.4 New Version of Averaged Virtual Oscillator Controller

Dynamics for Inverters with Current Feedback after the

Output LC/LCL Filter

In Chapter 5, a new version of averaged virtual oscillator dynamics was derived

for virtual oscillator-controlled inverters with current feedback after the output

LC/LCL filter (see Appendix A for a detailed derivation). Moreover, based on

this new version of averaged VOC dynamics, a parameter design procedure was

proposed to design the VOC parameters according to the desired ac-performance

specifications and enable proportional power sharing between the parallel-connected

inverters. The proposed power dispatch technique in Chapter 4 was extended to

this new version of averaged VOC dynamics, and corresponding power security con-

straints and control laws were derived. The stability of the high voltage solution

of the proposed new version of averaged VOC dynamics was also investigated in

Appendix B. The conclusion drawn, follows.

1. The proposed new version of an averaged VOC model predicts the actual VOC

(Van der Pol oscillator) dynamics more accurately compared to the existing

averaged VOC model for a virtual oscillator-controlled inverter with current

feedback after the output LC/LCL filter.

2. The voltage and frequency regulation (according to the desired ac-performance

specifications) of the virtual oscillator-controlled inverter with current feedback

after the output LC/LCL filter can be achieved by designing the VOC param-

eters according to the proposed design procedure in Chapter 5. Further, this

results in the virtual oscillator-controlled inverters sharing power proportion-

ally.

3. The proposed power security constraint based on this new version of averaged

VOC dynamics accurately defines the feasible operating region for a virtual
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oscillator-controlled inverter with current feedback after the output LC/LCL

filter. The proposed control laws can be used to determine the control inputs

for each dispatchable inverter according to the desired power set-points.

4. The high voltage solution for the new averaged VOC dynamics is a stable

equilibrium point.

8.1.5 Inner Control Loops to Compensate for Inverter Non-

linearities

In order to compensate for the virtual oscillator-controlled inverter non-linearities,

including the voltage loss/gain at each switching cycle, semi-conductor voltage drop

and inverter side filter inductor voltage-drop, inner voltage and current control loops

were proposed in Chapter 6. The instantaneous frequency and phase angle infor-

mation was recovered from the VOC dynamics, and a phase-locked loop was not

required. This helped in avoiding the computations and delays associated with the

phase-locked loops, and retaining the fast dynamics of a virtual oscillator controller.

The main conclusion is given below.

1. The inner control loops compensate for the virtual oscillator-controlled inverter

non-linearities and enable the inverter to closely follow the embedded droop-

characteristics designed according to the desired ac-performance specifications.

2. The proposed inner control loops minimise the steady-state offset error in the

control inputs between the simulation and experimental results in the case of

power dispatch, as discussed earlier in Chapter 4.

3. The proposed inner control loops are validated through experimental results

for a number of scenarios, including black-start operation, synchronisation and

power sharing capability, and power dispatch.
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8.1.6 A System of Heterogeneously Controlled Inverters

In Chapter 7, a heterogenous system of parallel-connected inverters controlled using

different types of inverter control techniques was considered. The inverter control

techniques included i) droop-control and ii) virtual oscillator control. A parameter

design procedure was discussed to enable the heterogeneously controlled inverters

to share the power proportionally. Moreover, the effects of VOC design parameter ε

on the system’s harmonic profile and transient response were also considered. The

proposed control strategy was validated through simulation results for a number of

scenarios demonstrating synchronisation capability, and the dynamic response of the

system under source and load transients. The following conclusion is drawn.

1. The heterogeneously controlled inverters can be made to work in parallel and

follow the droop-characteristics based on the desired ac-performance specifi-

cations by designing the controller parameters as discussed in Chapter 7.

2. The harmonic profile of the overall system mainly depends on the harmonic

content present in the output of the virtual oscillator-controlled inverter. The

harmonic distortion in the output of the virtual oscillator-controlled inverter

can be reduced by making ε↘ 0 at the expense of a slower dynamic response

of the overall system.

3. The possible reasons for unequal reactive power sharing include the mismatch

between the droop-characteristics of the two heterogeneously controlled invert-

ers and the design procedure of the droop-coefficient nQ based on the upper

bound on the maximum permissible frequency deviation from the nominal

value, as discussed in Chapter 7.
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8.2 Directions for Future Work

The potential extensions to the research work in this thesis and suggested future

directions to be investigated, are as follow.

1. A major aspect of possible future work includes systematic procedure to de-

sign the PI controller gains to achieve the desired dynamic behaviour of the

dispatchable virtual oscillator-controlled inverters. Recall from Chapter 3 and

Chapter 4, the PI controllers were used to tune the voltage and current gains

according to the desired set-points for active and reactive power for each dis-

patchable inverter.

2. Although the proposed dispatchable inverter control technique was developed

considering the frequency synchronisation conditions for the virtual oscillator-

controlled inverters (recall Remark 4.1) and was validated through the exper-

imental results as in Section 4.7, an explicit analytical analysis to prove the

synchronisation of virtual oscillator-controlled inverters (employing the pro-

posed dispatchable inverter control technique) and identifying the correspond-

ing synchronisation conditions, can be considered as potential future work.

3. Another major aspect of possible future work includes investigating the global

stability analysis of a generalised system consisting of m-controlled and n-

uncontrolled parallel-connected VOC inverters as discussed in Chapter 4. More-

over, in the context of an evolving power system, the online evaluation of sta-

bility margins and stability conditions without having access to the detailed

model of the system can be pursued as future work. Recent literature on the

online stability analysis of the power system can be found in [125–129].

4. A potential avenue for future work includes Investigating a dispatchable in-

verter control structure or improving the proposed dispatchable inverter con-

trol technique such that a decoupled active and reactive power control can be
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achieved.

5. A bandwidth selection criterion can be investigated for inner voltage and cur-

rent control loops proposed in Chapter 6 when the external (relatively slower)

power-droop control loop is replaced by a (relatively faster) virtual oscillator

control loop. Moreover, small-signal stability analysis and determining the

stability margins for a system of VO-controlled inverters with inner voltage

and current control loops can be investigated.

6. Recall from Chapter 2, the change of modelling perspective from averaged

to instantaneous results in a complex non-linear VOC model with nearly si-

nusoidal periodic trajectories that are hard to analyse and requires a deeper

and challenging mathematical analysis. In-depth analysis using the instanta-

neous model to get more insight into the time-domain properties of the VOC

is potential future work.

7. An analysis characterising and comparing the behaviour of non-linear droop-

control and VOC can be considered as future work.

8. Investigating the operation of VO-controlled inverters under non-linear loads

or connected to the bus with background harmonics is potential future work.
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Appendix A

Derivation of the Averaged VOC

Model with an Output LCL Filter

Consider an inverter with current feedback after the output LC/LCL filter, as shown

in Fig. 5.1. Let us denote a phasor associated with a time domain variable (.) by
−→
(.). The

−→
V denotes the voltage before the output LC/LCL filter, the

−→
Vo denotes

the filter capacitor voltage and the
−→
Vg denotes the voltage after the output LC/LCL

filter. Similarly, the
−→
If denotes the current flowing through the filter inductor Lf ,

the
−→
Ic denotes the filter capacitor current and the

−→
Ig is the current flowing through

the filter inductor Lg. Solving the network equations, we have:

−→
If =

−→
Ic +

−→
Ig =

−→
Vo
zc

+
−→
Ig . (A.1)

Replacing
−→
Vo =

−→
V −

−→
If zf , we get:

−→
Ig =

[
Zα∠θα Zβ∠θβ

] −→If−→
V

 , (A.2)
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where zα = Rα + Xα = Zα∠θα =
zc+zf
zc

and zβ = Rβ + Xβ = Zβ∠θβ = −1
zc

are the

impedance constants defined at ω∗. Further, we have [76]:

d

dt
φ = ω∗ +

d

dt
θ∗ = ω +

d

dt
θ, (A.3)

where the instantaneous phase angle is denoted by φ, the nominal grid frequency is

denoted by ω∗ and the load dependent steady-state frequency is denoted by ω. The

angles θ∗ and θ denote the phase offset with respect to ω∗t and ωt, respectively. The

inverter output voltage is given by:

v(t) =
√

2V (t) cos (ω∗t+ θ∗(t)). (A.4)

The instantaneous active and reactive output power of the inverter in terms of v(t)

and i(t) is given by:

P (t) = v(t)i(t), Q(t) = v
(
t− π

2

)
i(t). (A.5)

The averaged active and reactive power over an ac-cycle 2π
ω∗

is defined as:

P (t) =
ω∗

2π

∫ t+2π/ω∗

s=t

P (s)ds, Q(t) =
ω∗

2π

∫ t+2π/ω∗

s=t

Q(s)ds. (A.6)

In order to derive the averaged VOC dynamics (5.2)-(5.3), a change of variable is

made from t → τ = ω∗t and θ∗(τ) = φ(τ/ω∗) − τ . Expressing the actual VOC

dynamics (5.1) as a function of θ∗, we have [76]:

dV

dτ
=

ε√
2

(
σg
(√

2V cos (τ + θ∗)
)
− kvkii

)
cos (τ + θ∗),

dθ∗

dτ
= − ε√

2V

(
σg
(√

2V cos (τ + θ∗)
)
− kvkii

)
sin (τ + θ∗). (A.7)

The dynamics in (A.7) are 2π periodic functions in τ . The averaged dynamics in

the quasi-harmonic limit ε↘ 0 (following [76, Eq. 12]) are given by:
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 V̇

θ̇
∗

 =
εσ

2π
√

2

∫ 2π

0

g
(√

2V cos (τ + θ
∗
)
) cos (τ + θ

∗
)

−1
V

sin (τ + θ
∗
)

 dτ
− εkvki

2π
√

2

∫ 2π

0

i

 cos (τ + θ
∗
)

−1
V

sin (τ + θ
∗
)

 dτ,
=
εσ

2

 V − β
2
V

3

0

− εkvki

2π
√

2

∫ 2π

0

i

 cos (τ + θ
∗
)

−1
V

sin (τ + θ
∗
)

 dτ. (A.8)

Changing the coordinates from τ to t in (A.8) and keeping the O(ε) terms only, we

have:

d

dt

 V

θ
∗

 =
σ

2C

 V − β
2
V

3

0

− kvkiω
∗

2π
√

2C

∫ 2π
ω∗

0

i(t)

 cos (ω∗t+ θ
∗
)

−1
V

sin (ω∗t+ θ
∗
)

 dt. (A.9)

Let us define the impedance constants Cα = Zα cos θα, Cβ = Zβ cos θβ, Sα =

Zα sin θα and Sβ = Zβ sin θβ. The current i =
√

2I cos (ω∗t+ θ∗i ) where I is the

RMS current magnitude and θ∗i is the phase-offset with respect to ω∗t. Let
−→
Ig
<

denotes the real part of the current
−→
Ig and according to (A.2) is given by:

−→
Ig
< = <{

−→
Ig} =

√
2 (ZαI cos (ω∗t+ θ∗i + θα) + ZβV cos (ω∗t+ θ∗ + θβ)) . (A.10)

In order to derive the averaged VOC model, the current i = ig is replaced by its real

part
−→
Ig
< in (A.9), we get:
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d

dt

 V

θ
∗

 =
σ

2C

 V − β
2
V

3

0


− kvkiω

∗

4πC

∫ 2π
ω∗

0

 Zα
V

√
2V (t) cos (ω∗t+ θ∗)

√
2I(t) cos (ω∗t+ θ∗i + θα)

−Zα
V

2

√
2V (t) sin (ω∗t+ θ∗)

√
2I(t) cos (ω∗t+ θ∗i + θα)

+2ZβV cos (ω∗t+ θ∗ + θβ) cos (ω∗t+ θ∗)

−2Zβ cos (ω∗t+ θ∗ + θβ) sin (ω∗t+ θ∗)

 dt. (A.11)

Using the trigonometric identities and definition of instantaneous active and reactive

power (A.5), we get:

d

dt

 V

θ
∗

 =
σ

2C

 V − β
2
V

3

0


− kvkiω

∗

4πC

∫ 2π
ω∗

0

 1
V

(CαP (t) + SαQ(t)) + ZβV (cos θβ + cos (2ω∗t+ 2θ∗ + θβ))

−1

V
2 (CαQ(t)− SαP (t))− Zβ (sin (2ω∗t+ 2θ∗ + θβ)− sin θβ)

 dt.
(A.12)

The averaged VOC dynamics (5.2)-(5.3) are recovered by evaluating the integral in

(A.12) and using (A.3) as follows:

d

dt
V =

σ

2C

(
V − β

2
V

3
)
− kvki

2C

(
CαP

V
+
SαQ

V
+ CβV

)
, (A.13)

d

dt
θ = ω∗ − ω +

kvki
2C

(
CαQ

V
2 −

SαP

V
2 − Sβ

)
. (A.14)
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Appendix B

Stability of the High Voltage

Solution

The small-signal stability analysis of the high voltage equilibrium solution to (5.22)

is considered in this appendix. It is demonstrated that the high voltage root in

(5.26) is locally asymptotically stable by analysing the linearised averaged VOC dy-

namics around the equilibrium point. The dependence of active and reactive power

on the averaged RMS voltage magnitude and phase dynamics can be expressed as

P γ := pγ(V , θ) and Qγ := qγ(V , θ), respectively. Linearising the averaged VOC dy-

namics (5.22) and (5.23) around the equilibrium point (V eq, θeq), we get the following

Jacobian matrix J ∈ R2×2 with entries as follows:

[J ]1,1 =
σ

2C

(
1− 3β

2
V

2
)

+
kvkiP γ

2CV
2 −

kvki

2CV

∂P γ

∂V
− kvkiCβ

2C
, (B.1)

[J ]1,2 = − kvki

2CV

∂P γ

∂θ
, (B.2)

[J ]2,1 = −
kvkiQγ

CV
3 +

kvki

2CV
2

∂Qγ

∂V
, (B.3)

[J ]2,2 =
kvki

2CV
2

∂Qγ

∂θ
. (B.4)

In case of ideal LC/LCL filters with zero equivalent series resistance of inductors

and capacitors (i.e. Rf = Rc = Rg = 0), the imaginary part of the impedance
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constant zα = Rα+ Xα is zero (i.e. Xα = 0). Further, in case of practical LC/LCL

filters with small (almost negligible) equivalent series resistance of inductors and

capacitors, the imaginary part Xα ≈ 0. Under this reasonable, practical assumption,

(5.19) can be re-written as follows:

 Pγ

Qγ

 ≈ Rα

 P

Q

 . (B.5)

In order to determine the stability of the non-zero RMS voltage magnitude equilib-

rium point, the following assumption is made to decouple the linearised dynamics of

the averaged RMS voltage magnitude and phase of the virtual oscillator-controlled

inverter:

∂pγ(V eq, θeq)

∂θ
≈ Rα

∂p(V eq, θeq)

∂θ
= 0. (B.6)

Note that for low voltage power grids with resistive lines, (B.6) provides a stan-

dard power-flow decoupling assumption. Under assumption (B.6), the stability of

averaged RMS voltage magnitude dynamics can be guaranteed for the following

condition on the entry of the Jacobian matrix:

[J ]1,1 =
σ

2C

(
1− 3β

2
V

2
)

+
kvkiP γ

2CV
2 −

kvki

2CV

∂P γ

∂V
− kvkiCβ

2C
< 0. (B.7)

Let us now consider a particular load with constant averaged power over an ac-cycle;

when also satisfying the decoupling assumption in (B.6), we have:

P γ = pγ(V , θ) = P γ,eq. (B.8)

The two possible solutions of the averaged RMS voltage magnitude dynamics (5.22)

at equilibrium are given by:
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V
low

eq = kv

√√√√σβ −
√
σ2
β − 6α (ki/kv)P γ,eq

3α
, (B.9)

V
high

eq = kv

√√√√σβ +
√
σ2
β − 6α (ki/kv)P γ,eq

3α
. (B.10)

Using (B.7) and (B.8), the averaged RMS voltage magnitude at equilibrium should

satisfy the following condition to be stable:

3σβ

2
V

4

eq − σβV
2

eq − kvkiP γ,eq > 0. (B.11)

For P γ,eq > 0, the condition (B.11) holds for all V eq, satisfying the following condi-

tion:

V eq >

√√√√σβ +
√
σ2
β + 6αβkikvP γ,eq

3αβ
= kv

√√√√σβ +
√
σ2
β + 18(ki/kv)αP γ,eq

9α
=: V lim,

(B.12)

where β = 3α
k2
vσ

is substituted in (B.12). The stable equilibrium RMS voltage mag-

nitude V eq should satisfy the condition in (B.12) for a particular equilibrium power

P γ,eq < Scr, where Scr is defined in (5.6). The V lim can be bounded by replacing

P γ,eq = Scr in (B.12) as follows:

V lim < kv

√√√√σβ +
√
σ2
β + 3σ2

β

9α
= kv

√
σβ
3α

= V cr. (B.13)

Considering the two possible equilibria (B.9) and (B.10), the V high

eq > V cr. Further,

from the inequality in (B.13), it follows that V high

eq > V lim; hence, establishing

the local asymptotic stability of the high voltage solution of averaged RMS voltage

magnitude.
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