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## Abstract

The Finite element method (FEM) constitutes a general tool for the numerical solution of partial differential equations in engineering and applied science. Great amount of research has been conducted on FEM in terms of mathematics and applications, contributing to its dominance over numerical method in solid mechanics and structural analysis. Although it is a principle method for solving complex problems in the engineering field, deficiency in geometric representation has been detected. Besides, it could be expensive in terms of time and human resource to create the mesh required by the FEM. The research towards integrating geometry and analysis has led to the Isogeometric Analysis (IGA) (Hughes et al., 2005). However, as the CAD model provides information only of the boundary, a 2D/3D stress analysis is still one major step away.

This thesis presents a simple and efficient technique based on the combination of the scales boundary finite element method (SBFEM), automatic mesh generation and adaptive refinement algorithms to reduce the
human efforts in the structural analysis. In the SBFEM, only the boundary information is required and hence a seamless integration can be provided with the CAD modelling. The NURBS basis functions are adopted to discretize the unknown fields in the circumferential direction within the proposed framework, whilst analytical solution is sought in the radial direction. This framework will also be further extended to problems with singularities and to dynamic analysis.

To mode problems with complex geometries, the problems domains are divided into a mesh of scaled boundary finite elements. A quad-tree based mesh generation algorithm is developed. High quality mesh will be generated with the help of the algorithm and the computational cost will also be improved due to the utilization of the patterns in the quad-tree. Furthermore, no human efforts are required for the pre-processing as the output of the CAD software (i.e. IGES file) will be used to determine the geometric information automatically. Any mismatch between the geometric representation in design and in numerical analysis may be prevented as the design is used directly.

To ensure a controllable accuracy and minimal computational cost, an adaptive and robust mesh refinement algorithm is also developed to prevent unnecessary refinement in the region which contributes little to the improvement to the accuracy. The expressions related to the eigenvalues of the SBFEM formulation representing the quantity of the error in
the interpolation are adopted as one of the error indicators, together with the area and other geometric properties of the Scaled Boundary Finite Element. A machine learning model using the Multilayer Perceptron (MLP) is trained to determine whether a Scaled Boundary Finite Element needs refinement or not based on all these information.

The proposed method is further extended to 3D with an initial mesh generated based on the STL file and octree algorithm. The octree mesh provides a high quality mesh in 3D for SBFEM and the IGES file from the CAD software will be adopted in order to map intersection points back to NURBS surfaces to preserve an exact geometry. The convex hull properties of the NURBS are utilized to accelerate the algorithm.

Numerical examples are presented to verify the proposed technique with the results from the literature and the numerical results obtained using the commercial software ANSYS. The accuracy and the convergence properties of the proposed method are demonstrated with benchmark problems in the context of linear elasticity and linear elastic fracture mechanics. The presented results show a higher accuracy and rate of convergence of the proposed method.
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## Nomenclature

| Greek Letters |  |
| :--- | ---: |
| $\epsilon$ | Threshold |
| $\{\epsilon\}$ | Strain tensor |
| $\zeta(x)$ | Softplus function |
| $\kappa$ | Kolosov constants |
| $\lambda$ | Eigenvalue |
| $\nu$ | Poisson's ratio |
| $(\xi, \eta, \zeta)$ | NURBS knot vector |
| $\{\Xi\}$ | Dened boundary finite element coordinates |
| $\rho$ | Logistic sigmoid |
| $\sigma$ | Stress tensor |
| $\{\sigma\}$ | Surface tractions |
| $\{\Phi\}$ | Stress mode |
| $\left\{\psi_{\sigma}\right\}$ |  |

## Latin Letters

| $\{B\}$ | Minibatch |
| :---: | :---: |
| $\{c\}$ | Integrating constants |
| $\{C(u)\}$ | NURBS curve |
| $E$ | Young's modulus |
| $E_{a \sim b}$ | Cross entropy between data set $a$ and $b$ |
| $\left[E_{0}\right],\left[E_{1}\right],\left[E_{2}\right]$ | Element coefficient matrices |
| $\{F\}$ | Nodal forces |
| $G$ | Shear modulus |
| $J(\theta)$ | Cost function |
| $\|J\|$ | Determinant of Jacobian matrix |
| $[J(\xi, \eta, \zeta)]$ | Jacobian matrix |
| $K_{\text {I }}, K_{\text {II }}$ | Stress intensity factors for mode I and II |
| [K] | Stiffness matrix |
| $L(x, y, \theta)$ | Pre-example Loss function |
| [L] | Linear differential operator |
| $[N(\eta)]$ | Shape function |

Shape function

| $p$ | Order of the shape function |
| :--- | ---: |
| $[P]$ | NURBS control points |
| $\{q(\xi)\}$ | Internal force vector |
| $(r, \theta)$ | Polar coordinates |
| $S(u, v)$ | NURBS surface |
| $\{u\}$ | Nisplacement vector |
| $[w]$ | NURBS surface weight matrix |
| $\{w\}$ | Namiltonian coefficient matrix |
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## Chapter 1

## Introduction

### 1.1 Background

Structural engineering is one of the aspects in civil engineering that aims at the design of the structure which supports the loads without failure. The loads imposed may be any physical forces due to gravity, wind action, vibration, temperature change, etc. In the ancient age, it helped the people to build and maintain mega-structure s such as pyramid and sphinx in Egypt. Nowadays, thanks to the tremendous development in mathematics and material science, an increasingly wider range of different complex structures becomes possible to analysis.

As a result of the increasingly complicated geometry in structural engineering and the birth of the computer, Computer Aided Design (CAD)

### 1.1. BACKGROUND

has been developed in 1980s (Weisberg, 2008). The first Unigraphics System (for 2D modelling and drafting) was sold by United Computing in 1975 (Stefano and Politecnico, 2010). Nowadays, CAD has been widespread and won significant popularity. A predominant amount of the designs delivered to structural engineers are generated by the help of commercial CAD softwares. Besides, the CAD has also been extended to other fields especially mechanical and aerospace engineering where extreme complex geometry are treated.

The traditional structural analysis method which depends on a closed form mathematical solution becomes incapable to handle the highly complicated geometric input. This motivated the Finite element method (FEM) which constitutes a general tool for the numerical solution of partial differential equations in engineering and applied science to be proposed (Berkeley, 2010). It did not achieve enormous popularity until early 1950s, when digital computer was developed. After that, the method was refined with the help of variational methods from Lord Rayleigh (1870) and W. Ritz (1909) as well as the Galerkin's weighted-residual approach (Felippa, 1994). Then, great amount of research has been conducted on the FEM in terms of mathematics and applications, contributing to its dominance over numerical method in solid mechanics and structural analysis by the beginning of the 1990s (Clough, 1980). Although it is a principle method for solving complex problems in the engineering field, lack of the local mesh refinement and the inability to formulate unbounded domain restrict

### 1.1. BACKGROUND

the usage of the FEM in some area. As a consequence, other numerical methods such as Boundary Element Method (BEM) (Li and Qian, 2011; Wardle, 1984) and the Extended FEM (X-FEM) (Moës et al., 1999) were proposed. In the BEM, only the boundary was discretised, contributing to a reduction of the spatial dimension by one. Besides, the problem involves the unbounded domain can be solved naturally. Nevertheless, the fundamental solution satisfying the governing differential equations in the domain must be available. Unfortunately, this fundamental solution may be extremely complex. The X-FEM extended the FEM to solve problems with localized features that are not efficiently resolved by mesh refinement. Compared to the traditional FEM, the X-FEM exhibits a strong ability of modeling the fractures in the material.

The FEM could be one of the most popular numerical methods in engineering analysis. In the FEM, a meshing procedure that discretize the problem domain into individual elementary components or "elements" is necessary. The solution of the whole system is calculated by assembling its discretized elements. However, creation of mesh in FEM can be expensive in terms of time and human resource. Numerous studies have been conducted for an automatic mesh generation algorithm (Blacker and Meyers, 1993; Löhner and Parikh; Owen, 2000; Watson, 1981).

When complex geometric input is involved, chances are that a considerably fine mesh is required to capture the localized phenomena. How-

### 1.1. BACKGROUND

ever, a naive implemented mesh generation algorithm usually produce s a uniform mesh where small elements are created even though they are only necessary in limited areas. Hence the adaptive finite element analysis was proposed to maximize the quality of the numerical solution for a given amount of the computational effort. In this method, tiny elements are generated at the required areas only and coarse mesh is expected for the rest. Since the stress or the displacement is unknown before the numerical method is conducted, an adaptive mesh can be difficult to be generated based on the geometry and boundary condition only. As a consequence, the concept of the "posteriori error estimator" was introduced to estimate the error contribution of each element based on the solution calculated from the FEM (Bauman et al., 2009; Bernardi et al.; Duval et al., 2018; Prudhomme et al., 2009).

In the existing computational methods, the geometry is interpolated by high order polynomials and the exact geometry is neglected due to its intricacy. However, the accuracy of adopting it into computational mechanics seems to be limited (Szabo et al., 2004). Tensor product NonUniform Rational B-spline (NURBS) is a well-known curve and surface representation method and has been adopted as a standard in computer graphics, computer-aided-design (CAD) (Nasri, 2003) and Initial Graphics Exchange Specification (IGES) since 1983 (IGES, 1986). Nowadays, the employment of rational polynomial functions in description of geometry in CAD/CAM applications is becoming more and more extensive (Piegl and

### 1.1. BACKGROUND

Tiller, 1987) and the CAD has been widespread and won even more popularity than the FEM does. While, the geometric descriptions adopted by engineers today for CAD and that for analysis are totally different. Furthermore, frequent design modifications in fast pace, modern society restricts the usage of analysis if a new mesh cannot be created in a short duration.

The creation of mesh in FEM can be expensive in terms of time and human resource. One possible solution is trying to replace the geometric modelling tool in FEM by something more CAD-like. NURBS, for example, is a standard mathematical model utilized in CAD industry. Exact CAD geometric boundary is achieved with the help of the NURBS curve and surface. This idea to be geometrically exact with a minimum discretization was adopted in the Isogeometric analysis developed in 2005 (Hughes et al., 2005) and further refined recently (Bazilevs et al., 2006a,b; Cottrell et al., 2006, 2009; Hughes et al., 2005; Zhang et al., 2007). Furthermore, a simplified mesh refinement method by omitting the necessity for communication with the CAD geometry once the initial shape was received is also targeted (Cottrell et al., 2007). It shows advantage in the structure analysis, fluid mechanics (Buffa et al., 2011) and dynamics (Cottrell et al., 2006).

A Scaled Boundary finite element method (SBFEM) which has similarity with both the FEM and the BEM is proposed to eradicate the necessity of fundamental solution in the BEM. SBFEM is a novel semi-
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analytical approach developed by Wolf and Song (Wolf and Song, 1999). As a method developed based on the FEM and the BEM, the SBFEM is a fundamental-solution-less boundary element method which keeps the benefits of the both as well as provides some effective solutions to the limitations to the FEM and the BEM (Wolf and Song, 1999). The fundamental solution is no longer required, spatial dimension is reduced by one as only the boundary is meshed with surface elements which leads to a decline in the number of unknowns and achievement of infinite boundary (Wolf, 2003).

### 1.2 State of the problem

In current Isogeometric analysis, accuracy problems with numerical integration of a rational polynomials attract significant attention (Auricchio et al., 2012; Hughes et al., 2010; Sevilla and Fernández-Méndez, 2011). Furthermore, incapability to create a set of control points to fit an inhomogeneous essential boundary condition may lead to considerable errors and lower converge speed due to the non-interpolatory characteristics of the NURBS (Koo et al., 2013; Wang and Xuan, 2010; Wolfgang and Sven, 2011). Besides, although numerous amount of research has been conducted on improving the algorithm efficiency (Boor De, 1972; Choi et al., 1990; Grabowski and Li, 1992; Pan, 2001; Qin, 1996; Wang et al., 2012), most of the time is devoted to calculate the basis function which restricts the usage of high order basis function in 3D problems. Moreover, one of
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the most critical problems in the existing Isogeometric analysis lies in the dimension incompatibility. It is based on FEM where 3D NURBS solids are required for meshing in 3D problems but only the boundary is described in CAD system. Further meshing process for converting input surface data to higher dimension physical geometry in isogeometric analysis has been referred to as "analysis-aware modelling" (Cohen et al., 2010). Considerable research on solving this incompatibility by domain parameterization has been performed using a variety of methods (Aigner et al., 2009; Martin et al., 2009; Qian and O., 2011; Yang and Qian, 2007).

T he conventional FEM allows only hexahedron, tetrahedron, wedge and pyramid in 3D and triangular and quadrilateral elements in 2D which poses a heavy burden on mesh generation. In order to achieve a reasonably accurate result, the mesh of the traditional FEM is required to conform to the boundary of the problem domain. One rough estimate provided by Hughes et al. (2004) suggests that more than half of the overall analysis time is spent on meshing in the industries such as automotive and aerospace where complex shapes are involved. As a consequence, it could be necessary to develop an automatic mesh generation algorithm using limited types of shapes (Frey and George, 2007).

Numerous research has been conducted on the "posteriori error estimator" to achieve an adaptive analysis and it has been developed in the FEM (Ainsworth and Oden, 1993; Boroomand and Zienkiewicz, 1999;
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Zienkiewicz and Zhu, b,c; Zienkiewicz et al., 1999), the BEM (Guiggiani, 1990; Kamiya and Kawaguchi, 1992; Zhao, 1998) and the SBFEM (Deeks and Wolf, 2002c). However, some of these error estimators require extra works such as stress recovery. Besides, it could be difficult to determine the most suitable error indicator to a given problem. Furthermore, the threshold is taken manually which limits the usage of several indicators as the number of the threshold grows quadratically as the number of the estimators increases.

### 1.3 Objective and significance

As discussed in Sec. 1.2, there are several limitations associated with the existing numerical methods. This thesis aims at developing a complete and systematic numerical method where all procedures are conducted without human involvement for an arbitrary geometric input in both 2D and 3D situations. After the design files (IGES file and STL file in 3D) are delivered in electronic form, the proposed method shall be able to parse the geometric input, generate the mesh (quadtree in 2D and octree in 3D), determine the result using SBFEM and refine the mesh based on the error estimator automatically. The SBFEM is adopted as it requires only the boundary information and hence provides a seamless integration with the CAD modeling. The main objectives of this thesis are as follows

1. Minimize human efforts spent on structural analysis
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2. Be compatible with arbitrary geometric input in both 2D and 3D
3. Generate high quality mesh
4. Retain exact geometry
5. Develop a robust, extensible and flexible error estimator

Accomplishing tasks mentioned above makes significant contributions to solve the practical engineering problems automatically. Furthermore, a new error estimator trained using machine learning algorithm allows unlimited number of indicators to be used.

### 1.4 Outline of the thesis

In the next chapter, a literature review on the existing numerical methods including the Isogeometric analysis and the SBFEM, the automatic mesh generation algorithm and the adaptive mesh refinement is presented. The advantages and disadvantages of different methods are critically discussed.

In Chapter 3, the idea of the isogeometric analysis is extended to the SBFEM to solve 2D problem s including linear elasticity and linear elastic fracture mechanics. The NURBS basis functions are adopted as the shape functions in the SBFEM instead of the conventional Legendre polynomials. Some key formulations in linear elasticity and linear elastic
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fracture mechanics in the SBFEM using the NURBS shape functions are derived. In order to perform a numerical integration on piecewise polynomials, a knot insertion is adopted to convert a piecewise polynomial to multiple non-piecewise polynomials. NURBS curve fitting is also introduced to enforce the stress boundary condition.

Chapter 4 implements an IGES adaptor which can convert the geometric information stored in IGES file into polylines. A quad-tree based mesh generation algorithm is developed to handle arbitrary geometric input from these polylines. In order to retain the exact geometry, the intersection point on the polyline is projected back onto the original NURBS curve. The projection is accelerated using the convex hull property and the quick hull algorithm is hence introduced. Hard point treatment is developed in order to handle the multiple material interfaces, sharp edges or cracks. Optimization algorithms such as bucket sort are adopted to improve the computational efficiency of the mesh generation. Stress analysis is conducted on 2D linear elasticity problems.

In Chapter 5, an adaptive mesh refinement algorithm is proposed by the help of machine learning. Expressions related to the eigenvalues of the SBFEM formulation together with some key geometric properties of the scaled boundary finite element are obtained as the error indicators. The models trained by the Multilayer Perceptron (MLP), the Support Vector Machine (SVM) using radial kernel function and the random forest are
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compared and the MLP model which achieves the best performance is used. In order to improve the accuracy of the MLP, regularization methods including bagging and dropout are adopted. Due to the lack of eigenvalue error indicator in first order triangular element s, the method that eliminates these situation is produced. A matrix representation of NURBS curves is presented to achieve a higher efficiency and stability in calculating the intersections between a line and a NURBS curve. Stress analysis is conducted on 2D linear elasticity problems.

Chapter 6 references an octree based automatic mesh generation algorithm based on the STL file in 3D (Liu et al., 2017). In order to retain the exact geometry, a method that can project intersection points on the triangular surfaces back to their origin NURBS surfaces is developed. Another method that can calculate the intersection point between an edge in the scaled boundary finite element and the NURBS surface is also presented for the purpose of exact geometry. The matrix representation of the NURBS surface in 3D is introduced to improve the computational efficiency and stability of the calculation of the intersection. Splitting NURBS surfaces is adopted to accelerate the algorithm in both point projection and intersection calculation. The computational efficiency of them are further improved by utilizing the strong hull properties of the NURBS surface and hence the quick hull algorithm in 3D is introduced.

### 1.4. OUTLINE OF THE THESIS

Chapter 7 presents conclusions to the research. Possible future works are proposed.

## Chapter 2

## Literature review

### 2.1 Isogeometric analysis

In the traditional approach, geometric design and analysis are treated as separate modules requiring different methods and interpretations. For example, the geometric design module employed non-uniform rational Bsplines (NURBS) introduced in Sec. 2.1.2 to describe the geometry, whilst the analysis module consisted of one of the following

1. Mesh based discrete models, such as the finite element method (FEM) (Hughes)
2. Boundary based methods, such as the boundary element method (BEM) (Sutradhar et al., 2008), scaled boundary finite element method (SBFEM) (Song and Wolf, 1997)
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3. Meshless methods (Liu, 2003)

The approximation space employed in the analysis module to describe both the geometry and the fields is different from that used in the CAD system. Hence it requires repetitive conversion between the CAD and the analysis and in this process errors are inevitable. Moreover, the analysis module employs polynomials that do not lead to exact representation of the geometry, whilst the geometric module employs Bzier representations that use Bernstein polynomials or B-splines and NURBS that employ de Boor polynomials (Piegl and Tiller, 1997). The above representations utilize basis functions and control points to represent the geometry, in addition to this, B-splines and NURBS also utilize a vector of knots. NURBS further use weights to control points to model intricate shapes.

As a consequence, the concept of isogeometric analysis is proposed (Hughes et al., 2004), in which the conventional Lagrange polynomials are replaced with the NURBS basis functions. The concept of isogeometric analysis (IGA) has revolutionized the analysis procedure. The IGA provides a natural link with the CAD model. A key feature of this framework is that the geometry is represented exactly by NURBS and the isoparametric concept is invoked to define the field variables. Since its inception, the method has been applied to a variety of problems such as plates and shells (Hosseini et al., 2014; Nguyen-Thanh et al., 2011a; Nguyen-Xuan et al., 2014), as cohesive elements (Nguyen et al., 2014), for shape optimization (Wall et al., 2008), fluidstructure interaction problems
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(Bazilevs et al., 2012), problems with strong discontinuities and singularities (Bazilevs et al., 2012; Jia et al., 2015; Oh et al.), optimization problems (Ghasemi et al., 2014) to name a few. Jia et al. (Jia et al., 2013) by incorporating reproducing kernel approximation methods, alleviated the instabilities of the conventional triangular B-spline element. The new approach yielded improved convergence rate and accuracy when compared to the conventional triangular B-spline element. This seems to be a promising alternative to NURBS and T-splines where considerable effort s are required for local refinements. In the conventional IGA, the surfaces/volumes are represented by the tensor product of the corresponding knot vectors. This requires the domain to be discretized with standard shapes and leads to a restricted number of boundary curves/surfaces. Also, this leads to excessive overhead of control points with refinement. This can be circumvented by adopting local refinement as proposed (Nguyen-Thanh et al., 2011b) or by employing T-splines (Sederberg et al., 2003). Recently, Simpson et al. (Simpson et al., 2012, 2013) proposed the isogeometric boundary element method (IGABEM), in which the NURBS functions were used to approximate the unknown fields. This framework circumvents the need to discretize the domain, as required by the IGAFEM. It was shown that the IGABEM is more accurate than the conventional BEM with polynomial interpolations. Furthermore, Scott et al. (Scott et al., 2013) and Simpson et al. (Simpson et al., 2014) combined the collocated IGABEM with T-splines for linear elastostatics and acoustic analysis, respectively. The concept of IGABEM was further extended to damage tolerance assessment (Peng, Xuan; Atroshchenko, Elena; Bordas, 2014) and shape sensitivity analysis
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(Lian, Haojie;Simpson, Robert;Bordas, 2013).

### 2.1.1 Initial Graphics Exchange Specification (IGES) file

The Initial Graphics Exchange Specification (IGES) is one of the standard file formats that allows the digital data exchange among the CAD industries, proposed by the United States Air Force (USAF) Integrated Computer Aided Manufacturing (ICAM) project (U.S. Product Data Association;, 2006). The initial propose of the ICAM was to significantly decrease the expenditure of data exchange in Aerospace manufacturing industry by developing procedures processes and CAD softwares. In order to minimize the gap between parts design and manufacturing in Aerospace industry, ICAM planed to improve the CAD software so that it can produce the numerical control programs automatically for the complex Computer Numerically Controlled (CNC) machine tools. One of the significant problem of it is that the data structure of the output of different CAD softwares can be different between each others. Later, this problem was solved by the introduction of the IGES.

The IGES had not gain popularity until 1988, when United State Department of Defense (USDoD) accepted the IGES file only for the contract of all weapon system s if the products are delivered in digital form. Consequently, any CAD software whose targeting customers want to sell their products to USDoD must support this file specification in terms of reading
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and writing.

A typical IGES file will be divided into 5 sections: start section, global section, directory entry section, parameter data section and terminate section as shown in Fig. 2.1. The mathematical tool that represents most of geometric shapes in the IGES file is the NURBS curve in 2D and the NURBS surface in 3D which will be introduced in Sec. 2.1.2

| $8\left\|9{ }^{8} 91617 \quad 24\right\| 25 \quad 32 \mid$ | 40 | 48 | ${ }_{56} \mid 57$ | 72 | $73 \quad 80$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Start Section - a human readable prologue to the file. It contains one or more lines using ASCII characters in columns 1-72. |  |  |  |  | $\begin{array}{\|c} \text { So0000001 } \\ \text { So000002 } \\ \text { So000003 } \\ \vdots \\ \text { S000000N } \end{array}$ |
| Global Section - sending system and file information. <br> It contains the number of lines needed to hold the parameter fields, separated by parameter delimiters, and terminated by one record delimiter, in columns 1-72. |  |  |  |  | $\begin{array}{\|c\|} \text { G0000001 } \\ \text { G0000002 } \\ \text { G0000003 } \\ \vdots \\ \text { G000000N } \end{array}$ |
| Directory Entry Section - contains one pair of lines for each entity Directory entry fields 1-9 in nine 8 -column-wide fields Directory entry fields $10-18$ in nine 8 -column-wide fields |  |  |  |  | $\begin{aligned} & \text { D0000001 } \\ & \text { D000000 } \end{aligned}$ |
| Parameter Data Section - values and parameter delimiters terminated by one record delimiter, in columns 1-64; column 65 is unused |  |  |  | DE back Pointer | $\begin{aligned} & \text { P0000001 } \\ & \text { P0000002 } \end{aligned}$ |
| S0000020 G0000003D0000500 P0000261 | Terminate Section - record counts for preceding sections; columns $33-72$ unused |  |  |  | T0000001 |

Figure 2.1: File structure of an IGES file

### 2.1.2 Non-Uniform Rational B-Spline (NURBS)

In the proposed approach, the geometry and the unknown fields are represented by the NURBS. In this section, a brief overview is given. For
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more detailed description and implementation aspects, interested readers can refer to (Nguyen et al., 2015; Piegl and Tiller, 1997).

NURBS are the superset of B-spline functions. B-spline is short for basis spline and is a generalization of Bzier curves. A spline function is a piecewise polynomial function of degree $p$ and the points of intersection of such functions are called knots. The number of knots must be equal to or greater than $p+1$. One of the salient features of spline functions is that the functions are continuous at the knots, however, the continuity of the functions can be altered by repeating the knots. The B-spline functions are parametric functions of the form $F(\eta)$ in which the parameter $\eta$ lies in the parametric space. The key ingredients in the construction of B-spline functions are: the knot vector (a non decreasing sequence of parameter values, $\left.\eta_{i} \leq \eta_{i+1}, i=0,1, \ldots, m-1\right)$ and the degree of the curve p . The $i$ th B-spline basis function of degree $p$, denoted by ${ }_{i, p}$ is defined as (Piegl and Tiller, 1997):

$$
\begin{align*}
& N_{i, 0}(\eta)= \begin{cases}1 & \eta \in\left[\eta_{i}, \eta_{i+1}\right] \\
0 & \eta \in\left(-\infty, \eta_{i}\right) \cup\left(\eta_{i+1}, \infty\right)\end{cases}  \tag{2.1}\\
& N_{i, p}(\eta)=\frac{\eta-\eta_{i}}{\eta_{i+p}-\eta_{i}} N_{i, p-1}(\eta)-\frac{\eta_{i+p+1}-\eta}{\eta_{i+p+1}-\eta_{i+1}} N_{i+1, p-1}(\eta)
\end{align*}
$$
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The first derivative of the B-spline basis function can be computed recursively from lower order basis functions as:

$$
\begin{equation*}
\frac{d}{d \eta} N_{i, p}(\eta)=\frac{p}{\eta_{i+p}-\eta_{i}} N_{i, p-1}(\eta)-\frac{p}{\eta_{i+p+1}-\eta_{i+1}} N_{i+1, p-1}(\eta) \tag{2.2}
\end{equation*}
$$

The B-spline basis functions has the following properties:

1. Non-negativity
2. Partition of unity, $\sum_{i} N_{i, p}=1$
3. Interpolatory at the end points. The last point requires special treatment when imposing non-homogeneous Dirichlet boundary conditions (Nguyen et al., 2015).

Moreover, the spline function has limited support. Given $n+1$ control points $\left(P_{0}, P_{1}, \ldots, P_{n}\right)$ and a knot vector $\Xi=\left\{\eta_{0}, \eta_{1}, \ldots, \eta_{m}\right\}$, the piecewise polynomial B-spline curve of degree p is defined as:

$$
\begin{equation*}
C(\eta)=\sum_{i=0}^{n} P_{i} N_{i, p}(\eta) \tag{2.3}
\end{equation*}
$$

where $P_{i}$ are the control points. A B-spline curve has the following information: $n+1$ control points, $m+1$ knots and a degree $p$. It is noted that $n, m$ and $p$ must satisfy $m=n+p+1$. The $\mathbf{B}$-spline functions also provide a variety of refinement algorithms, which are essential when employing B-spline functions to discretize the unknown fields. The analogous $h$ and $p$ refinement can be done by the process of 'knot insertion' and 'order el-
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evation'. Another unique feature of the B-spline basis function is that, it is possible to combine the knot insertion and the degree elevation, commonly referred to as k-refinement in the literature (Hughes et al., 2005). Here we briefly discuss the knot insertion and the degree elevation. For more details, interested readers are referred to (Hughes et al., 2005; Piegl and Tiller, 1997) and references therein.

### 2.1.2.1 Knot insertion

Consider a B-spline basis functions defined on $\Xi=\left\{\eta_{0}, \eta_{1}, \ldots, \eta_{m}\right\}$, let $\bar{\eta} \in\left[\eta_{k}, \eta_{k+1}\right)$, and insert $\bar{\eta}$ into $\Xi$ to form a new knot vector $\bar{\Xi}=$ $\left\{\eta_{0}, \ldots, \bar{\eta}_{k}=\eta_{k}, \bar{\eta}_{k+1}=\bar{\eta}, \bar{\eta}_{k+2}=\bar{\eta}_{k+1}, \ldots, \eta_{m+1}=\eta_{m}\right\}$. Simultaneously, the size of the control points is increased by one. Thus $C(\eta)$ has a representation on $\bar{\Xi}$ of the form

$$
\begin{equation*}
\mathbf{C}(\eta)=\sum_{i=0}^{n+1} \bar{N}_{i, p}(\eta) \mathbf{Q}_{i} \tag{2.4}
\end{equation*}
$$

Where $\mathrm{Q}_{i}$ is:

$$
\begin{equation*}
\mathbf{Q}_{i}=\alpha_{i} \mathbf{P}_{i}+\left(1-\alpha_{i}\right) \mathbf{P}_{i-1} \tag{2.5}
\end{equation*}
$$

where

$$
\alpha_{i}= \begin{cases}1 & i \leq k-p  \tag{2.6}\\ \frac{\bar{\eta}-\eta_{i}}{\eta_{i+p}-\eta_{i}} & k-p \leq i \leq k \\ 0 & i \geq k+1\end{cases}
$$
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### 2.1.2.2 Order elevation

Let $\mathbf{C}(\eta)=\sum_{i=0}^{n} N_{i, p}(\eta) \mathbf{P}_{i}$ be a $p$ th-degree B-spline curve on the knot vector $\Xi$. As a piecewise polynomial curve with $p+1$ order, $\mathbf{C}(\eta)$ is expected to be expressed in higher order basis functions. In other words, another set of control points $Q_{i}$ and knot vector $\Xi$ should exists such that

$$
\begin{equation*}
\mathbf{C}(\eta)=\sum_{i=0}^{\bar{n}} N_{i, p+1}(\eta) \mathbf{Q}_{i} \tag{2.7}
\end{equation*}
$$

The procedure to elevate the order of a B-spline is listed as follows (Piegl and Tiller, 1997):

1. Extract each Bzier segment from the curve
2. Elevate the order of each Bzier segment
3. Remove unnecessary knots separating the $(i-1)$ th and $i$ th segments When elevating a $p$ th Bzier curve, a new set of control points can be determined from:

$$
\begin{equation*}
\mathbf{Q}_{i}=\left(1-\alpha_{i}\right) \mathbf{P}_{i}+\alpha_{i} \mathbf{P}_{i-1} \tag{2.8}
\end{equation*}
$$

where $\alpha_{i}=\frac{i}{p+i}, i=0, \ldots, p+1$. Fig. 2.2 and Fig. 2.3 show an example of basis function when performing a knot insertion and order elevation, respectively.

Besides, it is found that if the order is elevated to $q$ and only then inserted a unique knot value, the basis would have $q-1$ continuous derivatives at the knot we inserted and this process is called $k$-refinement (Hughes
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Figure 2.2: B-spline functoins: knot insertion
et al., 2005). Despite the flexibility offered by the B-splines, they lack the ability to exactly represent some shapes such as circle and ellipsoids. To improve this, non-uniform rational B-splines (NURBS) are formed through rational functions of B-splines. The NURBS thus form the superset of Bsplines. The key ingredients in the construction of NURBS basis functions are: the knot vector (a non decreasing sequence of parameter values, $\eta_{i} \leq \eta_{i+1}, i=0,1, \ldots, m-1$ ), the degree of the curve $p$ and the weight associated to a control point, $w$. A $p$ th degree NURBS basis function is defined as follows:

$$
\begin{equation*}
R(\eta)=\frac{N_{i, p}(\eta) w_{i}}{W(\eta)}=\frac{N_{i, p}(\eta) w_{i}}{\sum_{i=0}^{n} N_{i, p}(\eta) w_{i}} \tag{2.9}
\end{equation*}
$$
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Original Curve with $\mathrm{K}=[-1,-1,-1,1,1,1]$


Refined Curve with $\mathrm{K}=[-1,-1,-1,-1,1,1,1,1]$


Original Basis Function


New Basis Function


Figure 2.3: B-spline functoins: order elevation
where $w_{i}$ are the weights for the $i$ th basis function $N_{i, p}(\eta)$. Fig. 2.4 shows the third order NURBS for an open knot vector.

The first derivative of a NURBS basis function is computed using the quotient rule and is given by:

$$
\begin{equation*}
\frac{d}{d \eta} R_{i, p}(\eta)=w_{i} \frac{N_{i, p}^{\prime}(\eta) W(\eta)-N_{i, p}(\eta) W^{\prime}(\eta)}{W(\eta)^{2}} \tag{2.10}
\end{equation*}
$$
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Figure 2.4: 3rd NURBS basis function for an open knot vector $\Xi=\{-1$, $-1,-1,-1,-1 / 3,-1 / 3,-1 / 3,0,1 / 3,1,1,1,1\}$. Note that the functions are only interpolatory at the end points
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### 2.2 Scaled boundary finite element method

The SBFEM developed by Song and Wolf (P. WOLF and Song, 1996) provides a promising semi-analytical method to analyze problem in fracture mechanics and unbounded domain. As a method developed based on the FEM and the BEM, the SBFEM is a fundamental-solution-less boundary element method which keeps the benefits of the both as well as provides some effective solutions to the limitations to the FEM and the BEM (Wolf and Song, 1999). In contrast to the FEM, only the boundary is discretized using the conventional FEM interpolating function which leads to a decline in the number of unknowns. It also allows solving the problem involving bimaterial interfaces and crack faces without the discretization of them. Compared to the BEM, the fundamental solution is no longer required. The infinite boundary can be achieved naturally as the radiation condition at infinity is satisfied in the SBFEM (Wolf, 2003)..

Fig. 2.5 illustrates a basic concept of the SBFEM. A scaling center $O$ is selected at a point from which the whole boundary of the domain is visible (scaling requirement). This condition is automatically satisfied for all convex polygons and many concave polygons. The scaling requirement is equivalent to the notion of "star convexity" (Bishop, 2014). For the domain that does not meet the scaling requirement, the requirement can always be satisfied by sub-structuring, i.e. dividing the structure into smaller subdomains, for example, scaled boundary polygon formulation (Natarajan et al.,
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2014). The problem domain can be covered by scaling the boundary in the radial direction respect to the scaling center with a ratio $\xi \in[0,1]$. In the domain, only the boundary at $\xi=1$ is discretized with the conventional shape functions.


Figure 2.5: Two dimensional scaled boundary coordinates, where $O$ is the scaling center and $\xi$ is the radial coordinate with $\xi=0$ at the scaling center and $\xi=1$ on the boundary.

The method proved to be far more versatile and was applied to static problems in bounded domains and extended to take into account prescribed displacements (Deeks, 2004) and concentrated loads (Vu and Deeks, 2014). A simple derivation of the necessary equations based on the virtual work principle is also presented (Deeks and Wolf, 2002a). This spurred the interest among researchers, as the similarity with the virtual work-based FEM derivation was highlighted. The method is further developed by deriving a stress recovery technique that was later adopted in adaptive refinement techniques, such as $h$ - and $p$-adaptive SBFEM (Deeks and Wolf, 2002c; Vu and Deeks, 2008; Yang et al., 2011). The wave in-
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teraction with a cylindrical structure is investigated (Tao et al., 2007) and the method is also extended to structural dynamics (Song, 2009) where the dynamic stiffness matrix was obtained as a continued fraction solution. The main advantage of this approach is that the inertial effect at high frequencies can be modeled by high-order terms of the continued fraction without introducing an internal mesh. A higher order spectral element was used in computation of the dispersion curves of the elastic wave using the SBFEM (Gravenkamp et al., 2014) and a superior accuracy compared to the conventional approaches is shown.

The conventional FEM is known to be inefficient to deal with internal discontinuities such as material interfaces or singularities. In an effort to overcome the limitations of the FEM, mesh-free methods and enrichment techniques such as the extended finite element method (XFEM) were introduced. Treatment of evolving discontinuities in mesh-free methods (Rabczuk and Belytschko; Rabczuk and Zi, 2007) and enrichment techniques (Areias et al., 2013; Babuška et al., 2003; Bordas et al.; Chau-Dinh et al., 2012) is more straightforward because it does not require conforming mesh or frequent mesh adaptation as the discontinuities evolve. On the other front, by exploiting the unique feature of the scaling center, the method allows the computation of stress intensity factors directly from their definitions (Deeks and Chidgzey, 2005; Song and Wolf, 2002). This has emerged to be an attractive alternate to the already established methods such as the XFEM and the meshless methods to model crack propagation.
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Chidgzey et al. (Bird et al., 2010; Chidgzey et al., 2008) coupled the SBFEM with the BEM for computations in fracture mechanics. This framework combines the semi-analytical solution accuracy of the SBFEM with the geometric flexibility provided by the BEM. Natarajan and Song (Natarajan and Song) combined the extended FEM and the SBFEM, thus, circumventing the need to know a priori the enrichment functions, required by the former. Recently, Ooi et al. (Ooi et al.) and Natarajan et al.(Natarajan et al., 2014) employed scaled boundary formulation in polygonal elements to study crack propagation and compared the performance with other displacement based formulations, respectively. Li et al.(Li et al., 2013) applied SBFEM to analyze two-dimensional fracture problems in piezoelectric materials. Ooi et al.(Ooi and Yang, 2010; Ooi et al., 2013; Ooi et al.) developed an efficient methodology for automatic crack propagation simulation using the SBFEM.

It can be seen that, since the inception of the method, the SBFEM has been applied to various problems in engineering and science. It should be noted that most of the above studies employed Lagrange interpolants to approximate the unknown fields in the circumferential direction. He et al. (He et al., 2012, 2014) employed moving least square (MLS) shape functions and Fourier series expansion to approximate the displacement fields in the circumferential direction. It should be noted that the MLS and Fourier basis functions do not satisfy Kronecker property and that special care must be employed to enforce the boundary conditions. It was shown

### 2.3. ADAPTIVE MESH REFINEMENT

that the SBFEM with MLS and Fourier shape functions yielded more accurate results than the MLS. Very recently, Lin et al.(Lin et al., 2014) employed non-uniform rational B-splines to approximate the unknown field in the circumferential direction. However, their study was limited to 2D elastostatics.

### 2.3 Adaptive mesh refinement

In some situations, the FEM mesh can be so locally coarse that some localized phenomena can not be captured. However, a naive implemented mesh generation algorithm usually produce s a uniform mesh where small elements are created even though they are only necessary in limited areas. X-FEM (Moës et al., 1999) or the Generalized FEM (Kim and Duarte; Strouboulis et al., 2001) was proposed to enrich the model when the mesh is so coarse that the local scale phenomena (crack for example) can not be taken into account. Others developed the multigrid algorithms which permits relevant computations while keeping the computational cost acceptable to solve this problem (Passieux et al.; Rannou et al.). However, only ad-hoc softwares support enriched finite element model or multigrid (Duval et al., 2018), which leads to the fact that these methods may not be applicable to all circumstances, especially for the users of the softwares that lack of such features.
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As a consequence, methods using a posteriori error estimator to refine the mesh adaptively was proposed and widely adopted in FEM (Ainsworth and Oden, 1993; Babuška and Rheinboldt; Bauman et al., 2009; Bernardi et al.; Boroomand and Zienkiewicz, 1999; Craig; Duval et al., 2018; Oden and Demkowicz, 1989; Prudhomme et al., 2009; Zienkiewicz and Zhu, a,b,c; Zienkiewicz et al., 1999) and BEM (Guiggiani, 1990; Kamiya and Kawaguchi, 1992; Kita and Kamiya, 1994; Kita et al., 2000; Zhao, 1998; Zhao and Wang, 1999). A posteriori error estimator using stress recovery technique for the SBFEM was also proposed (Deeks and Wolf, 2002c). However, some of these error estimators require extra work such as stress recovery. Besides, it could be difficult to determine the most suitable error indicator to a given problem. Machine learning and deep neural network introduced in Sec. 2.3.1 allow the usage of multiple error indicators was proposed (Saeed Iqbal; Graham .F. Carey, 2005). However, the fact that only the geometric properties were considered and the lack of physical indicators limit the effectiveness of this method.

### 2.3.1 Machine learning

A machine learning algorithm is such an algorithm that is able to learn from data and find regularities. The "learning" is defined as "A computer program is said to learn from Experience E with respect to some class of tasks T and performance measure P , if its performance at tasks in T, as measured by P, improves with experience E." (Mitchell, 1997)
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The tasks T refer to the task that are too hard to solve with fixed programs. For example, if a robot is designed to be able to walk, it can be done by a program that help the robot to learn how to walk or by a program written manually to tell the robot how to walk. The second option is rarely chosen because a fixed program can hardly adapt the complex situation in the reality. The tasks usually include classification and regression problems in numerical calculation.

As a way to measure the abilities of a machine learning program, quantitative measurement of its performance must be designed. Accuracy could be one of the most popular performance measurement in classification task. It is simply defined as the rate of examples for which the algorithms gives the same classification as the reality. In real world problem, the ability that a model performs on data that it has not seen before could be more important as it is related to its performance when used in real world problem s. Consequently, these performance measures are usually evaluated using a subset of the original data called test set. While another subset of the original data called training set is adopted to train the machine learning system.

A learning algorithm normally is either unsupervised learning or supervised learning. It is dependent on what kind of experience it has during the learning process. Unsupervised learning algorithms experience a dataset that have a series of features. It is expected to learn useful prop-
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erties of this dataset. While supervised learning algorithms experience a dataset that not only have many features, but also have a label or target. For example, in Iris Fisher data set (Fisher, 1936), fish species of each iris plant will be included as well as features of the fish.

The machine learning algorithms targeting classification problems used in the proposed method will be introduced in Sec. 2.3.2.

### 2.3.2 Multilayer perceptron(MLP)

There are plenty of machine learning algorithms such as Support Vector Machine (SVM) (Boser et al., 1996; Cortes and Vapnik, 1995), decision tree (Olshen, 1984), random forest (Ho, 1995), etc. that can be adopted in all kinds of situation. Multilayer Perceptron (MLP), also known as feedforward neural networks or deep feedforward networks will be introduced in detail in this section.

Fig. 2.6 illustrates a typical multilayer perceptron. The reason why it is called feedforward is because that all calculation are conducted all the way from the inputs $x$ to the outputs $y$, passing the intermediate computations. There is no feedback from a deeper layer to a shallower layer otherwise it becomes a recurrent neural network. It is called neural networks is because that they are usually defined by a composition of several distinct functions. These functions can be described as an acyclic graph.
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Take a function $f(x)=f^{(3)}\left(f^{(2)}\left(f^{(1)}(x)\right)\right)$ as an example, it describes a MLP with three layers. In this example, $x$ will be the input and the function $f^{(1)}$ is the first layer, $f^{(2)}$ being the second and the $f^{(3)}$ is called the output layer. Number of the functions or the length of the chains is called the depth of the neural network. When a neural network with large number of layers, it is consider as a deep neural network and it is where the term "deep learning" comes from. The training purpose of a MLP is to predict the output $y_{p}$ that is close to the accurate value $y_{a}$ from any given input $x_{p}$. A training set with both inputs $x_{t}$ and expected outputs $y_{t}$ specify directly the behavior of the output layer upon different inputs. There is no direct relationship between what other layers do and the training data. A suitable learning algorithm is expected to be able to train these intermediate layers to response properly so that the prediction from the output layers is accurate enough. These intermediate layers are called hidden layers as they are not directly related to the desired outputs.

Furthermore, the word neural illustrates that the idea of the topological model comes from neuroscience. In the mathematical model of the neural network, each unit in a layer acts independently like a neuron in human being's brain. Even though a layer of these 'neurons' forms a vector, the model can be more suitably described by each layer contains some neuron that behave analogously (dot production between two vectors) instead of a layer to layer relationship (matrix production between a vector and a matrix). The choice of selecting more than one layers of vector and
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each neuron takes all values from the previous layer and then computed its own value to describe the model comes from the neuroscience while the functions used in the model are not guided by the neuroscience but by mathematical and engineering technologies. A neural network so far will never aim to simulate a brain perfectly as well, it is designed to achieve statistical generalization instead.


Figure 2.6: A typical topology of a multilayer preceptron

The key question of a MLP is how to find a proper non-linear mapping function $\phi_{i}$ that can calculate all units in $i+1$-th layer from the previous one. One of the options is to adopt a generic function, such as the Radial Basis Function(RBF)(Chang et al., 2010) kernel. Even though an RBF kernel is capable to fit the training data with infinite-dimensional function, the performance on the test set usually not as satisfactory as it is on the training set. Some advanced example can not be solved as not enough prior information is encoded and generic feature mappings drawn from the local smoothness is used only. Another widely-accepted approach before the concept of deep learning being popular is to set the function manually. Each used function for separated task typically spends engineers decades of time and it is very unlikely that these functions can be used
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in other fields. The strategy of deep learning is to find the function by itself based on the given training set. In this approach, we have a model $y=f(x ; \theta, \omega)=\phi(x ; \theta)^{T} \omega$. Where $\theta$ stands for parameters used to learn function $\phi$ from a large variety of functions. Parameters $\omega$ then map the intermediate result $\phi(x)$ to the desired output. Drawback of this method is that the convexity will not be guaranteed during the searching of the global minimum which means finding a local minimum based on gradient no longer gives a global minimum. However, the merits outweigh the shortcomings since the generalization is as high as using an RBF kernel and no human efforts is required.

### 2.3.3 Gradient based optimization

The learning problem of the MLP can be generalized as a optimization problem in mathematics. In other words, the learning algorithm is to find the global minimum of a specific value on a high dimensional surface. The function need to be minimized is called the criterion and it is called cost function or loss function when it is being minimized. Fig. 2.7 illustrates how the derivatives are used to perform a gradient descent algorithm on a parabola. In a two dimensional curve which can be expressed by function $y=f(x)$ with real numbers $x$ and $y$. The derivative $f^{\prime}=\frac{d y}{d x}$ is ultra useful to determine the global minimal value of a function as it stands for the slope and the slope tells whether $y$ is becoming smaller or larger when $x$ increase. The global minimal is proven to happen when the derivative
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Figure 2.7: An example of gradient descent algorithm on a parabola
equal to zeros or on the boundary if the function is continuous. While a point with zero slope does not necessary stand for a global minimal as it can be a local one or a saddle point.

In training problem s of the MLP, chances are that we are end up with a multidimensional function that is not convex which creates extra challenge to determine the global minimal from local ones and saddle points surrounded by very flat regions. As a consequence, in practice, the algorithm will be terminated when a small enough local minimal is found instead of looking for the global one. In the situation where multiple inputs are involved, the concept of partial derivatives $\frac{\partial}{\partial x_{i}} f(x)$ is used to demonstrate the change in $y$ corresponding to the change in the $i$-th input $x_{i}$. The gradient $\nabla_{x} f(x)$ contains the partial derivatives in all directions and hence
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is used in solving the learning problem in MLP. In order to minimize loss function $f$, it is expected to determine the direction where $f$ decreases the fastest and it can be expressed in mathematical as ${ }^{1}$

$$
\begin{align*}
& \underset{\mathbf{u}}{\arg \min } \mathbf{u}^{T} \nabla_{x} f(x) \\
= & \underset{\mathbf{u}}{\arg \min }\|\mathbf{u}\|_{2}\left\|\nabla_{x} f(x)\right\|_{2} \cos \theta \\
= & \underset{\mathbf{u}}{\arg \min } \cos \theta \tag{2.11}
\end{align*}
$$

where $\mathbf{u}$ is a directional unit vector $\left(\mathbf{u}^{T} \mathbf{u}=1\right)$ and $\theta$ is the angle between $\mathbf{u}$ and the gradient. It can be concluded that $f$ can be decreased in the fastest way in the direction of the reverse of the gradient which is called gradient descent in Eq. 2.12.

$$
\begin{equation*}
x^{\prime}=x-\epsilon \nabla_{x} f(x) \tag{2.12}
\end{equation*}
$$

where $\epsilon>0$ stands for the learning rate which decides the distance for each step. Several strategies exist to determine learning rate including using a tiny constant, adopting a large number at the beginning and decreasing it during the iteration and trying different learning rates and finding the best (line search).

[^1]
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### 2.3.4 Stochastic gradient descent (SGD)

SGD is an extension of the gradient descent method described above in order to significantly decrease the computational time without lose the accuracy. One commonly accepted way to improve the effectiveness of a MLP model is to increase the training set. However, an increasingly large training set requires higher computational cost. The cost function of a neural network can be written as followed when negative log-likelihood is used

$$
\begin{equation*}
\mathbf{J}(\theta)=E_{\mathbf{x}, y \sim \hat{p}_{\text {data }}} \mathbf{L}(\mathbf{x}, y, \theta)=\frac{1}{m} \sum_{i=1}^{m} L\left(\mathbf{x}^{i}, y^{i}, \theta\right) \tag{2.13}
\end{equation*}
$$

where $L$ is the per-example loss $\mathbf{L}(\mathbf{x}, y, \theta)=-\log p(y \mid \mathbf{x}, \theta)$. And the calculation of the gradient descent becomes:

$$
\begin{equation*}
\nabla_{\theta} \mathbf{J}(\theta)=\frac{1}{m} \sum_{i=1}^{m} \nabla_{\theta} \mathbf{L}(\mathbf{x}, y, \theta) \tag{2.14}
\end{equation*}
$$

It is clear that the computation of the gradient is an $O(m)$ operation where $m$ is the size of the training data. Considering the fact that it takes at least thousands iteration before a model converges and each iteration requires an operation that takes prohibitively long time, some optimization must be taken. The main idea of the SGD is to treat the gradient as an expectation. Based on this assumption, the gradient can be calculated by some sampled data from the training set called minibatch $\mathbf{B}=\left\{x^{1}, x^{2}, \ldots, x^{m^{\prime}}\right\}$ drawn from the original set. Size of the minibatch $m^{\prime}$ is usually taken as a constant from one to a hundred and is irrelevant to the size of the training set unless its size is extremely small (i.e. smaller than 100). The gradient
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then can be calculated based on minibatch with $O(1)$ operation as

$$
\begin{equation*}
g=\frac{1}{m^{\prime}} \sum_{i=1}^{m^{\prime}} \mathbf{L}(\mathbf{x}, y, \theta) \tag{2.15}
\end{equation*}
$$

The most outstanding feature of the MLP compared to linear models is that it can capture non-linear features automatically which results in a nonconvex loss function. As a consequence, learning algorithms in the MLP adopt the SGD to solve the optimization problem iteratively, instead of finding it directly with a closed form mathematical solution or by convex optimization. This usually leads to a cost function with very low value rather than the global minimum. Furthermore, without a convergence guarantee as non-convex loss function is treated and SGD is adopted, the selection of the initial value may have significant influence on the final result. Hence, it is recommended to initialize all weights and bias to small values.

### 2.3.5 Cost function

Choosing a suitable cost function can be import ant to train a MLP. In most of the cases, maximum likelihood or negative log-likelihood performs reasonably satisfactory as the cross-entropy between the training data and the labels remains as for linear models. It can be expressed as:

$$
\begin{equation*}
\mathbf{J}(\theta)=-\mathbf{E}_{x, y \sim \hat{p}_{\text {data }}} \log p_{\text {model }}(y \mid x) \tag{2.16}
\end{equation*}
$$

### 2.3. ADAPTIVE MESH REFINEMENT

One of the outstanding merits to adopt this method is that the design of the cost function for other models is no longer necessary. Setting parameter for a model $p(x \mid y)$ and the cost function $\log p(y \mid x)$ can be determined automatically. Another advantage using maximum likelihood function as cost function is because that it helps to prevent gradient vanishing. The gradient descent plays an important role in the learning algorithm and the method becomes inefficiency or even fails when the cost function becomes extremely flat (very small gradient). In negative log-likelihood cost function, this kind of circumstance can be prevented because a logarithmic function saturate s when the argument is extremely large.

### 2.3.6 Output units

The selection of the output units is highly related to the choice of the loss function. In most of the case the cross-entropy between the distribution of the data and the model is used. In other words, the form of the cross-entropy function decides the presentation of the output. Although all output units can also act as hidden units, the major difference is that the output units must produce the result as expected.

In tasks where binary classification is expected, the sigmoid unit is usually adopted. The probability distribution of a binary classification is a Bernoulli distribution and the maximum-likelihood method is to define this distribution over $y$ conditioned on $x$. The output of the neural net is to
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predict the probability $P(y=1 \mid x)$ only as it is a binary classification. By enforcing a constrain of $[0,1]$ on the probability, it becomes

$$
\begin{equation*}
P(y=1 \mid x)=\max \left\{0, \min \left\{1, w^{T} h+b\right\}\right\} \tag{2.17}
\end{equation*}
$$

assuming linear unit is adopted. Even though a valid probability is defined, there will be some issue s during the training as the gradient becomes zero when $w^{T} h+b>1$. In gradient based learning algorithm, a zero gradient always cause problem because the algorithm may have very little information on how to improve the parameters. In order to guarantee a non-zero gradient, a sigmoid output (Eq. 2.18) unit can be taken.

$$
\begin{equation*}
\hat{y}=\sigma\left(w^{T} h+b\right) \tag{2.18}
\end{equation*}
$$

where $\sigma$ is the logistic sigmoid function

$$
\begin{equation*}
\sigma=\frac{1}{1+e^{-x}} \tag{2.19}
\end{equation*}
$$

A sigmoid unit can be regarded as a combination of linear unit and a sigmoid activation function that convert s the output from the linear component $z$ into a probability. The definition of the probability distribution over $y$ using the value $z$ will be discussed. The sigmoid can be motivated by building an unnormalized probability distribution $\tilde{P}(y)$, which does not sum to 1 . A valid probability distribution then can be determined by dividing by a specific constant. The unnormalized probabilities can be determined if the unnormalized $\log$ probabilities are assumed to be linear in $y$ and $z$ at the
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beginning. It will be normalized to yield a Bernoulli distribution controlled by a sigmoidal transformation of $z$ :

$$
\begin{align*}
\log \tilde{P}(y) & =y z \\
\tilde{P}(y) & =e^{y z} \\
P(y) & =\frac{e^{y z}}{\sum_{y^{\prime}=0}^{1} e^{y^{\prime} z}}  \tag{2.20}\\
P(y) & =\sigma((2 y-1) z)
\end{align*}
$$

Variable $z$ that defines a distribution with normalization and exponentiation over binary variables is called logit

$$
\begin{align*}
J(\theta) & =-\log P(y \mid x) \\
& =-\log \sigma((2 y-1) z)  \tag{2.21}\\
& =\zeta((1-2 y) z)
\end{align*}
$$

where $\zeta(x)$ is the softplus function

$$
\begin{equation*}
\zeta(x)=\log \left(1+e^{x}\right) \tag{2.22}
\end{equation*}
$$

By rewriting the cost function in terms of softplus, it can be seen that saturation happens only when $(1-2 y) z$ approaches negative infinity. In other words, it happens when $y=1$ and $z$ approaches positive infinity which means the prediction is correct, or when $y=0$ and $z$ approaches negative infinity which means the prediction is extremely wrong. In the later case,
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the softplus function can be simplified as

$$
\begin{equation*}
\zeta((1-2 y) z)=\zeta(|z|) \tag{2.23}
\end{equation*}
$$

And its derivative becomes $\operatorname{sign}(z)$, which means the softplus function will not have gradient vanishing problem in the later case. It helps the gradient descent learning algorithms to function with stability.

### 2.3.7 Hidden units

The choice of the hidden units lack of definitive principles and is still an active area of research. Nevertheless, the rectified linear unit (RELU) usually acts as the default option. RELU uses an activation function that maps $g(z)$ to $\max \{0, z\}$ as shown in Fig. 2.8. Although it is not differentiable at $z=0$,


Figure 2.8: Rectified linear units
the gradient descent still acts as expected in practice. This is because a numerical method rarely finds the local minimal, but ends up with a point
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that is close enough to the local minimal. Based on the assumption that a strict zero gradient is not expected, undefined derivatives can be allowed on hidden units.

One of the most outstanding advantage of the RELU is that it is extremely easy to optimize. It is a linear unit expected for the fact that half of its domain yields zero. As a consequence, the derivative of an RELU is significant if the unit is active. RELU is applied on top of the existing affine transformation:

$$
\begin{equation*}
\mathbf{h}=g\left(\mathbf{W}^{T} \mathbf{x}+\mathbf{b}\right) \tag{2.24}
\end{equation*}
$$

Initial values for the transformation matrix are suggested to set with a small positive value as they can make most of the RELU active and let the derivatives pass through. Because the output remains constant when it is inactive, the unit can not learn anything when it is not active. Improvements have been proposed recently. Absolute value rectification that maps $g(z)$ to $|z|$ has been used in object recognition (Jarrett et al., 2009). Leaky RELU that gives a small positive value for the derivatives (Maas et al.) while parametric RELU regards this derivatives as a learnable parameter (He et al., 2015). Maxout unit (Goodfellow et al., 2013) is a further generalization of the RELU. The maxout unit divides $z$ into groups of $k$ values instead of applying an element-wise function $g(z)$. The maximum value of the output of all units will be used to represent this group:

$$
\begin{equation*}
g(z)_{i}=\max _{j \in G^{(i)}} z_{j} \tag{2.25}
\end{equation*}
$$
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Table 2.1: Confusion matrix

|  |  | Predicted |  |
| :---: | :---: | :---: | :---: |
|  |  | Refined | Not refined |
| Actual | Refined | True Positive(TP) | False Negative(FN) |
|  | Not refined | False Positive(FP) | True Negative(TN) |
|  |  |  |  |

where $G^{(i)}$ is the set of indices into the input for group $i,\{(i-1) k+1, \ldots, i k\}$. This provides a way of learning a piecewise linear function that responds to multiple directions in the input $x$ space. It can be regarded as learning the activation function as it actually learn a piecewise linear function. High fidelity and any convex function can be achieved by maxout unit if a large $k$ is used. In practice, maxout unit with $k=2$ usually has the same performance compared to the traditional RELU, parametric RELU and Leaky RELU. Since every maxout unit needs to learn its own parameter, the size of the training set must be large enough to support the learning algorithms, or keep the $k$ value low (Cai et al., 2013).

### 2.3.8 Performance indicators

### 2.3.8.1 Confusion matrix

A confusion matrix is a matrix used to illustrate the outcome of a classification model on a set of test data whose actual results are known.
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### 2.3.8.2 Accuracy

Accuracy may be the most intuitive indicator. It is simply defined as $\frac{T P+T N}{T P+T N+F P+F N}$. The importance of the accuracy is dependent on the prior since the model can be highly influenced by the prior probability distribution. For example, a spam detection model is trained from a data set which contains only $10 \%$ of the spam e-mails. As a consequence, if the model is extremely conservative and classify almost all incoming e-mails as non-spam, it can easily achieve an accuracy of more than $90 \%$ in cross validation which is higher than lots of spam detectors.

### 2.3.8.3 Precision(P)

$$
P=T P /(T P+F P)
$$

Precision describes the chance that the model gives 'true' and it is actually 'true'. In the spam detector example, a high precision can be expected as a conservative model tends to give non-spam unless it has strong confidence.

### 2.3.8.4 Recall rate(R)

$$
R=T P /(T P+F N)
$$
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Recall rate describes the ratio the model gives 'true' to the total number of 'true's. In the spam detector example, a low recall rate is expected.

### 2.3.8.5 F1 score

$$
F 1=2 * P * R /(P+R)
$$

F1 score is an indicator that considers both the precision rate and the recall rate. It is defined as the harmonic mean of them.

### 2.3.8.6 Receiver operating characteristic(ROC)

ROC is a True Positive Rate(TPR) vs False Positive Rate(FPR) curve (Fig. 2.9) where $T P R=R$ and $F P R=F P /(F P+T N)$

### 2.3.8.7 Area under the curve(AUC)

As can be seen from the ROC, the larger the area under the curve, the better the classifier is. Consequently, area under the curve (AUC) becomes another important indicator in machine learning.
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Figure 2.9: Receiver operating characteristic(ROC)

### 2.4 Automatic mesh generation in 3D

The FEM could be one of the most popular numerical method $s$ in engineering. A necessary procedure is to discretize the problem domain into FE mesh of elementary shapes. In 3D problem, the conventional FEM allows hexahedron, tetrahedron, wedge and pyramid only which limits the flexibility of mesh generation. In order to achieve a reasonably accurate result, the mesh of the traditional FEM is required to conform to the bound-
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ary of the problem domain. As a consequence, it could be necessary to develop an automatic mesh generation algorithm using limited types of shapes (Frey and George, 2007). The development of an automatic generation algorithm is reported to be able to save $80 \%$ of the overall analysis time (Hughes et al., 2004).

The research toward automatic mesh generation is popular over decades (Blacker and Meyers, 1993; Löhner and Parikh; Owen, 2000; Watson, 1981). Generally speaking, the hexahedral element is favored over the tetrahedral element in terms of accuracy but it could be difficult to generate the mesh with hexahedral elements only automatically. Methods using plastering (Blacker and Meyers, 1993), whisker weaving (TAUTGES et al.), sweeping (Staten et al., 1999) and octree (Yerry and Shephard) were proposed to generate a hexahedral mesh. However, meshing of arbitrary domains using hexahedral elements without losing the exact geometric representation is not achievable up to now. Methods based on tetrahedral elements using Delaunay triangulation (Watson, 1981) and the advancing front technique (AFT) (Löhner and Parikh) were proposed for arbitrary domains. But Delaunay triangulation requires boundary recovery (George et al.; Liu et al., 2014) and AFT need to solve colliding fronts (Shewchuk, 1997). Furthermore, a mix use of all allowed elements (Owen, 2000) was proposed while the accuracy is not as satisfactory as that determined from the all-hexahedron mesh.
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As a consequence, new numerical methods that reduce the limitation on element usage including X-FEM (Moës et al., 1999), isogeometric analysis (Hughes et al., 2004) (introduced in Sec. 2.1), finite cell method (FCM) (Parvizian et al., 2007) and SBFEM (Wolf, 2003) (introduced in Sec. 2.2) were proposed.

The X-FEM eases the burden posed on mesh generation as conforming to the geometric boundary is not necessary. Geometric discontinuity within the element is solved by the adoption of partition of unity (Melenk and Babuška, 1996) and enrichment functions. The method is then extended by the help of level-set (Osher and Sethian, 1988) to be able to solve the holes (Sukumar et al., 2001), problems with material interfaces (Fries) and flows (Chessa and Belytschko, 2003). It has been applied in field of fluid-structure-contact interaction problems (Mayer et al., 2010) and crack propagation for elastostatic problems (Gravouil et al., 2002; Moës et al., 2002) in 3D.

In FCM, the mesh is generated by simple unfitted structured mesh of higher-order basis functions and the geometry is represented by averaging the adaptive quadrature points which removes the necessity of boundary conforming. The method has been improved in terms of topology (Parvizian et al., 2012) and applied to voxel model (Schillinger et al.) and problems with material interfaces (Joulaian and Düster, 2013).
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Recently, an automatic mesh generation algorithm developed from the SBFEM and the octree-based algorithm using STL file (introduced in Sec. 2.4.1) was proposed (Liu et al., 2017). Arbitrary element faces are allowed in the scaled boundary finite element which significantly decreases the limitation of element shape. Mesh generated from an octree-based algorithm leads to higher quality elements and higher computational efficiency. However, the geometry can not be retained exactly in the STL file which means the inevitable geometric imperfection may result in considerable accuracy issue (Hughes et al., 2004).

### 2.4.1 STL file

STL file is another popular format which is used to represent the surfaces in CAD industry other than NURBS introduced in Sec. 2.1.2, especially in 3D printing and rapid prototyping (Gill and Kaplas, 2009; Rengier et al., 2010). One of the most promising advantages of the STL format is its simplicity. Surfaces are divided into unstructured triangles but unexpected behaviors such as ill-shaped, overlapping and self-intersecting are allowed. Although the STL can not represent the geometric information exactly, it has gained more popularity and wider application than that of NURBS.

As a result, several surface re-meshing methods (Béchet et al., 2002; Wang et al., 2007) were proposed in order to conduct the mesh genera-

### 2.5. CONCLUSIONS

tion from the STL files. When used as the geometric input of the numerical method, a check of the unexpected behaviors including ill-shaped, overlapping and self-intersecting must be performed. A mesh repairing (Attene et al., 2013) can be adopted when these behaviors are observed. Furthermore, the elements generated will be in tetrahedral and the accuracy could be inferior to that determined from hexahedral elements even though high-quality triangular surface meshes are observed.

### 2.5 Conclusions

This chapter has summarized the linear theory of the Isogeometric analysis, together with a brief introduction on NURBS and its mathematical backgrounds, potentials and limitations. A brief introduction on the IGES file is also presented. Due to the dimensional mismatch, the SBFEM is the technique which can provide a seamless integration with the CAD modeling. As a consequence, the SBFEM is enhanced with the idea of the Isogeometric Analysis, the automatic mesh generation and the adaptive mesh refinement. The concept of the adaptive mesh refinement and its limitations are presented as well. The MLP then is introduced to overcome this limitation by the adoption of multiple error indicators. Finally, the algorithm used to generate octree mesh in 3D from STL file is presented.

## Chapter 3

## Isogeometric enhanced SBFEM in 2D

### 3.1 Introduction

The main objective of this chapter is to combine the concept of isogeometric analysis and the SBFEM. Non-uniform rational B-splines (NURBS) basis functions are employed to approximate the unknown fields in the circumferential direction. This provides a seamless integration with the CAD model. The method is further extended to problems with singularities within the framework of linear elastic fracture mechanics and to dynamic analysis. The proposed method enhances the conventional IGA and the salient features of the method are:

- No tensor-product patches as only the boundary information is required for the stress analysis
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- Feasible to have a $n$-sided polygonal domain of mixed type/order of the element on the edges, which leads to high flexibility in meshing and mesh transition
- Model strain/stress singularities without enrichment
- No internal mesh when studying the dynamic response at high frequencies

This chapter organized as follows. Section. 3.2 provides an overview of the SBFEM and important equations pertaining to linear elasticity, followed by extending the formulation to linear elastic fracture mechanics in Section 3.3. After that, methods that perform the interpolation of surface traction and displacement will be presented in Section 3.4 and Section 3.5. Numerical integration with NURBS will be mentioned in Section 3.6 before the accuracy and the convergence properties of the proposed techniques being demonstrated with benchmark problems in the context of linear elasticity and linear elastic fracture mechanics in Section 3.7, followed by concluding remarks in the last section. This chapter is published (Natarajan et al., 2015).

### 3.2 Formulation of the isogeometric SBFEM

The nodal coordinates on the boundary are denoted as $\mathrm{x}_{b}$. As in a standard 1D iso-parametric finite element, the geometry of the element
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described by the coordinates $\mathrm{x}_{b}(\eta)$ as shown in Fig. 2.5, is expressed as

$$
\begin{equation*}
\mathbf{x}_{b}(\eta)=\mathbf{N}(\eta) \mathbf{x}_{b} \tag{3.1}
\end{equation*}
$$

where $\mathbf{N}(\eta)$ is the shape function matrix. Without loss of generality, the origin of the Cartesian coordinate system is chosen at the scaling center. The geometry of the subdomain, described by $x$, is formed by scaling the boundary (Eq. 3.1)

$$
\begin{equation*}
\mathbf{x}=\xi \mathbf{x}_{b}(\eta) \tag{3.2}
\end{equation*}
$$

where $\xi$ is the normalized radial coordinate running from the scaling center towards the boundary, with $\xi=0$ at the scaling center and $\xi=1$ on the boundary. The coordinates $\xi$ and $\eta$ are the so-called scaled boundary coordinates. They are related to the polar coordinates $r$ and $\theta$. The transformation is expressed as

$$
\begin{align*}
r(\xi, \eta) & =\xi r_{b}(\eta) \\
\theta(\eta) & =\arctan \frac{y(\eta)}{x(\eta)} \tag{3.3}
\end{align*}
$$

where $r_{b}$ is the distance from the scaling center to a point on the boundary. The transformation between the Cartesian coordinates and the scaled boundary coordinates is similar to the coordinate transformation in the constructing iso-parametric finite elements. The scaling center must be placed at the position so that all boundary of the domain is visible from the point. This limitation can be easily solved by using a mesh generation algorithm
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described in Sec. 4. The displacement at any point are approximated by

$$
\begin{equation*}
\mathbf{u}(\xi, \eta)=\mathbf{N}(\eta) \mathbf{u}(\xi) \tag{3.4}
\end{equation*}
$$

where $\mathbf{N}(\eta)$ are the shape functions of elements on the boundary and $\mathbf{u}(\xi)$ is the displacement along the radial lines, represented by a set of N analytical functions. By substituting Eq. 3.4 into the definition of straindisplacement relations, the strain $\epsilon(\xi, \eta)$ are expressed as

$$
\begin{equation*}
\epsilon(\xi, \eta)=\mathbf{L u}(\xi, \eta) \tag{3.5}
\end{equation*}
$$

where L is a linear operator matrix formulated in the scaled boundary coordinates

$$
\begin{equation*}
\mathbf{L}=\mathbf{b}_{1}(\eta) \frac{\partial}{\partial \xi}+\frac{1}{\xi} \mathbf{b}_{2}(\eta) \tag{3.6}
\end{equation*}
$$

and

$$
\begin{align*}
& \mathbf{b}_{1}(\eta)=\frac{1}{|J|}\left[\begin{array}{cc}
y_{b}(\eta)_{, \eta} & 0 \\
0 & -x_{b}(\eta)_{, \eta} \\
-x_{b}(\eta)_{, \eta} & y_{b}(\eta)_{, \eta}
\end{array}\right] \\
& \mathbf{b}_{2}(\eta)=\frac{1}{|J|}\left[\begin{array}{cc}
-y_{b} & 0 \\
0 & x_{b} \\
x_{b} & y_{b}
\end{array}\right] \tag{3.7}
\end{align*}
$$

The determinant of the Jacobian matrix is

$$
\begin{equation*}
|J|=x_{b}(\eta) y_{b}(\eta)_{,_{\eta}}-y_{b}(\eta) x_{b}(\eta)_{,_{\eta}} \tag{3.8}
\end{equation*}
$$
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where $x_{b}(\eta)$ and $y_{b}(\eta)$ are given by Eq. 3.1. The stresses $\sigma(\xi, \eta)$ are given by:

$$
\begin{equation*}
\sigma(\xi, \eta)=\mathbf{D B}_{1}(\eta) \mathbf{u}(\xi),{ }_{\xi}+\frac{1}{\xi} \mathbf{D B}_{2}(\eta) \mathbf{u}(\xi) \tag{3.9}
\end{equation*}
$$

where in the above equation, the definition of strain and the linear operator matrix given by Eq. 3.5 and Eq. 3.6 are used with

$$
\begin{align*}
& \mathbf{B}_{1}(\eta)=\mathbf{b}_{1}(\eta) \mathbf{N}(\eta)  \tag{3.10}\\
& \mathbf{B}_{2}(\eta)=\mathbf{b}_{2}(\eta) \mathbf{N}(\eta)_{, \eta}
\end{align*}
$$

substituting Eq. 3.5 and Eq. 3.9 in the virtual work statement for elastostatics (Deeks and Wolf, 2002b) and following the derivation

$$
\begin{array}{r}
\delta \mathbf{u}(\xi)^{T}\left(\left.\left(\mathbf{E}_{0} \xi \mathbf{u}(\xi)_{, \xi}+\mathbf{E}_{1}^{T} \mathbf{u}(\xi)\right)\right|_{\xi=1}-\mathbf{F}\right)- \\
\int_{0}^{1} \delta u(\xi)^{T}\left(\mathbf{E}_{0} \xi^{2} \mathbf{u}(\xi)_{, \xi \xi}+\left(\mathbf{E}_{0}+\mathbf{E}_{1}^{T}-\mathbf{E}_{1}\right) \xi \mathbf{u}(\xi)_{, \xi}-\mathbf{E}_{2} u(\xi)\right) d \xi=0 \tag{3.11}
\end{array}
$$

where $\mathbf{u}(\xi)$ is the nodal displacement vector and $\mathbf{F}$ is the vector of equivalent boundary nodal forces, given by:

$$
\begin{equation*}
\mathbf{F}=\left.\left(\mathbf{E}_{0} \xi \mathbf{u}(\xi)_{, \xi}+\mathbf{E}_{1}^{T} \mathbf{u}(\xi)\right)\right|_{\xi=1} \tag{3.12}
\end{equation*}
$$

By considering the arbitrariness of $\delta \mathbf{u}(\xi)$, the following ODE is obtained:

$$
\begin{equation*}
\mathbf{E}_{0} \xi^{2} \mathbf{u}(\xi)_{, \xi \xi}+\left(\mathbf{E}_{0}+\mathbf{E}_{1}^{T}-\mathbf{E}_{1}\right) \xi \mathbf{u}(\xi)_{, \xi}-\mathbf{E}_{2} \mathbf{u}(\xi)=0 \tag{3.13}
\end{equation*}
$$
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where $\mathbf{E}_{0}, \mathbf{E}_{1}$ and $\mathbf{E}_{2}$ are known as the coefficient matrices and are given by:

$$
\begin{align*}
& \mathbf{E}_{0}=\int_{\eta} \mathbf{B}_{1}(\eta)^{T} \mathbf{D B}_{1}(\eta)|J| d \eta \\
& \mathbf{E}_{1}=\int_{\eta} \mathbf{B}_{2}(\eta)^{T} \mathbf{D B}_{1}(\eta)|J| d \eta  \tag{3.14}\\
& \mathbf{E}_{2}=\int_{\eta} \mathbf{B}_{2}(\eta)^{T} \mathbf{D B}_{2}(\eta)|J| d \eta
\end{align*}
$$

Eq. 3.13 is a homogeneous second-order differential equation. Its solution is obtained by introducing the variable $Ø(\xi)$

$$
\boldsymbol{\varnothing}=\left\{\begin{array}{l}
\mathbf{u}(\xi)  \tag{3.15}\\
\mathbf{q}(\xi)
\end{array}\right\}
$$

where $\mathbf{q}(\xi)$ is the internal force vector

$$
\begin{equation*}
\mathbf{q}(\xi)=\mathbf{E}_{0} \xi \mathbf{u}(\xi)_{, \xi}+\mathbf{E}_{1}^{T} \mathbf{u}(\xi) \tag{3.16}
\end{equation*}
$$

The boundary nodal forces are related to the displacement functions by:

$$
\begin{equation*}
\mathbf{F}=\mathbf{q}(\xi=1)=\left.\left(\mathbf{E}_{0} \xi \mathbf{u}(\xi)_{, \xi}+\mathbf{E}_{1}^{T} \mathbf{u}(\xi)\right)\right|_{\xi=1} \tag{3.17}
\end{equation*}
$$

This allows Eq. 3.13 to be transformed into a first order ordinary differential equation with twice the number of unknowns as:

$$
\begin{equation*}
\xi \emptyset(\xi)_{, \xi}=-\mathbf{Z} \emptyset(\xi) \tag{3.18}
\end{equation*}
$$
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where Z is a Hamiltonian matrix

$$
\mathbf{Z}=\left[\begin{array}{cc}
\mathbf{E}_{0}^{-1} \mathbf{E}_{1}^{T} & -\mathbf{E}_{0}^{-1}  \tag{3.19}\\
\mathbf{E}_{1} \mathbf{E}_{0}^{-1} \mathbf{E}_{1}^{T}-\mathbf{E}_{2} & -\mathbf{E}_{1} \mathbf{E}_{0}^{-1}
\end{array}\right]
$$

An eigenvalue decomposition of $\mathbf{Z}$ is performed and it yields:

$$
\mathbf{Z}\left[\begin{array}{l}
\boldsymbol{\Phi}_{u}  \tag{3.20}\\
\boldsymbol{\Phi}_{q}
\end{array}\right]=\left[\begin{array}{l}
\boldsymbol{\Phi}_{u} \\
\boldsymbol{\Phi}_{q}
\end{array}\right] \boldsymbol{\Lambda}_{n}
$$

In Eq. 3.20, $\Lambda_{n}=\operatorname{diag}\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}\right)$ contains only the eigenvalues with negative real part. $\Phi_{u}$ and $\Phi_{q}$ are the subsets of the eigenvectors corresponding to $\Lambda_{n}$. They represent the modal displacements and forces, respectively. The general solution of Eq. 3.18 is given by:

$$
\begin{align*}
& \mathbf{u}(\xi)=\boldsymbol{\Phi}_{u} \xi^{-\boldsymbol{\Lambda}_{\mathbf{n}}} \mathbf{c}  \tag{3.21}\\
& \mathbf{q}(\xi)=\boldsymbol{\Phi}_{q} \xi^{-\boldsymbol{\Lambda}_{\mathbf{n}}} \mathbf{c} \tag{3.22}
\end{align*}
$$

where c are integration constants that are obtained from the nodal displacements $\mathbf{u}_{b}=\mathbf{u}(\xi=1)$ as:

$$
\begin{equation*}
\mathbf{c}=\boldsymbol{\Phi}_{u}^{-1} \mathbf{u}_{b} \tag{3.23}
\end{equation*}
$$

The complete displacement field of a point defined by the sector covered by a line element on the boundary is obtained by substituting Eq. 3.22 into Eq. 3.4 resulting in:

$$
\begin{equation*}
\mathbf{u}(\xi, \eta)=\mathbf{R}(\eta) \boldsymbol{\Phi}_{u} \xi^{-\boldsymbol{\Lambda}_{n}} c \tag{3.24}
\end{equation*}
$$
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Taking the derivative of $\mathbf{u}(\xi)$ with respect to $\xi$ and substituting into Eq. 3.9 the stress field $\sigma(\xi, \eta)$ can be expressed as:

$$
\begin{equation*}
\sigma(\xi, \eta)=\mathbf{\Psi}_{\alpha}(\eta) \xi_{n}^{-\boldsymbol{\Lambda}}-\mathbf{I} \mathbf{c} \tag{3.25}
\end{equation*}
$$

where the stress mode $\Psi_{\sigma}(\eta)$ is defined as:

$$
\begin{equation*}
\boldsymbol{\Psi}_{\alpha}(\eta)=\mathbf{D}\left(-\mathbf{B}_{1}(\eta) \boldsymbol{\Phi}_{u} \boldsymbol{\Lambda}_{n}+\mathbf{B}_{2}(\eta) \boldsymbol{\Phi}_{u}\right) \tag{3.26}
\end{equation*}
$$

The stiffness matrix of an element is obtained by first substituting Eq. 3.23 into Eq. 3.22 at $\xi=1$. This results in:

$$
\begin{equation*}
\mathbf{F}=\boldsymbol{\Phi}_{q} \boldsymbol{\Phi}_{u}^{-1} \mathbf{u}_{b} \tag{3.27}
\end{equation*}
$$

From Eq. 3.27, the stiffness matrix K can be identified to be given by the expression

$$
\begin{equation*}
\mathbf{K}=\boldsymbol{\Phi}_{q} \boldsymbol{\Phi}_{u}^{-1} \tag{3.28}
\end{equation*}
$$

The SBFEM has recently been extended to dynamic analysis in bounded domains (Song, 2009). Assuming time-harmonic behavior, the scaled boundary equation in displacement is extended as:

$$
\begin{equation*}
\mathbf{E}_{0} \xi^{2} \mathbf{u}(\xi)_{, \xi \xi}+\left(\mathbf{E}_{0}+\mathbf{E}_{1}^{T}-\mathbf{E}_{1}\right) \xi \mathbf{u}(\xi)_{, \xi}-\mathbf{E}_{2} \mathbf{u}(\xi)+\omega^{2} \mathbf{M}_{0} \xi^{2} \mathbf{u}(\xi)=0 \tag{3.29}
\end{equation*}
$$

Where $\mathrm{M}_{0}$ is a coefficient matrix defined as

$$
\begin{equation*}
\mathbf{M}_{0}=\int_{\eta} \mathbf{N}^{T} \rho \mathbf{N}|J| d \eta \tag{3.30}
\end{equation*}
$$

### 3.2. FORMULATION OF THE ISOGEOMETRIC SBFEM

Using Eq. 3.16 and Eq. 3.17, Eq. 3.30 can be transformed into an equivalent first-order non-linear differential equation in dynamic stiffness $\mathbf{S}(\omega)$,

$$
\begin{equation*}
\left(\mathbf{S}(\omega)-\mathbf{E}_{1}\right) \mathbf{E}_{0}^{-1}\left(\mathbf{S}(\omega)-\mathbf{E}_{1}^{T}\right)-\mathbf{E}_{2}+\omega \mathbf{S}(\omega)_{, \omega}+\omega^{2} \mathbf{M}_{0}=0 \tag{3.31}
\end{equation*}
$$

The dynamic stiffness matrix $\mathbf{S}(\omega)$ relates the nodal forces to the displacements at the boundary as,

$$
\begin{equation*}
\mathbf{F}=\mathbf{S}(\omega) \mathbf{u}(\xi=1) \tag{3.32}
\end{equation*}
$$

Eq. 3.31 is solved by expanding the dynamic stiffness into a series of continued fractions. For this purpose, it is expressed as

$$
\begin{equation*}
\mathbf{S}(\omega)=\mathbf{K}-\omega^{2} \mathbf{M}+\omega^{4}\left[\mathbf{R}^{(1)}\right]^{-1} \tag{3.33}
\end{equation*}
$$

In Eq. 3.33, the first two terms represent the low-frequency expansion of the dynamic stiffness, whereas the third term corresponds to the residual of the low-frequency approximation. Substituting Eq. 3.33 in Eq. 3.31 and equating terms in increasing order of powers of $\omega$ to zero yields equations for $K, M$ and $\mathbf{R}^{(1)}$. Setting the constant terms equal to zero yields an algebraic Riccati equation for the static stiffness matrix $\mathbf{K}$, which is equivalent to the solution process described earlier. Setting all terms in $\omega^{2}$ equal to zero yields a Lyapunov equation for the low-order mass matrix M . The solution procedure of that Lyapunov equation is described in detail in (Song and Wolf, 1997). The remaining equation for the residual is solved by ex-
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panding $\mathbf{R}^{(1)}$ as

$$
\begin{equation*}
\mathbf{R}^{(1)}=\mathbf{S}_{0}^{(1)}-\omega^{2} \mathbf{S}_{1}^{(1)}+\omega^{4}\left[\mathbf{R}^{(2)}\right]^{-1} \tag{3.34}
\end{equation*}
$$

Eq. 3.34 is analogous to the expansion of the dynamic stiffness, Eq. 3.33, where the coefficients $\mathbf{S}_{0}^{(1)}$ and $\mathbf{S}_{1}^{(1)}$ correspond to the 'stiffness' and 'mass' term of $\mathbf{R}^{(1)}$, respectively. Equations for $\mathbf{S}_{0}^{(1)}$ and $\mathbf{S}_{1}^{(1)}$ are found by substituting Eq. 3.34 into the equation for $\mathbf{R}^{(1)}$. This procedure is continued until the residual $\mathbf{R}^{M_{c f}+1}$ can be neglected. The symbol of $M_{c f}$ denotes the order of continued-fraction expansion. Substituting all terms of the expansion back into Eq. 3.33 yields:

$$
\begin{align*}
\mathbf{S}(\omega)= & \mathbf{K}-\omega^{2} \mathbf{M}+\omega^{4}\left(\mathbf{S}_{0}^{(1)}-\omega^{2} \mathbf{S}^{(1)}\right.  \tag{3.35}\\
& \left.+\omega^{4}\left(\mathbf{S}_{0}^{(2)}-\omega^{2} \mathbf{S}^{(2)}+\cdots+\omega^{4}\left(\mathbf{S}_{0}^{\left(M_{c f}\right)}-\omega^{2} \mathbf{S}_{1}^{\left(M_{c f}\right)}\right)^{-1}\right)^{-1}\right)^{-1}
\end{align*}
$$

The coefficients $\mathbf{S}_{0}^{(i)}$ and $\mathbf{S}_{1}^{(i)}$ in Eq. 3.35 are calculated following a recursive procedure. A more detailed derivation can be found in (Song, 2009).

### 3.3 Application of isogeometric SBFEM to linear elastic fracture mechanics

An attractive feature of the SBFEM is that no a priori knowledge of the asymptotic solution is required to accurately handle the stress singularity at a crack tip as shown in Fig. 2.5. When modeling a cracked structure, a subdomain surrounding the crack tip is selected and the scaling center is placed at the crack tip. The boundary of the subdomain is divided into line
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elements. When the scaling center is placed at the crack tip, the solution for the stress field in Eq.3.25 is expressed, by using Eq.3.3, as

$$
\begin{equation*}
\sigma(r, \eta)=\sum_{i}^{n} c_{i} r^{-\left(\lambda_{i}+1\right)}\left(r_{\eta}^{\lambda_{i}+1}(\eta) \boldsymbol{\psi}_{\sigma_{i}}(\eta)\right) \tag{3.36}
\end{equation*}
$$

where $\psi_{\sigma_{i}}(\eta)$ is the $i$ th stress mode, i.e. the $i$ th column of the matrix $\psi_{\sigma}(\eta)$. Like the well-known William expansion (Williams, 1957), Eq. 3.36 is a power series of the radial coordinate $r$. The radial variation of each term of the series is expressed analytically by the power function $r^{-\lambda_{i}+1}$. At discrete points along the boundary, the angular coordinates (see Eq. 3.3) are arranged as a vector $\theta(\eta)$ and the stress modes $\psi_{\sigma_{i}}(\eta)$ are computed. $\psi_{\sigma_{i}}(\eta)$ and $\theta(\eta)$ from a parametric equation of the angular variation of stresses. The singular stress and the T-stress terms can be easily identified by the value of the exponent $-\left(\lambda_{i}+1\right)$. When the real part of the exponent $-\left(\lambda_{i}+1\right)$ of a term is negative, the stresses of this term at the crack tip, i.e. $\xi=0$, tend to infinity. When the exponent $-\left(\lambda_{i}+1\right)$ of a term is equal to 0 , the stresses of this term are constant and contribute to the T-stress.

In the case of a crack in a homogeneous material or on a material interface, two singular terms exist in the solution. Denoting the singular stress modes as I and II, the singular stress $\sigma^{s}(\xi, \eta)$ (superscript s for
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singular stresses) are obtained from Eq. 3.36:

$$
\begin{equation*}
\sigma^{s}(r, \eta)=\sum_{i, \mathrm{I}, \mathrm{II}} c_{i} r^{-\left(\lambda_{i}+1\right)}\left(r_{\eta}^{\left(\lambda_{i}+1\right)} \psi_{\sigma_{i}}(\eta)\right) \tag{3.37}
\end{equation*}
$$

Note that the singular stress terms are separated from other terms and the stress singularity is represented analytically. This allows the evaluation of the stress intensity factors by directly matching their definition with the singular stress. For convenience, the point on the boundary along the crack from $\theta=0$ is considered. The distance from the crack tip on the boundary is denoted as $L_{0}=r_{\eta}(\theta=0)$. From Eq. 3.37, the values of the singular stresses at this point are equal to:

$$
\begin{equation*}
\sigma^{s}\left(L_{0}, \theta=0\right)=\sum_{i, \mathrm{I}, \mathrm{II}} c_{i} \psi_{\sigma_{i}}(\theta=0) \tag{3.38}
\end{equation*}
$$

where $\psi_{\sigma_{i}}(\theta=0)$ is the value of the stress modes at $\theta=0$. It is obtained by interpolating $\psi_{\sigma_{i}}(\eta)$ at the discrete points of $\theta(\eta)$. The stress intensity factors can be computed directly from their definition using the stresses in Eq. 3.38. For a crack in a homogeneous medium, the classical definition of stress intensity factors $K_{\mathrm{I}}$ and $K_{\mathrm{II}}$ for mode I and II are expressed as:

$$
\left\{\begin{array}{l}
K_{\mathrm{I}}  \tag{3.39}\\
K_{\mathrm{II}}
\end{array}\right\}=\sqrt{2 \pi r}\left\{\begin{array}{l}
\sigma_{\theta \theta}^{s}(r, \theta=0) \\
\tau_{r \theta}^{s}(r, \theta=0)
\end{array}\right\}
$$
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Formulating Eq. 3.39 at $r=L_{0}$ results in

$$
\left\{\begin{array}{l}
K_{\mathrm{I}}  \tag{3.40}\\
K_{\mathrm{II}}
\end{array}\right\}=\sqrt{2 \pi L_{0}}\left\{\begin{array}{l}
\sigma_{\theta \theta}^{s}\left(L_{0}, \theta=0\right) \\
\tau_{r \theta}^{s}\left(L_{0}, \theta=0\right)
\end{array}\right\}
$$

The stress intensity factors are then determined by substituting the stress components $\sigma_{\theta \theta}^{s}\left(L_{0}, \theta=0\right)$ and $\tau_{r \theta}^{s}\left(L_{0}, \theta=0\right)$ obtained from Eq. 3.38 into Eq. 3.40. For a subdomain containing a crack tip, two of the eigenvalues are equal to 1 . They represent the T -stress term and the rotational rigid body motion term, which does not contribute to the stresses. They are separated from other terms in Eq. 3.38 and expressed as (superscript T for the T-stress)

$$
\begin{equation*}
\sigma^{T}(\eta)=\sum_{i=T_{\mathrm{I}}, T_{\mathrm{II}}} c_{i} \psi_{\sigma_{i}}(\eta) \tag{3.41}
\end{equation*}
$$

The T -stress along the $\operatorname{crack}$ front $(\theta=0)$ is determined by interpolating the angular variation of the two stress modes $\left(\theta(\eta), \psi_{\sigma_{i}}(\eta)\right)$.

### 3.4 Surface traction

In structural analysis, it is common to have boundary conditions such as displacement constraints and applied loads. Due to the property of the NURBS that the control points are not necessarily on the curve, surface tractions can not be applied by the same method used in conventional numerical method like FEM or SBFEM. A surface traction $\Phi$ can be regarded
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as a Neumann boundary condition which can be expressed as

$$
\begin{equation*}
F=-\int_{\Gamma}[N] \Phi_{n} d \Gamma \tag{3.42}
\end{equation*}
$$

where $[N]$ describe the shape functions and $\Phi_{n}$ is the surface tractions on the nodes.

As mentioned in Sec. 3.6, numerical integration would be preferred over mathematical deduction when the target function is an input. In the flavour of numerical integration, Eq. 3.42 can be expressed as followed.

$$
\begin{equation*}
F=-\sum_{i=1}^{n} a_{i}\left[N\left(\xi_{i}\right)\right] \Phi_{n} \tag{3.43}
\end{equation*}
$$

where $\xi_{i}$ is the integration point and $a_{i}$ is the weight, $n$ is the number of integration points and different quadrature rules require different number of points in order to achieve an optimal accuracy.

It can be found that the term $\left[N\left(\xi_{i}\right)\right] \Phi_{n}$ is corresponding to $f(x)$ in Eq. 3.49. In conventional FEM or SBFEM, $\Phi_{n}$ can be determined as the real values on the nodes because, geometrically speaking, its shape function is interpolated from the given set of points. In other words, all nodes that determine the shape function in traditional FEM or SBFEM must be on the interpolating function. However, this is not the case in NURBS curves where it is the control points that play the same role as the nodes in existing shape function. In NURBS curves, apart from the first and the last
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points, the control points are not necessarily on the curves as illustrated in Fig. 2.2. This prevent s us from adopting physical value s on the nodes as $\Phi_{n}$ in Eq. 3.43. Instead, a set of "control stress" $\Phi_{c}$, the control points of another NURBS curve that represent the surface traction geometrically, need to be determined as

$$
\begin{equation*}
\Phi_{c}=\underset{\Phi_{c}}{\arg \min } \frac{1}{2} \int_{-1}^{1}\left\|\Phi(\xi)-[N(\xi)] \Phi_{c}\right\|^{2} d \xi \tag{3.44}
\end{equation*}
$$

It means that "control stress" $\Phi_{c}$ describe a minimum mean squared error between surface traction NURBS curve and the real traction $\Phi$. One of the simplest mathematical method s to determine $\Phi_{c}$ will be the least square method. Given the fact that the shape functions of this NURBS curve will be the same as that describe the geometry, $[N(\xi)]$ can be considered as known. By selecting $n$ sample points over the domain of the $\Phi$, Eq. 3.44 can be rewrite as

$$
\begin{equation*}
\Phi_{c}=\underset{\Phi_{c}}{\arg \min } \frac{1}{n} \sum_{i=1}^{n}\left\|\Phi\left(\xi_{i}\right)-\left[N\left(\xi_{i}\right)\right] \Phi_{c}\right\|^{2} \tag{3.45}
\end{equation*}
$$

Then "control stress" $\Phi_{c}$ can be solved by least square as

$$
\begin{equation*}
\Phi_{c}=\left([N(\xi)]^{T}[N(\xi)]\right)^{-1}[N(\xi)]^{T} \Phi(\xi) \tag{3.46}
\end{equation*}
$$

and Eq. 3.43 in the case where NURBS is in use can be rewrite as

$$
\begin{equation*}
F=-\sum_{i=1}^{n} a_{i}\left[N\left(\xi_{i}\right)\right] \Phi_{c} \tag{3.47}
\end{equation*}
$$

### 3.5. DISPLACEMENT INTERPOLATION

### 3.5 Displacement interpolation

Another difference between it with conventional FEM or SBFEM lies in the post processing. After solving the partial differential equation numerically, the displacements on the nodes will be one of the outputs in the traditional method. However, similar to what is discussed in Sec. 3.4, NURBS curves are defined by the control points that are not geometrically located on the curves. As a consequence, not only the input s such as surface traction s need to be translated into a NURBS-like representation, the output s such as the displacements will be the dummy values on the control points as well, or "control displacements" $\left\{u_{c}\right\}$. Dislike that in the traditional method, the "control displacements" do not have any physical meaning. It can only be used to interpolate the real displacements within its span.

$$
\begin{equation*}
\{u\}=\sum_{i=0}^{n} R(u)\left\{u^{(N)}\right\} \tag{3.48}
\end{equation*}
$$

### 3.6 Numerical integrations

When computing the coefficient matrix (Eq. 3.14) in SBFEM , numerical integrations tend to be overwhelmingly preferred over the mathematical deduction. The reason behind lies in the flexibility of the numerical method and that deduction of exact integrations scheme to any given shape func-
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tions may not be feasible. Due to the fact that the polynomials are adopted as the shape function, the numerical integration methods such as Legendre Quadrature or Gauss Quadrature provide possibility for an exact integration numerically. An integration quadrature is normally defined as followed:

$$
\begin{equation*}
\int_{-1}^{1} f(x) d x=\sum_{i=1}^{n} a_{i} f\left(x_{i}\right) \tag{3.49}
\end{equation*}
$$

The integration of any targeted polynomial function defined on $[-1,1]$ can be explicitly expressed as series. A set of integration points $\left\{x_{1}, x_{2}, \ldots, x_{n}\right\} \in$ $[-1,1]$ and the corresponding weight $s\left\{a_{1}, a_{2}, \ldots, a_{n}\right\} \in \mathbb{R}$ determined from the integration quadrature can be adopted to perform an exact integration on the given function.

Although shape functions used in NURBS are not polynomials, they can be separated into several spans within which the basis functions are rational polynomials. Based on this property, the numerical integration quadrature on each of these spans can be applied to achieve a reasonably accurate result. In other words, the NURBS curve with a knot vector of $[\underbrace{-1,-1, \ldots,-1}_{p+1}, u_{0}, \ldots, u_{n}, \underbrace{1,1, \ldots, 1}_{p+1}]$ can be integrated as

$$
\begin{equation*}
\int_{-1}^{1} R(u) d u=\int_{-1}^{u_{0}} R(u) d u+\int_{u_{0}}^{u_{1}} R(u) d u+\cdots+\int_{u_{n}}^{1} R(u) d u \tag{3.50}
\end{equation*}
$$

Since the rational polynomials instead of the non-rational ones are utilized as the shape functions in the NURBS, the difference between the outputs
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from Eq. 3.50 and the analytical solution will be so large that can not be regarded as machine error. Based on Eq. 2.9 we can conclude that the basis functions constructed by rational polynomials become non-rational if and only if the weight vector is identical i.e. $\{w\}=[1,1, \ldots, 1]$ after normalization. That indicates the error of numerical integration will be decreased when the weight vector of the NURBS curve becomes more uniform as the basis functions are more close to the non-rational polynomials. In order to achieve this target, the knot insertion or the order elevation introduced in Section 2.1.2.1 and Section 2.1.2.2 can be used.

### 3.7 Numerical examples

In this section, the accuracy and the convergence properties of the proposed method are demonstrated with a few benchmark problems. First, the proposed method is applied to thick cantilever beam bending, to a plate with a center circular hole and to an L-shaped bracket. In the case of Lshaped bracket both the static and the dynamic responses are studied. The results are compared with analytical solution where available and with the results obtained using quadratic Lagrange shape functions. In the latter part of the section, problems involving strong discontinuities (e.g., plate with an edge crack, angled crack in an orthotropic body) are solved to illustrate the effectiveness of the proposed method. It is noted that, when the proposed method is applied to problems involving strong discontinuities, no special treatment is required, such as, the augmentation of finite
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element basis or IGA with asymptotic functions (Benson et al., 2010) (De Luycker et al., 2011). For the purpose of error estimation and convergence studies, the relative error, L 2 and H 1 norms are used. The displacement norm is given by:

$$
\begin{equation*}
\left\|u-u^{h}\right\|_{L^{2}(\Omega)}=\sqrt{\int_{\Omega}\left[\left(u-u^{h}\right) \cdot\left(u-u^{h}\right)\right]} \tag{3.51}
\end{equation*}
$$

where $u^{h}$ is the numerical solution and $u$ is the analytical solution or a reference solution. The energy norm is given by

$$
\begin{equation*}
\left\|u-u^{h}\right\|_{H^{1}(\Omega)}=\sqrt{\int_{\Omega}\left[\left(\epsilon-\epsilon^{h}\right)^{T} D\left(\epsilon-\epsilon^{h}\right)\right]} \tag{3.52}
\end{equation*}
$$

For the purpose of numerical integration of NURBS basis functions, we employ higher order Gaussian quadrature over each span of the NURBS basis functions. Other quadrature rules are possible as outlined in (Hughes et al., 2010). For Lagrange basis functions, conventional GaussLobatto quadrature is employed.

### 3.7.1 Cantilever beam

A two-dimensional cantilever beam subjected to a parabolic shear load at the free end is examined as shown in Fig. 3.1. The geometry is: length $L=8 \mathrm{~m}$, height $D=4 \mathrm{~m}$. The material properties are: Youngs modulus $E=3 \times 10^{7} \mathrm{~N} \mathrm{~m}^{-2}$, Poissons ratio $\nu=0.25$. The parabolic shear force is $P=250 \mathrm{~m}$. The exact solutions for the displacements are given by
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Figure 3.1: Cantilever beam: Geometry and boundary conditions.
(Augarde and Deeks, 2008):

$$
\begin{align*}
& u(x, y)=\frac{P y}{6 \bar{E} I}\left[(6 L-3 x) x+(2+\bar{\nu})\left(y^{2}-\frac{D^{2}}{4}\right)\right]  \tag{3.53}\\
& v(x, y)=-\frac{P}{6 \bar{E} I}\left[3 \bar{\nu} y^{2}(L-x)+(4+5 \bar{\nu}) \frac{D^{2} x}{4}+(3 L-x) x^{2}\right]
\end{align*}
$$

where $I=D^{3} / 12$ is the moment of inertia, $\bar{E}=E, \bar{\nu}=\nu$ and $\bar{E}=E /(1-$ $\left.\nu^{2}\right), \bar{\nu}=\nu /(1-\nu)$ for plane stress and plane strain condition respectively. The stress $\sigma$ can be expressed as (Augarde and Deeks, 2008)

$$
\begin{align*}
\sigma_{x x} & =\frac{P(L-x) y}{I}  \tag{3.54a}\\
\sigma_{y y} & =0  \tag{3.54b}\\
\tau_{x y} & =-\frac{P}{2 I}\left[\frac{D^{2}}{4}-y^{2}\right] \tag{3.54c}
\end{align*}
$$

The strain energy can be derived from Eq. 3.54 and Eq. 3.53 as

$$
\begin{equation*}
\epsilon=\frac{1}{2}\left(\frac{D^{3} L^{3} P^{2}}{36 E I^{2}}+\frac{D^{5} L P^{2}(1+v)}{60 E I^{2}}\right) \tag{3.55}
\end{equation*}
$$
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In this example, rigid body motion is constrained by fixing 3 DOF on the left edge of the beam. $u_{x}=0$ for points at $(0,-D / 2)$ and $(0, D / 2)$ and $u_{y}=0$ for point at $(0,0)$. Surface tractions determined from the analytical solution of stress in Eq. 3.54 are applied on the boundary.

From the description in Section 3.4, the expression of the surface tractions must be transformed into NURBS-like representation before they can be applied. The control points that describe a second order function as surface tractions in this example can be solved mathematically. Assume the knot vector is evenly spaced and the shape functions is in second order, i.e. knot vector $\Xi=[0,0,0,1,1,1]$. Weight vector will be uniform because only the straight line is being interpolated, i.e. weight vector $w=$ $[1,1,1]$. Three basis functions used in B-Spline will be

$$
\begin{align*}
& N_{1}=(1-u)^{2} \\
& N_{2}=2 u(1-u)  \tag{3.56}\\
& N_{3}=u^{2}
\end{align*}
$$

With the given targeted parabola as $y=a x^{2}+b x+c, x \in[0,1]$, the generalized control points for the NURBS curve will be

$$
P=\left[\begin{array}{c}
P_{x}  \tag{3.57}\\
P_{y}
\end{array}\right]=\left[\begin{array}{ccc}
0 & m & 1 \\
c & n & a+b+c
\end{array}\right]
$$
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where $m$ and $n$ are unknowns for the second control point. B-spline curve $C=[N][P]$ then can be expressed as in parametric form as

$$
\left\{\begin{array}{l}
x=2 u(1-u) m+u^{2}  \tag{3.58}\\
y=c(1-u)^{2}+2 u(1-u) n+(a+b+c) u^{2}
\end{array}\right.
$$

After substituting Eq. 3.58 into $y=a x^{2}+b x+c$, we then have the system of equations as

$$
\left[\begin{array}{c}
0  \tag{3.59}\\
0 \\
2 c-2 n+a+b \\
2 n-2 c \\
c
\end{array}\right]=\left[\begin{array}{c}
4 a m^{2}-4 a m+a \\
-8 a m^{2}+4 a m \\
4 a m^{2}-2 b m+b \\
2 b m \\
c
\end{array}\right]
$$

$m$ and $n$ then can be solved as

$$
\left\{\begin{align*}
m & =\frac{1}{2}  \tag{3.60}\\
n & =\frac{b+2 c}{2}
\end{align*}\right.
$$

The numerical convergence of the relative error in the displacement norm and the relative error in the energy norm are shown in Fig. 3.2 for various order of NURBS basis functions with refinement. Fig. 3.2 also shows the error in the displacement norm when quadratic Lagrange shape functions are used along each edge within the scaled boundary formulation. It can be observed that NURBS basis functions yield superior accuracy when compared to Lagrange basis functions of the same order. It is seen that
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as the order of the shape functions is increased, the error decreases while the convergence rate increases.

### 3.7.2 Infinite plate with a circular hole

In this example, an infinite plate with a traction free hole under uniaxial tension ( $\sigma=1 \mathrm{Nm}^{-2}$ ) along x-axis (see Fig. 3.3) is considered. The exact solution of the stresses in polar coordinate $(r, \theta)$ is given by (Sukumar et al., 2001):

$$
\begin{align*}
\sigma_{x}(r, \theta) & =1-\frac{a^{2}}{r^{2}}\left(\frac{3}{2} \cos 2 \theta+\cos 4 \theta\right)+\frac{3 a^{4}}{2 r^{4}} \cos 4 \theta  \tag{3.61a}\\
\sigma_{y}(r, \theta) & =-\frac{a^{2}}{r^{2}}\left(\frac{1}{2} \cos 2 \theta-\cos 4 \theta\right)-\frac{3 a^{4}}{2 r^{4}} \cos 4 \theta  \tag{3.61b}\\
\gamma_{x y}(r, \theta) & =-\frac{a^{2}}{r^{2}}\left(\frac{1}{2} \sin 2 \theta+\sin 4 \theta\right)-\frac{3 a^{4}}{2 r^{4}} \sin 4 \theta \tag{3.61c}
\end{align*}
$$

where $a$ is the radius of the hole. Owing to symmetry, only one quarter of the plate is modeled. The material properties are: Youngs modulus $E=100 \mathrm{Nm}^{-2}$ and Poissons ratio $\nu=0.3$. The closed form displacement in Cartesian coordinate is given as

$$
\begin{align*}
u_{x}(r, \theta) & =\frac{R}{8 G}\left[\frac{r}{R}(\kappa+1) \cos \theta+2 \frac{R}{r}((1+\kappa) \cos \theta+\cos 3 \theta)-2 \frac{R^{3}}{r^{3}} \cos 3 \theta\right]  \tag{3.62a}\\
u_{y}(r, \theta) & =\frac{R}{8 G}\left[\frac{r}{R}(\kappa-3) \sin \theta+2 \frac{R}{r}((1-\kappa) \sin \theta+\sin 3 \theta)-2 \frac{R^{3}}{r^{3}} \sin 3 \theta\right] \tag{3.62b}
\end{align*}
$$
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Figure 3.2: Bending of thick cantilever beam: Convergence results
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Figure 3.3: Infinite plate with a circular hole: geometry and boundary conditions
where $G$ is the shear modulus and $\kappa$ (Kolosov constant) is defined as

$$
\kappa=\left\{\begin{array}{r}
3-4 \nu  \tag{3.63}\\
\frac{3-\nu}{1+\nu}
\end{array}\right.
$$

In this example, analytical tractions in Eq. 3.61 are applied on the boundary. The left and bottom boundaries are constrained with a roller boundary condition. $u_{x}=0$ where $y=0$ and $u_{y}=0$ where $x=0$.

The convergence rate in terms of the displacement norm is shown in Fig. 3.5 It is observed that the error decreases as the order of the shape functions is increased. Another unique feature of the proposed method is that the method allows different type or order of shape functions to be employed for different segments of the boundary. For example, in Fig. 3.4, the arc $A B$ and the line segment $B C$ can be represented by different basis
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Figure 3.4: Plate with circular hole: control net for two different discretizations. Control points ( ) , Boundary lines ( - ), Control polygon (-- - ), Scaling center ( O ).
functions, i.e., the arc can be represented by NURBS and the line segment can be represented by conventional Lagrange basis functions. Fig. 3.6 shows the plot of the NURBS basis and Lagrange basis functions. It can be seen that at point $B$, the shape function is continuous. In order to assess the behavior, we represent the arc with quadratic NURBS and the straight lines with conventional Lagrange shape functions. Since the NURBS are interpolatory at the ends, the compatibility requirement is automatically satisfied (see Fig. 3.7). The results from both the approaches converge with mesh refinement

### 3.7.3 L-shaped bracket

In this example, an L-shaped bracket with isotropic material properties is considered. Fig. 3.8 shows the geometry and the boundary conditions of the problem. The L-shaped bracket is fixed at one end and sub-
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Figure 3.5: Bending of thick cantilever beam: Convergence results
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Figure 3.6: NURBS basis functions and Lagrange basis functions. It can be seen that at Point $B$, the shape functions are continuous


Figure 3.7: Infinite plate with a circular hole: Convergence results for the relative error in the displacement norm $\left(L^{2}\right)$ and the relative error in the energy norm. In this case, the arc is represented with NURBS and Lagrange shape functions.
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jected to downward vertical displacement at the other end. Plain strain conditions are assumed. The dimension of the example is: $L=14 \mathrm{~m}$,


Figure 3.8: Geometry and boundary conditions
$W=4 \mathrm{~m}$ and $R=1 \mathrm{~m}$. While the material properties are: Young's modulus $E=1 \times 10^{3} \mathrm{MPa}$ and poisson's ratio $\nu=0.3$. This problem was studied in (Lipton et al., 2010) by employing the conventional IGA. In their study, the fillet was modeled as a separate path using biquadratic NURBS with nine control points.

In the present study, the control mesh is directly employed for the stress analysis. However, as the domain does not meet the star convexity, we divide the domain into three subdomains (see Fig. 3.9). We employ NURBS to represent the fillet, whilst for the straight lines, we employ Lagrange basis functions. The results from the present approach are compared with conventional finite element analysis using the commercial software ANSYS ${ }^{\circledR}$.
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Figure 3.9: Control net where 'filled' circles represents control points

A total of 2000 8-node quadrilateral elements were used for the finite element analysis. Fig. 3.10 shows the von Mises equivalent stress for the L-shaped bracket with and without the fillet. As expected, the no fillet case shows higher stress when compared to the L-shaped bracket with the fillet. From Fig. 3.10, it can be observed that the results from the present approach qualitatively match with the FE solution. It should be noted that, the proposed method is computationally less intensive than the conventional IGA as it requires only the boundary information.

Next, we extend the present formulation to study the transient response of an L-shaped bracket. The dimensions and the boundary conditions are shown in Fig. 3.11.
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Figure 3.10: Von Mises equivalent stress contours for L-shaped bracket without and with fillet. The stress values are in Mpa

In the example, $b=1 \mathrm{~m}$ and $r=0.2 \mathrm{~m}$. A state of plane stress is considered and the material properties are: Youngs modulus $E=1 \mathrm{Nm}^{-2}$ , poissons ratio, $\nu=1 / 3$ and mass density, $\rho=1 \mathrm{~kg} \mathrm{~m}^{-3}$. The shear wave velocity is $c_{s}=\sqrt{3 / 8} \mathrm{~m} \mathrm{~s}^{-1}$ and the dilatational wave velocity $c_{p}=$ $\sqrt{9 / 8} \mathrm{~m} \mathrm{~s}^{-1}$ The order of the continued fraction used in Eq. 3.35 is chosen as $M_{c f}=6$. A uniform pressure $p(t)$ is applied at the side BC of the
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(a) without fillet

(b) without fillet

Figure 3.11: L-shaped bracket: geometry and boundary conditions for transient analysis
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bracket. The pressure varies as a triangular impulse in the time domain. It reaches a peak value $p$ at time $t=0.5 b / c_{p}$, reduces to 0 at $t=b / c_{p}$ and stays at 0 afterwards. The time integration is carried out by using Newmark's method with $\gamma=1 / 2$ and $\beta=1 / 4$. The time step is chosen as $\delta t=0.025 b / c_{p}$.

The calculation is performed for 3000 time steps. For the IsogeometricSBFEM, the arc is represented with quadratic NURBS functions and the straight lines are discretized with Lagrange basis functions. As the problem domain does not satisfy the star convexity, the domain is sub-divided into three subdomains as done in the static example. The scaling center for each of the subdomain is placed at the center of the subdomain. To demonstrate the efficacy of the present formulation, the results are compared with those obtained using the conventional finite element method. A FE mesh leading to a similar accuracy is identified from a convergence study. The FE analysis is performed with the commercial software ANSYS ${ }^{\circledR}$ (a total of 2000 8-node quadrilateral elements were employed for this study).

The vertical displacement responses at point A are plotted in Fig. 3.12 as a function of the dimensionless time $T=c_{p} t / b$. It can be seen that the results from the present formulation agree well with the finite element solution.
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Figure 3.12: Vertical displacement of L-shaped bracket at Point A: comparison with conventional FE solution

### 3.7.4 Circular disk with an edge crack in tension

Next, the present formulation is applied to problems with strong discontinuities and singularities. The unique feature of the proposed framework is that the geometry is exactly represented by using NURBS and the singularities are captured semi-analytically without a priori knowledge of the asymptotic fields. In the first example, consider a circular disk with an edge crack (see Fig. 3.13) with Youngs modulus $E=1 \mathrm{Nm}^{-2}$ and Poisson's ratio $\nu=0.3$.
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Figure 3.13: Circular disk with an edge crack

The analytical displacements solution for mode I are given by:

$$
\begin{align*}
& u_{x}=\frac{1}{2}\left[\left(\kappa+\frac{n}{2}+(-1)^{n}\right) \cos \left(\frac{n \theta}{2}\right)-\frac{n}{2} \cos \left(\left(\frac{n}{2}-2\right) \theta\right)\right]  \tag{3.64a}\\
& u_{y}=\frac{1}{2}\left[\left(\kappa-\frac{n}{2}-(-1)^{n}\right) \sin \left(\frac{n \theta}{2}\right)+\frac{n}{2} \sin \left(\left(\frac{n}{2}-2\right) \theta\right)\right] \tag{3.64b}
\end{align*}
$$

where $\kappa$ is the Kolosov constant defined in Eq. 3.63.
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The analytical stress solution for mode I are given by:

$$
\begin{align*}
& \sigma_{x x}=\frac{n}{2}\left[\left(2+\frac{n}{2}+(-1)^{n}\right) \cos \left(\left(\frac{n}{2}-1\right) \theta\right)-\left(\frac{n}{2}-1\right) \cos \left(\left(\frac{n}{2}-3\right) \theta\right)\right]  \tag{3.65a}\\
& \sigma_{y y}=\frac{n}{2}\left[\left(2-\frac{n}{2}-(-1)^{n}\right) \cos \left(\left(\frac{n}{2}-1\right) \theta\right)+\left(\frac{n}{2}-1\right) \cos \left(\left(\frac{n}{2}-3\right) \theta\right)\right]  \tag{3.65b}\\
& \tau_{x y}=\frac{n}{2}\left[\left(\frac{n}{2}-1\right) \sin \left(\left(\frac{n}{2}-3\right) \theta\right)-\left(\frac{n}{2}+(-1)^{n}\right) \sin \left(\left(\frac{n}{2}-3\right) \theta\right)\right] \tag{3.65c}
\end{align*}
$$

In this example, the circular disk is represented by NURBS. The control net and the location of control points are shown in Fig. 3.14 for different NURBS orders.

The circular disk is subjected to a far field tension and the displacement and the stress modes are computed by the proposed isogeometric SBFEM. It is noted that only the boundary of the circular disk is discretized using the NURBS and no tensor product of the corresponding knot vectors is required to represent the unknown fields inside the domain. The convergence of the numerical stress intensity factor (SIF) and the T-stress with mesh refinement is shown in Tab. 3.1.

It can be seen that with mesh refinement the SIF and the T-stress converge. Increasing the order of the NURBS functions increases the con-
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Figure 3.14: Meshing of the circular disk with an edge notch

Table 3.1: T-stress and stress intensity factors for circular disk with an edge crack.

| Total | NURBS $p=2$ |  | NURBS $p=4$ |  | NURBS $p=6$ |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| DOF | SIF | T-stress | SIF | T-stress | SIF | T-stress |
| 18 | 2.3520 | 2.9442 |  |  |  |  |
| 34 | 2.8693 | 5.1991 | 2.8838 | 5.4050 |  |  |
| 74 | 2.8838 | 5.3112 | 2.8840 | 5.3445 | 2.8840 | 5.3447 |
| 130 | 2.8840 | 5.3318 | 2.8840 | 5.3444 | 2.8840 | 5.3444 |
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vergence behavior. Eq. 3.36 is the parametric equation for the stress field in the polar coordinates $r$ and $\theta$. The terms $\left(r_{\eta}^{\lambda_{i}+1}(\eta) \boldsymbol{\psi}_{\sigma_{i}}(\eta)\right)$ in Eq. 3.36 together with $\theta(\eta)$ in Eq. 3.3 are the stress modes describing the angular distribution at a constant radial coordinate $r$. For the converged result, Fig. 3.15 shows the displacement and the stress distribution at a constant radial coordinate $r$ around the crack tip for mode I fracture. Each of the stress modes is normalized with its value of $\sigma_{y y}=0^{\circ}$.

The stress modes from the scaled boundary formulation are compared with the analytical solutions and a very good agreement is observed in Tab. 3.1. The convergence of the displacement and stress modes with $h$ and $p$ refinement is shown in Fig. 3.16. It can be seen that with refinement the solution converges monotonically.

### 3.7.5 Edge crack in tension

Consider a plate with an edge crack loaded in tension $\sigma=1 \mathrm{~N} / \mathrm{m}^{2}$ over the top and the bottom edges. The geometry, loading and boundary conditions are shown in Fig. 3.17. In the figure, $L=2 m$ and $H=1 m$. The reference mode I SIF is given by:

$$
\begin{equation*}
K_{1}=F\left(\frac{a}{H} \sigma \sqrt{\pi a}\right) \tag{3.66}
\end{equation*}
$$
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Figure 3.15: Displacement and stress modes of circular disk with an edge crack using cubic NURBS functions
where $a$ is the crack length, $H$ is the plate width, and $F(a / H)$ is an empirical function given by (for $a / H \leq 0.6$ )

$$
F\left(\frac{a}{H}\right)=1.12-0.231\left(\frac{a}{H}\right)+10.55\left(\frac{a}{H}\right)^{2}-27.72\left(\frac{a}{H}\right)^{3}+30.39\left(\frac{a}{H}\right)^{4}
$$
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Figure 3.16: Circular disk with an edge crack: convergence of the displacement mode and stress mode

The convergence of the mode I SIF and the T-stress with the mesh size and the order of the NURBS basis function is illustrated in Tab. 3.2. It can be seen that decreasing the mesh size and increasing the order of the NURBS basis function, the numerically obtained SIF and the T-stress


Figure 3.17: Plate with an edge crack under tension
converge.

### 3.7.6 Angled crack in an orthotropic body

In this example, consider an orthotropic plate $(b / h=1)$ with an angled center-crack of length $a / h=0.5$ under uniform far field tension along

Table 3.2: Convergence of the mode I SIF and T-stress for an edge crack in tension

| Total | NURBS $p=2$ |  | NURBS $p=4$ |  | NURBS $p=6$ |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| DOF | $K_{1}$ | T-stress | $K_{1}$ | T-stress | $K_{1}$ | T-stress |
| 62 | 2.7011 | -0.4137 | 2.6647 | -0.4170 |  |  |
| 98 | 2.7632 | -0.4210 | 2.8343 | -0.4216 | 2.8335 | -0.4217 |
| 170 | 2.8028 | -0.4216 | 2.8252 | -0.4217 | 2.8245 | -0.4217 |
| 329 | 2.8264 | -0.4217 | 2.8247 | -0.4217 | 2.8246 | -0.4217 |
| Eq. 3.66 | 2.8264 | - |  |  |  |  |
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Figure 3.18: Angled crack in a rectangular orthotropic body: geometry the two opposite sides (see Fig. 3.18).

The elastic properties of the material are $E_{11}=E_{22}=E_{33}=106.17 \mathrm{GPa}$, $G_{12}=G_{23}=G_{13}=108.25 \mathrm{GPa}$, and $\nu_{12}=\nu_{23}=\nu_{13}=0.4009$. The results are compared with those obtained in (Banks-Sills et al., 2005). The convergence of mode I and mode II SIF with mesh size is shown in Tab. 3.3 for a crack at an angle $\alpha=\pi / 12$. The influence of the order of the shape functions is also shown. It can be seen that increasing the number of degrees of freedom, the error in the numerical SIF decreases. A very good agreement is observed.
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Table 3.3: Convergence of the generalized stress intensity factors $\left.\left(\overline{K_{\mathrm{I}}}, \overline{K_{\mathrm{II}}}\right)=\left(K_{\mathrm{I}}, K_{\mathrm{II}}\right) / P \sqrt{( } \pi a\right)$

| Order |  | Number of DOF |  |  |
| :--- | :--- | :--- | :--- | :--- |
|  |  | 160 | 240 | 320 |
| 2 | $\overline{K_{\mathrm{I}}}$ | 1.2770 | 1.2723 | 1.2706 |
|  | $\overline{K_{\mathrm{II}}}$ | 0.2918 | 0.2915 | 0.2913 |
| 4 | $\overline{K_{\mathrm{I}}}$ | 1.2700 | 1.2697 | 1.2697 |
|  | $\overline{K_{\mathrm{II}}}$ | 0.2914 | 0.2913 | 0.2913 |
| 6 | $\overline{K_{\mathrm{I}}}$ |  | 1.2668 | 1.2670 |
|  | $\overline{K_{\mathrm{II}}}$ |  | 0.2913 | 0.2913 |

Table 3.4: Generalized stress intensity factors $K_{\mathrm{I}} / P \sqrt{\pi a}$ of angled crack in rectangular orthotropic body

| Angle | $K_{\mathrm{I}}$ |  |  |  |
| :--- | :--- | :--- | :--- | :--- |
|  |  |  |  |  |
| $\alpha$ | (Banks-Sills <br> et al., 2005) |  | Order of the curve |  |
|  |  | 2 | 4 | 6 |
| 0 | 1.3755 | 1.3603 | 1.3583 | 1.3583 |
| $\pi / 12$ | 1.2692 | 1.2706 | 1.2697 | 1.2670 |
| $\pi / 6$ | 1.0268 | 1.0277 | 1.0270 | 1.0270 |
| $\pi / 4$ | 0.6952 | 0.6941 | 0.6944 | 0.6943 |
| $\pi / 3$ | 0.3579 | 0.3582 | 0.3580 | 0.3580 |
| $5 \pi / 12$ | 0.1095 | 0.0996 | 0.1003 | 0.1004 |

Also, increasing the order of the NURBS basis functions, the error decreases. The influence of the crack orientation on the mode I and mode II SIF is shown in Tab. 3.4 and Tab. 3.5. A total of 80 control points are used with different order of the NURBS basis functions. It can be seen that a very good agreement is observed.
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Table 3.5: Generalized stress intensity factors $K_{\text {II }} / P \sqrt{\pi a}$ of angled crack in rectangular orthotropic body

| Angle | $K_{\text {II }}$ |  |  |  |
| :--- | :--- | :--- | :--- | :--- |
|  | (Banks-Sills <br> et al., 2005) |  | Order of the curve |  |
|  |  | 2 | 4 | 6 |
| 0 | 0.0000 | 0.0000 | 0.0000 | 0.0000 |
| $\pi / 12$ | 0.2912 | 0.2914 | 0.2913 | 0.2913 |
| $\pi / 6$ | 0.5092 | 0.5087 | 0.5093 | 0.5092 |
| $\pi / 4$ | 0.5807 | 0.5948 | 0.5946 | 0.5946 |
| $\pi / 3$ | 0.5248 | 0.5247 | 0.5248 | 0.5248 |
| $5 \pi / 12$ | 0.3108 | 0.3119 | 0.3117 | 0.3117 |

### 3.7.7 Transient analysis of bimaterial plate with a notch

In this last example, we study the transient response of a bimaterial plate with a notch terminating at the material interface. The crack is assumed to be in material 1 and terminating at the interface between the two materials (see Fig. 3.19). The length of the crack is assumed to be b/2 and the width of the notch angle is $\theta=20^{\circ}$. The inputs and the results are non-dimensional. The plate consists of two materials with different Young's modulus and the same mass density and Poisson's ratio $\nu=1 / 3$. A state of plane stress condition is assumed and the plate is fixed at the bottom.

The main advantage of the proposed method when applied to this example is that, no special treatment is required to represent the weak material discontinuity or the strong discontinuity due to the notch. The scaling center is placed at the point $O$, where the notch intersects the ma-
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Figure 3.19: Bimaterial plate with a notch: geometry, boundary conditions and force history
terial interface. The SBFEM does not require the faces of the notch to be discretized and only the boundary of the domain is discretized. For this study, the vertical boundaries are discretized using four quartic NURBS functions and the horizontal boundaries are discretized using two quartic NURBS functions. Fig. 3.20 shows the non-dimensional natural frequencies computed using the proposed method for different orders of continued fractions. The reference solution is computed by using the commercial software ANSYS ${ }^{\circledR}$ 14.0. It is seen that the results from the present approach are in good agreement with the results from the FE software and for the transient analysis, the order of continued fractions is chosen as $M_{c f}=6$.
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Figure 3.20: Non-dimensional natural frequencies of a bimaterial plate with a notch

The transient response of the bimaterial plate with a notch is evaluated considering a uniformly distributed load acting at the top horizontal boundary (see Fig. 3.19). A triangular impulse load with an amplitude $\widetilde{p}$ with a duration of $2 \times \frac{b}{c_{s}}$ and peak value $\widetilde{p}$ at time $\widetilde{t}=1 \frac{c_{s}}{b}$ is applied. The time integration is carried out by employing Newmark's method with $\gamma=1 / 2$ and $\beta=1 / 4$. The time step is chosen as $\Delta t=0.05 \frac{b}{c_{s}}$ and a total of 400 time steps are considered. The vertical displacement responses at points $A, B$ and $C$ are plotted in Fig. 3.21 as functions of the dimensionless time $\tilde{t}=c_{s} \frac{t}{b}$ The corresponding results of a finite element analysis are also shown for comparison and an excellent agreement is observed. The main advantage of the proposed method is that internal discontinuities or material discontinuity does not require special treatment as in other approaches such as the XFEM or the conventional IGA. Moreover, creating a scaled boundary mesh with NURBS or B-spline functions is straightforward as
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only the boundary information is required when compared to generating finite element mesh around the notch.

(a) Vertical displacement at Point A

(b) Vertical displacement at Point B

### 3.8 Conclusions

In this chapter, the NURBS basis functions are employed to approximate the unknown fields in the circumferential direction within the
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(c) Vertical displacement at point C

Figure 3.21: Vertical displacements of bimaterial plate with a notch at (a) point A; (b) point B; (c): point C
framework of the SBFEM. The accuracy, effectiveness and the convergence properties of the proposed method are demonstrated with benchmark problems in linear elasticity and linear elastic fracture mechanics. From the numerical studies, it can be observed that the NURBS basis functions yield superior accuracy when compared to Lagrange basis functions of the same order. The proposed method overcomes the disadvantages of both the isogeometric finite element analysis and the isogeometric boundary element method. Like in the IGAFEM no fundamental solution is required and like in the IGABEM the spatial dimension is reduced by one. However, for complicated geometries, to meet the star convexity, subdivision into smaller sub-domains is required. When applied to problems with singularities, the proposed method does not require additional functions to span the solution space. Moreover, the proposed framework does not require internal discretization to study the dynamic response at high
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frequencies.

## Chapter 4

## Quad-tree mesh in 2D analysis

### 4.1 Introduction

The main objective of this chapter is to implement an adaptor that can parse the geometric information in CAD directly and to develop an automatic mesh generation algorithm based on it. The IGES file introduced in Sec. 2.1.1 is used in the proposed method as the bridge between the CAD and the numerical analysis. A quad-tree mesh generation algorithm described in Sec. 4.3 will be adopted to generate a high quality mesh that meets the scaling requirement discussed in Sec. 2.2. Either the NURBS basis function or the traditional shape function can be used as the shape function of the SBFEM solver. The geometric boundary will be translated into polylines before the meshing and the intersections are calculated based on them. Intersecting points on these polylines are pro-
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jected back to the NURBS surface after the meshing is generated to retain the exact geometry. The proposed method enhances the conventional SBFEM and the salient features of the method are:

- Direct using design file as geometric input s
- No human effort involvement in mesh generation
- Retained exact geometry
- High quality mesh generated from the quad-tree algorithm

This chapter is organized as follows. The CAD output (iges file) will be introduced first. After that, an overview of the algorithm that can generate quadtree mesh will be provided. Furthermore, a point projection method for NURBS curve utilizing its strong convex hull property is presented. The accuracy and the convergence properties of the proposed techniques are demonstrated with benchmark problems in the context of linear elasticity, followed by concluding remarks in the last section.

### 4.2 CAD output in 2D

The IGES(IGES, 1986) files introduced in Sec. 2.1.1 are used as the bridge between the engineering design and the numerical analysis in the proposed method. As a standard file format in engineering design industry, it is supported by almost all design softwares all over the world.
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Consequently, it offers a possibility to minimize the human efforts spent on geometric modeling.

### 4.2.1 Parse geometry in IGES file

The IGES file provides all information that describe the geometric input. Abstract structure of the IGES file that describes the 2D geometry can be regarded as a simple curve-surface structure. In other words, it defines the geometric input as certain number of surfaces with their boundaries in different colors, which represents different materials in engineering practice. Each surface contains a list of curve indices which are corresponding to the curve information described in IGES file.

When the IGES file is feed into the programme, each line in the directory entry will be parsed entity by entity. Parameters in directory entry describe the type and reference to other useful values for the entity. An entity may refer to one or many entities in directory entry. Detail of the specification of each entity is explained in Nas (2007).

### 4.2.2 Output to mesh generator

The output file that the mesh generator read in will be a short summary of the geometric input. Boundary representation will be kept as the data structure to describe the geometric input. However, some fields apart
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from the curves or the surfaces will be added. In the output file, the geometry will be organized in key points, polylines and surfaces. The key points define the coordinates of all points and polylines are used to represent all curves including NURBS curves for simplification. NURBS curves introduced in in 2.1.2 can be used directly by the mesh generator as well but it is found that the computational cost in the calculation of the distance $s$ between points to NURBS curves surpasses the merits of using it directly. The exact geometry can be retained by projecting the nodes on the boundary back to the origin NURBS curves after the mesh is generated.

Representing a straight line with polyline can be natural, the first and the last points will be enough to achieve an exact representation. However, that is not the case for curves whose curvature is not always zero. Although adding more key points can increase the quality of polyline representation, computational cost in calculating the distance increases at the same time. Yet, having only few key points may result in a bad polyline representation which leads to a poor mesh quality. Elements may be twisted after the nodes on the boundary are projected to the origin curves. As a consequence, a quantified indicator that is able to control the number and the position of the vertices on the polyline can be necessary.
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### 4.2.3 Discretization of the circular arc

The chord ratio can be a good indicator for circular arc. The arc length to chord length ratio $\frac{a}{L}$ illustrated in Fig. 4.1 can be expressed in angle $\alpha$ as:

$$
\begin{equation*}
\frac{a}{L}=\frac{\sqrt{2-2 \cos \alpha}}{\alpha}=\frac{2 \sin \frac{\alpha}{2}}{\alpha} \tag{4.1}
\end{equation*}
$$

The maximum angle $\alpha$ satisfy arc length to chord length ratio $\frac{a}{L}>1-\epsilon$ with $\sin \frac{\alpha}{2}=1-\frac{x^{3}}{6}+O\left(x^{7}\right)$ can be derived as:

$$
\begin{equation*}
\alpha<\sqrt{24 \epsilon} \tag{4.2}
\end{equation*}
$$



Figure 4.1: Chord length for circular arc

### 4.2.4 Discretization of the NURBS curve

For NURBS curves who have no closed form chord ratio, similar idea can be applied numerically. The NURBS curve is first divided into serval smaller ones based on the knot vector as described in Sec. 2.1.2.1. Since the order of each subdivided NURBS curve used in engineering
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Figure 4.2: Type of sub-devided NURBS curves: convex and concave with an inflection point
softwares are predominantly lower or equal to three, the sub-curves then can be divided into two classes, convex curves or concave curves with an inflection point as shown in Fig. 4.2. In order to determine whether the target NURBS curve is convex or concave, a cross product will be conducted. By assuming the subdivided NURBS curve is cubic, there will be four control points $P_{1}, P_{2}, P_{3}$ and $P_{4}$. If the signs of $\operatorname{cross}\left(\overrightarrow{P_{1} P_{2}}, \overrightarrow{P_{2} P_{3}}\right)$ and $\operatorname{cross}\left(\overrightarrow{P_{1} P_{2}}, \overrightarrow{P_{2} P_{3}}\right)$ are the same, then the curve is convex. Otherwise it will be concave.

### 4.2.4.1 Convex curves

Start with the simple case, in the situation illustrated in Fig. 4.3 where line $C\left(u_{0}\right) C\left(u_{n}\right)$ and the NURBS curve form a convex set, we are looking for a point $C\left(u_{m}\right)$ on the curve so that $C^{\prime}\left(u_{m}\right)$ is parallel to $\overrightarrow{C\left(u_{0}\right) C\left(u_{n}\right)}$. The target is to split one NURBS curve segment into two. The splitting will be
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Figure 4.3: Discretization for convex NURBS curve
processed until the arc length to chord length ratio of any splitted curves are smaller than the tolerance. Based on the property of the convex set, there can be one and only one parameter $u_{m}$ that satisfies the condition. As a consequence, numerical methods such as Newton's method can be adopted to determine it. For a given $u_{m}$, the next iteration will be:

$$
\begin{equation*}
u_{m_{\text {new }}}=u_{n}-\frac{f\left(u_{m}\right)}{f^{\prime}\left(u_{m}\right)} \tag{4.3}
\end{equation*}
$$

where

$$
f(u)=C^{\prime}(u)\left[\begin{array}{c}
-C_{y}\left(u_{n}\right)+C_{y}\left(u_{0}\right)  \tag{4.4}\\
C_{x}\left(u_{n}\right)-C_{x}\left(u_{0}\right)
\end{array}\right]
$$

The procedure to find $u_{m}$ can be concluded in Algorithm. 1 and Algorithm. 2 describes the procedure to find all knots corresponding to the vertexes of the polylines recursively.

### 4.2.4.2 Concave curves

As can be seen in Fig. 4.2, the extracted cubic NURBS curve will have no more than one inflection point. The reason for that is because
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```
Algorithm 1: Split a convex NURBS curve into two
    function splitConvexCurve(curve,u_0, u_n)
    Input : curve, the input NURBS curve
                u_0,u_n, two end knots of the NURBS curve
    Output: u_m, in Fig. 4.3
    u_m = (u_n + u_0) * 0.5
    pt_0, pt_n = getCurvePts(u_0, u_n)
    vector_On = Vector(pt_0,pt_n)
    angle \(=\) vector_On.atan2()
    deri1_m = getCurveDeri(u_m,1)
    angle_m = deri1_m.atan2()
    while abs(angle_m-anlge) \(<10^{-4}\) do
        deri1_m, deri2_m = getCurveDeri(u_m,2)
        angle_m = atan2(deri1_m.y, deri1_m.x)
        \(\mathrm{fu}=\) deri1_m * vector_On.normalVector()
        fu_deri = deri2_m * vector_On.normalVector()
        u_m = u_m - fu / fu_deri
        deri1_m = getCurveDeri(u_m,1)
        angle_m = deri1_m.atan2()
    end
```

```
Algorithm 2: Discrete a convex NURBS curve recursively
    function discreteConvexCurve(curve,eps,u_0,u_n,u)
        Input : curve, the input NURBS curve
        eps, the tolerance of the chord to arc-length ratio
        u_0,u_n, two end knots of the NURBS curve
    Output: \(u\), the vector of the knot corresponding to vertexes of the
        polylines
    arcLength = curve.arcLength(u_0,u_n)
    chordLength = curve.getPt(u_0).distanceTo(curve.getPt(u_n))
    if 1 -chordLength/arcLength \(<\) eps then
        return
    else
        u_m = (splitConvexCurve(curve,u_0,u_n)) u.add(u_m)
        discreteConvexCurve(curve,eps,u_0,u_m)
        discreteConvexCurve(curve,eps,u_m,u_n) return
    end
```
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the target function is cubic and hence its second derivative will be in first order. Consequently, numerical methods such as Newton's method can be used to find this unique point. After that, the curve can be divided into two convex ones and the algorithms introduced in 4.2.4.1 can be used separately. The Newton's iteration can be written as

$$
\begin{equation*}
u_{n_{\text {new }}}=u_{n}-\frac{f\left(u_{n}\right)}{f^{\prime}\left(u_{n}\right)} \tag{4.5}
\end{equation*}
$$

where

$$
\begin{equation*}
f(u)=C^{\prime \prime}(u) \tag{4.6}
\end{equation*}
$$

### 4.2.4.3 Calculation of the arc length

The arc length of the NURBS curve defined on $u \in\left[u_{0}, u_{n}\right]$ can be expressed as

$$
\begin{equation*}
L=\int_{u_{0}}^{u_{n}} \sqrt{C_{x}^{2}(u)+C_{y}^{2}(u)} d u \tag{4.7}
\end{equation*}
$$

The integration can be solved by the help of the numerical integration quadrature described in 3.6 as:

$$
\begin{equation*}
L=\sum_{i=0}^{n} a_{i} \sqrt{C_{x}^{2}\left(u_{i}\right)+C_{y}^{2}\left(u_{i}\right)} \tag{4.8}
\end{equation*}
$$
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### 4.3 Quad-tree structure

After the geometry information is exported from the IGES file, it can be feed into the quad-tree algorithm to generate mesh of the problem domain. As an algorithm based on computational geometry, it requires great amount of numerical operations and hence the result may be sensitive to the tolerance. An absolute tolerance may not be able to handle problems with very large or small geometric size. As a consequence, the first step is to normalize the geometry into a uniformed space ( $10 \times 10$ is used in this chapter).

### 4.3.1 Background mesh

Background mesh describes a mesh in the background. Its density is decided by the geometry. This section will introduce the procedure to generate the background mesh.

First of all, we start with one square which is the root of the tree. The size of it will be slightly larger than the normalized geometric input and it is selected as $16 \times 16$ in this chapter. An adaptive mesh generation based on numerical error can be found in Sec. 5. After that, the root square will be divided into millions (defined by resolution, defined as $2^{\text {res }} \times 2^{\text {res }}$ ) smaller ones like pixels in the image. Then, $2^{s_{\max }} \times 2^{s_{\max }}$ "pixels" will be group into the first level of the tree, or initial background mesh as shown in Fig. 4.4. It
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is used to control the maximum allowable mesh size globally or separately for different material regions.


Figure 4.4: An example of the background initial mesh: $16 \times 16$ square are divided into $2^{4} \times 2^{4}$ pixels (dashed lines, res $=4$ ) and $2^{2} \times 2^{2}$ pixels form the initial mesh (solid lines, $s_{\max }=2$ )

The criteria to decided whether each individual square in the initial mesh need to be refined or not is based on the concept of seed point $s$. The curve will be uniformly discretized into a given number so called seed points uniformly and the mesh will be refined until the number of the seed points within the square is less than the threshold. However, finer mesh is expected at the region where geometry with high curvature appears. It can be solved by treating each segment of the polylines as an individual curve. Due to the fact that algorithm described in Sec.4.2.2 guarantees the chord length to arc length ratio, polylines ought to have finer segments at the position where the curvature is significant.
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Although seed points provide a good guide on the mesh density, situations where high density mesh is required while few seed points appeared may happen as plotted in Fig. 4.5. The geometry limits the seed points due to the lack of curvature. While, it is expected that the square element will be refined at least once as one layer of mesh may not be appropriate to formulate a thin shell structure. As a result, another restriction


Figure 4.5: Limitation of the seed points: few seed points will be generated over a straight line and few seed points will be included in the square element which leads to unexpected behavior. - stands for the seed points.
will be adopted together with the seed points to prevent this kind of situation from happening. Element with more than two unique intersections will be tagged as "need refinement" no matter how many seed points it contains. In numerical calculation, two points may be regarded as one if they are close enough to each others. Normalization of the geometry described at the beginning of this section helps to define a meaningful tolerance to handle numerical error.

Self-balancing is adopted by most of the tree data structure such as AVL, B/B+, Red-black tree and so on. Fig. 4.6 illustrates a self-balancing operation of the AVL tree. Balancing by rotation is performed because difference in height of the leaf $B$ and $L$ is greater than the threshold. Same
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Figure 4.6: Balance of the AVL tree (Roura, 2013)
idea is adopted in the quadtree as well. A refinement will be performed to achieve the balance if the difference in the height of the leaf (Cell $A$ and $B$ in Fig. 4.7 for example) is larger than one. The reason why balanc-

(a) Before balance operation

(b) After balance operation

Figure 4.7: Balance of quadtree: cell A is refined in order to balance the quadtree.
ing is predominately adopted in tree data structure lies in the guarantee of an $O(\log (n))$ time complexity for searching in any case. Even thought computational cost on searching seems not to be significant during mesh generation using quadtree, a balanced tree provided some other attractive features that can be utilized in numerical analysis. One of the advantages is to improve the mesh quality. Any extremely small or large angle
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between the element and the scaling center may result in a bad quality mesh. Chances are that these poor quality mesh may appear without selfbalancing, shown in Fig. 4.8. Another reason for that is to kept the pattern


Figure 4.8: Small angle between element and scaling center may reduce the mesh quality
of the cells. If the threshold of the self-balancing is set to one ( $2: 1$ ratio), only six kinds of the cells will appear before the cutting as illustrated in Fig. 4.9. Thanks to the geometric similarity, local stiffness matrix can be calculated and scaled directly when same kind of the cell appears which significantly reduce the computational cost. Hanging nodes in Fig. 4.9 can be a problem for traditional finite element to handle the displacement compatibility (Ebeida et al., 2010; Legrain et al., 2011; Tabarraei and Sukumar, 2008). Solution including triangulation (Bern et al., 1994; Koçyiit et al., 2009; Yerry and Shephard, 1983), using special shape function (Gupta, 1978) and other methods are available but special treatments is required. As a comparison, SBFEM provides greater flexibility on the element, n sides polygons with hanging nodes or curved edges can be treated natively.
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Figure 4.9: Types of the cell when 2:1 ratio is applied, stands for the hanging node

### 4.3.2 Hard point treatment

A Hard point is a kind of point in the geometry that must be meshed as a node or scaling center. In the proposed method, a concave element may only be observed with the appearance of a hardpoint. Due to the fact that the scaling requirement discussed in Sec. 2.2 can be easily met for all convex polygons simply by adopting their centroids as the scaling center, the hard point treatment could be crucial in order to generate a valid SBFE mesh. When more than two materials are involved, it is common to have some hard points to make sure the point shared by three material can be properly formulated as shown in Fig. 4.10 The difficulty in treating a hard point lies in its position in the background mesh. The further it is away from the geometric center of the background mesh, the poorer the quality of mesh will be generated. If the hard point in Fig. 4.10b is located somewhere that is very close to the left boundary of the background mesh, the mesh for material one after cutting may be quite elongated and
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(a) Hard point is meshed as node

(b) hard point is meshed as scaling center

Figure 4.10: Example of a hard point, elements around the point shared by three material must be properly divided into three.
twisted. Besides, the requirement of the scaling center in the SBFEM can always be satisfied no matter where it is located in a convex polygon. The opposite is true for a concave polygon, special treatment must be adopted to fullfil this requirement. As a consequence, generally speaking, a convex mesh may be preferred over a concave one and hard point can be the only source that will introduce concave polygons in most of the situations. Although algorithm s finding qualified scaling center in a concave polygon exist, the quality of the mesh may not be satisfactory even the scaling center is located on the vertex.

The first step to treat the hard point will be trying to adjust the background mesh so that the hard point is close enough to the cell's geometric center in the background mesh. The ideal size of the background mesh shall ensure that only one hard point is contained and that no points from any other curves should be located in it. No more than one reflex angle is expected if the maximum number of the hard point in the cell is limited to one, under which circumstance the scaling requirement discussed in Sec.

### 4.3. QUAD-TREE STRUCTURE

2.2 can be easily met by placing the scaling center either at the hard point or on the bisector of the reflex angle. As a consequence, the size of the containing square box_size is set to be one third of the distance to the nearest curves or half of the distance to the nearest hard point, whichever is smaller. These parameter usually result in a valid and large enough background mesh that can treat the hard point easily. When building the background cell containing hard points in the algorithm, it will be implemented by having a considerably fine mesh within the range of the hard point and merge all cells in that range into a larger one to be the background cell. Size of the "considerably fine" mesh size_field will be defined with the adjacent vertexes of the hard point derived in Eq. 4.9

$$
\begin{equation*}
\text { size_field }=\frac{\text { box_size }}{2^{\text {round }\left(\log \left(\frac{2 \pi}{\min (\alpha)}\right)-1\right)}} \tag{4.9}
\end{equation*}
$$

where $\alpha$ is the minimal angle $\min \left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}\right)$ in Fig. 4.11. As is exponentially related to the minimal angle $\alpha$, the size_field may always be small enough to capture thin shell. After the first step of the hard point treatment is done, the background cell shall have the following properties

1. Distance between hard point to geometric center of the background cell must be smaller than $\sqrt{2}$ size_field
2. Element after cutting share the hard point as the node or it will be one element with scaling center located at the hard point

With these two properties, the cell can be cut by simply connecting the intersections with the hard point later.
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Figure 4.11: Hard point treatment step1: find box_size and size_field

### 4.3.3 Bucket sort algorithm

When cutting the boundary, it is necessary to find the intersections between the polylines and the background mesh. Finding geometric relationship between each cell and each curve may be necessary. However, it could be computational expansive when quite a few curves are involved and a fine mesh is targeted. As a result, an algorithm inspired by buck sort is introduced in order to reduce the computational cost of this process.

Bucket sort algorithm is a sorting algorithm that put an array of objects into different buckets and then sort the objects in each bucket. Objects in each bucket then are sorted by other sorting algorithm or by applying the buckets sort recursively. Although the sort algorithm can not
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be adopted directly in finding the intersection, the idea "divide and conquer" can be utilized in order to reduce the computational cost in finding the intersections.

First step of this method would be very similar to the first step in generating the background mesh. The entire background square or the root of the quadtree will be divided evenly into $2^{n} \times 2^{n}$ smaller ones. A larger $n$ will result in an increasing number of buckets and will detect more irrelevant curves but take more time. A trade off normally is not necessary and $n=8$ usually provides a good enough result so it can be fixed as 8 unless special need is posed on. Fig. 4.12 illustrates an example of the algorithm ( $n$ is taken as 4 in this example in order to have a clear figure, it should usually be taken as no less than 6). The end points of the curve are located in gird D2 and I5, as a consequence, the curve will be put in bucket "D2-I5". In other words, cells that are not in this region shall not have any intersections with the curve.

### 4.3.4 Cutting with boundary

Generally, there are three situations where cutting is involved with one curve and they are sorted by the number of the intersections as shown in Fig. 4.13. Due to the fact that the background cell is refined properly and hence the curves can be regarded as straight lines. Case 3 in Fig. 4.13c is an exception as it shall not happen unless even the background cell
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Figure 4.12: Bucket sort in quadtree
with the minimal allowable size may not be able to catch the feature. Unfortunately, result from case 3 may not be as expected but increasing the resolution or decreasing the minimal allowable cell size can help to prevent case 3 from happening. In situation a (Fig. 4.13a) where two intersections are observed, cell can be split by connecting points $E F$. To start with, any vertex among $A, B, C$ or $D$ can be selected as the starting point. After the point is selected, point A for example, another point from any of the line connected it will be chosen, point $B$ for line $A B$ for example. This procedure will be repeated recursively until the intersection points $E$ or $F$ is found and next point will be $E$ or $F$ whichever is not selected at the moment. Recursion will be continued until the starting point is found again. A
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(a) Case1: two intersections

(b) Case2: one intersectoin

(c) Case3: more than two intersections

Figure 4.13: Situations in cutting: one, two and more than two intersections


Figure 4.14: Hard point treatment in cutting
closed region then will be formed by all selected points in sequence. Another cell can also be easily found by finding the implement set. It should be noted that all cells split in this situation must be convex.

In case 2 where only one intersection will be detected, multiple curves with the intersections should be observed as in Fig. 4.14 and the hard points must be involved (point $H$ in Fig. 4.14). Handling case 2 would be similar but slightly tricky compared to that in case 1. At the beginning, the hard point is selected (point $H$ in the example). After that, any intersection point is selected ( $F$ in this example). Then, the other point of any line segment that has $F$ will be selected ( $D$ in this example). The former
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step will be performed recursively until another intersection point is found. Once the hard point is detected again, a closed region is found. Repeating the procedure can help to find all closed regions cut by the hard point and multiple curves.

In case 3 where more than two intersections are found, split cells may not be as expected as this situation shall not happen normally. If case 3 does happen, the first and the last intersection points will be selected and all other intersection points will be ignored. After that, method in case one can be applied directly.

### 4.3.5 Points moving

Although all types of cells with intersections are able to be treated by the algorithm described above, quality of the mesh sometimes may become out of control as example shown in Fig. 4.15.

In order to improve the mesh quality, the point moving is adopted. Generally there are two ways of moving, one is moving the closest points to the line (move point $C$ to line $A B$ in Fig. 4.15) and another is moving points on the line to the closest point, e.g. point $B$ will be moved to $C$ in Fig. 4.15. Both methods has its own advantages and disadvantages and they will be discussed later.
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Figure 4.15: Poor quality of mesh: triangle element ABC is too small compared to its neiboughre

The recommended method is to mark the nodes that are close enough to the curves as intersections and project them back onto the curves at the end. One significant advantage is that only convex cells may appear during cutting but special treatment need to be added in generating the background mesh. The algorithm for cutting a convex cell into two will always yield valid result in existing algorithm. For example, point $C$ in Fig. 4.15 will be marked as the intersection and point $A$ and $B$ will be ignored. Point $C$ will be projected back using algorithm introduced in Sec. 4.4 to the curve when the cutting is finished. The threshold usually is taken as a proportion to the length of the background cell size. When finding the intersection, another detection will be posed after. If the distance of the intersection to a node is smaller than $\epsilon a$ where $\epsilon$ is tolerance and $a$ is the size of the background cell, the intersection will be ignored and the nearest node will be marked as intersection instead. Fig. 4.16 illustrates an example when points are moved toward one of the nodes. If both intersections are moved then cutting may not be necessary. When one is moved and another is
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Figure 4.16: Treatment of cell cutting when point is moved retained, algorithm described in previous section can be adopted directly as the topology remain the same. The disadvantage is that situation in Fig. 4.17a when generating the background mesh need to be taken into consideration. Points $A, B$ and $C$ will be marked as intersections and it becomes situation 3 in Fig. 4.13c. However, background cells like it shall be refined otherwise unexpected behavior resulted from cutting algorithm may appear and such unexpected behavior shall be only allowed to happen when minimal allowable cell size in setting is too large to capture the local feature. As a consequence, when refining background mesh in section. 4.3.1, not only the number of intersections between curves with the origin cell need to be counted, but also that from the enlarged box need to be counted as shown in Fig. 4.17. Either more than two intersections are found in origin cell or the enlarged one in Fig. 4.17b will result in the refinement of the cell. Another approach is projecting the nodes in background mesh on to the curves before the cutting using algorithm introduced in Sec. 4.4. Special treatments in generating the background mesh is no longer necessary but cutting concave cells may be hard to treat. Fig. 4.18 illustrates an example of a concave cell resulted from point moving. An intersecting curve that is not a straight line (even with a very small curva-
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(a) Problem in marking intersection

(b) Enlarged box (dashed line)

Figure 4.17: Adopting enlarged box to ensure the background mesh is refined properly
ture) leads to a possibility that the distance $a$ from the hanging node $A$ to the curve is slightly smaller than the tolerance while $b$ and $c$ are slightly larger than tolerance. As a result, point $A$ will be moved on to the curve

(a) Before moving

(b) After moving

Figure 4.18: Concave cell resulted from point moving
but the other two nodes will not and hence cutting a concave cell need to be treated. This method is not recommended because special treatment on cutting concave cells need to be implemented and it could be much more complicated than that in previous method. First of all, more than two intersections will be observed in Fig. 4.18b and it may be mixed with case 3 in Fig. 4.13c. Moreover, the concave cell may be cut into three instead of two which creates extra difficulty. As a consequence, the sequence of all
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intersections may need to be recorded in order to distinguish it from case 3 in Fig. 4.13c and special treatment in cutting concave into more than three parts need to be implemented as well. Generally speaking, this approach may be much more complex than solving background mesh issue when moving points before cutting.

### 4.3.6 Color the region

Multiple material properties and holes may appear in the input and the programme is expected to assign each mesh with correct material id, or color. Each different material will be related to one color and the hole can be regarded as void material. There are two ways to achieve this goal: method based on geometry and that based on topology. Using geometric location to find the color is easy to implement and not sensitive to the correctness of the mesh but may introduce errors in coloring. While using topological property requires more computational cost and is sensitive to the validity of the mesh but usually provide correct coloring if former steps are correct. Considering the possibility of coloring becoming the bottle neck of the whole programme is low and the fact that the mesh is expected to be valid, topological property may be preferred in most of the cases.

Geometric locations provide a good reference of the color in most of the case but may fail in some situation. Calculating geometric center s
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and finding which bounded area contains it is a computational cheap work and can be parallelized to utilize multiple threads or map-reducer using powerful clouding computing. However it can fail in some cases especially for a concave polygon whose geometric center is outside of itself as shown in Fig. 4.19. Using the scaling center which is always inside of the polygon


Figure 4.19: Coloring problem using location of geometric center in concave polygon
instead of geometric center can not prevent it from happening. Fig. 4.20 discusses the possibility of coloring failure in convex cell where the geometric center is coincide with scaling center. The coordinate of the scaling center of the rectangle in the left is $\left(\frac{l-a}{2}, \frac{l}{2}\right)$. If the x coordinate of point $C$ is less than $\frac{l-a}{2}$, angle $\alpha$ is so significant that the point $C$ is not recognized as the hard point and $a$ is not so large compared to $l$ that the point $A$ and $B$ will not be merged to the node of the rectangle. In other words, coloring


Figure 4.20: Coloring problem using location of scaling center
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failure may happen if

$$
\begin{align*}
C_{x} & \leq \frac{l-a}{2} \\
\alpha & >\epsilon_{1}  \tag{4.10}\\
\frac{l-a}{l} & >\epsilon_{2}
\end{align*}
$$

where $C_{x}$ refer to the $x$ coordinate of the point $C, \epsilon_{1}$ is the tolerance used in hard point definition and $\epsilon_{2}$ is the tolerance used for point moving in Sec .4.3.5. Assuming the point $C$ is located on the geometric center of the rectangle in the left, or $C_{x}=\frac{l-a}{2}$, it is concluded that

$$
\begin{align*}
2 \arctan \frac{l}{l-a} & >\epsilon_{1}  \tag{4.11}\\
\frac{l-a}{l} & >\epsilon_{2}
\end{align*}
$$

Result of minimal $\epsilon_{1}$ with different $\epsilon_{2}$ is summarized in table. 4.1. Setting $\epsilon_{1}$ greater than $150^{\circ}$ may result in large amount of unexpected hard points and a $\epsilon_{2}>0.35$ could lead to significantly increased points moving. A combination of $\epsilon_{1}=150^{\circ}$ and $\epsilon_{2}=0.3$ seems to be the only possible solution. However, sticking on the parameters that produces some unexpected hard points and points moving may not surpass the advantage of this method.

Table 4.1: Minimal $\epsilon_{2}$ with different $\epsilon_{1}$

| $\epsilon_{1}($ Deg $)$ | 100 | 110 | 120 | 130 | 140 | 150 | 160 | 170 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\epsilon_{2}$ | 0.84 | 0.70 | 0.58 | 0.47 | 0.36 | 0.27 | 0.18 | 0.09 |

A method based on the topology, on the other hand, provides correct coloring in theory if the mesh generated is valid. In other words, the mesh satisfies the following requirements:
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- The background mesh shall be refined properly so that situation in Fig. 4.13c will not appear
- The Hard points are set properly
- The input has ben properly scaled so that there is a few outer margin The coloring algorithm will utilize a breadth-first search algorithm to find color for each of the cell. Any polygon can be picked as the root element of the search tree. For convenience, the most bottom-left element is defined as the root of the search tree. All neighbor polygons will be added as child nodes recursively until a cell whose boundary is shared by another color is found. Once such a cell is found, the algorithm then consider the whole branch share the same color. The loops stops when there are not any unvisited polygons found under all available parent nodes. Any uncolored polygons will have the same color as its youngest parent's. Take Fig. 4.21 as an example, The root element will be the polygon 0 and its neighbor

(a) Geometry of an example for coloring

(b) Mesh of an example for coloring

Figure 4.21: Example for coloring
polygons 1 and 4 will be appended as child node. Since no boundary of polygon 1 and 4 is the border between two materials, the recursion goes
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on. The polygon 15 then will be found as the child node of the polygon 1 , the recursion will pause before polygon 5 being append to polygon 1 . The hypotenuse of the polygon 15 is the border between the color 1 and -1 , considering the fact that the known color of its youngest parent (the polygon 0) is 1 , whole branch (the polygon 0,1 and 15) will be marked as color 1. By knowing the hypotenuse of the polygon 15 can only be contained in one other polygon, next child node, polygon 2, will be marked as color -1 in next recursion. The recursion resumes for the polygon 1 and


Figure 4.22: Example for coloring: step 1
the polygon 5 shall be appended and the polygon 4 find 5 and 12 . Due to the fact that the polygon 5 is visited by the polygon 1 , it will not be added to the polygon 4's child. After that, the polygon 15 find the polygon 2, whose bottom boundary is the border between the color 1 and -1 (background color is set as 1 and hence it is assumed color outside of the bonding box is 1). The oldest node with known color is itself, the polygon 2 and as a result the branch with single element will be marked as color -1 . Bottom edge of the polygon 2 is contained in itself only, which implies the termination of the branch. As another child node of polygon 15, the polygon 6 , whose hypotenuse is border between two colors and the youngest parent with known color will be polygon 15 which is marked as color 1 . The polygon
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13 will be marked as color -1 in next recursion. Fig. 4.24 illustrates the


Figure 4.23: Example for coloring: step 2
final search tree after a few more recursion. End node polygon 11 and 3 do not trigger the termination process normally will be marked with color in the end with the youngest parent rule, which gives branch $11,10,12,4$ and branch 3 the same color as polygon 0 and 2 .


Figure 4.24: Example for coloring: final tree

### 4.4. POINTS PROJECTION

### 4.4 Points projection

### 4.4.1 Projection algorithm

A point projection algorithm is to find the nearest point in parameter $(u)$ on the NURBS curve of the test point. In the proposed method, all points on the NURBS curve is generated based on the approximated polylines and hence are not exactly on the boundaries. Although there exists a closed form solution for point projection, it require the order of the NURBS curve must be less than 4 (Piegl and Tiller, 1997). As a consequence, a projection algorithm (Ma and Hewitt, 2003) using NewtonRaphson method is introduced to tackle this problem.

For a given point $P=(x, y)$, its projection on the curve $C(u)$ so that the distance $|P-C(u)|$ is minimum is targeted. However, in the proposed method, the existence of the large number of the possible curves increases the computational cost significantly. The projection point for the test point $P$ need to be determined for every existing curve and the one with the smallest minimum distance will be selected. One possible improvement could be limit the possible curves to only a few by utilizing the fact that the NURBS curves has been divided into multiple sub-curves without interior knot by knot insertion introduced in Sec. 2.1.2.1. Another property that can be utilized is that most of the test point $P$ is expected to be extremely close to its projection on the curve $C(u)$.
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As a consequence, the strong convex hull property can be adopted to limit the number of possible curves to be less than 2 . The building of the convex hull is explained in detail in Sec. 4.4.2. The signed distance s of the test point to all curves' convex hull s are calculated and only the curves with negative signed distance $s$ which indicate that the point is in the convex hull will be selected as candidates. If no negative distance is detected, a few number (taken as 3 in the proposed method) of curves with minimum signed distance will be selected.

In order to find the projection of the test point $P$ on the curve $C$, target function $f$ can be expressed as

$$
\begin{equation*}
f(u)=\mathbf{C}^{\prime}(u) \cdot(\mathbf{C}(u)-\mathbf{P}) \tag{4.12}
\end{equation*}
$$

When $f(u)$ gives 0 , the point either located on the curve or the distance $|\mathbf{C}(u)-\mathbf{P}|$ is minimal. and two scalars $f$ and $g$ are defined as The iteration can be concluded as

$$
\begin{equation*}
u_{i+1}=u_{i}-\frac{f\left(u_{i}\right)}{f^{\prime}\left(u_{i}\right)} \tag{4.13}
\end{equation*}
$$

After one iteration is finished, the following criteria are checked in sequence.

1 Is the point coincide with $C\left(u_{i}\right)$

$$
\left|\mathbf{C}\left(u_{i}\right)-\mathbf{P}\right| \leq \epsilon_{1}
$$
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where $\epsilon_{1}$ stands for the tolerance for distance in Euclidean space.

2 Is the cosine zero

$$
\frac{\left|\mathbf{C}^{\prime}(u) \cdot(\mathbf{C}(u)-\mathbf{P})\right|}{\left|\mathbf{C}^{\prime}(u)\right||\mathbf{C}(u)-\mathbf{P}|} \leq \epsilon_{2}
$$

where $\epsilon_{2}$ stands for the tolerance for cosine. If either of these conditions are met, the iteration is terminated. Otherwise Eq. 4.13 is performed to find the parameter $u_{i+1}$ for next iteration.

3 Make sure $u$ and $v$ are within there domains

$$
u_{i+1} \in[a, b]
$$

where $a$ and $b$ are the lower and upper bounds for the knot vector of curve $C$. If the curve is open

$$
\begin{cases}u_{i+1}=a & u_{i+1}<a  \tag{4.14}\\ u_{i+1}=b & u_{i+1}>b\end{cases}
$$

If the curve is closed

$$
\begin{cases}u_{i+1}=b-\left(a-u_{i+1}\right) & u_{i+1}<a  \tag{4.15}\\ u_{i+1}=a+\left(u_{i+1}-b\right) & u_{i+1}>b\end{cases}
$$
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4 The difference between the new parameter $u_{i+1}$ and the old one $u_{i}$ is insignificant

$$
\left|\left(u_{i+1}-u_{i}\right) \mathbf{C}^{\prime}\left(u_{i}\right)\right| \leq \epsilon_{1}
$$

The iteration will be terminated if this condition is meet.

### 4.4.2 Convex hull in 2D

The convex hull property of the NURBS curve indicates that all points on the curve must be contained within the convex hull constructed by its control points (Selimovic, 2009). There are great number of algorithm that can be used including gift wrapping (Cormen et al., 2009), graham scan (Anderson, 1978), quick hull (Barber et al., 1996), Chan's algorithm (Chan, 1996) and so on (Andrew, 1979; Kirkpatrick and Seidel, 1986). The quick hull is adopted in the proposed as it provides a computationally efficient and stable algorithm. The algorithm utilize the idea of "divide and conquer" to build the convex hull with an expected time complexity of $O(n \log (n))$ and $O\left(n^{2}\right)$ for the worst case. Generally speaking, it works as expected in most of the situation except for the case of high symmetry or most of the points located at the circumference of a circle. The algorithm can be implemented with following steps:

1. Find the most left and right points (points with minimal and maximum $x$ ) since they are proved to be part of the convex hull.
2. Connect these two points and use the line to separate other points
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into two group.
3. Find the point with maximum distance to the line in step 2 in any group.
4. Construct a triangle with two points in step 2 and the point in step 3.
5. Eliminate all points contained by these two subsets in step 4.
6. Repeat the previous three steps and the distance calculated in step 2 is determined as the point to the triangle instead of the line in step 1.
7. Terminate the iteration when no points are left

### 4.5 Numerical Examples

### 4.5.1 Cantilever beam

A two-dimensional cantilever beam subjected to a parabolic shear load at the free end is examined as shown in Fig. 4.25. The geometry


Figure 4.25: Cantilever beam: Geometry and boundary conditions.
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is: length $L=8 \mathrm{~m}$, height $D=4 \mathrm{~m}$. The material properties are: Youngs modulus $E=3 \times 10^{7} \mathrm{~N} \mathrm{~m}^{-2}$, Poissons ratio $\nu=0.25$. The parabolic shear force is $P=250 \mathrm{~N}$. The exact solutions for the displacements are given by (Augarde and Deeks, 2008) as Eq. 3.53. where $I=D^{3} / 12$ is the moment of inertia, $\bar{E}=E, \bar{\nu}=\nu$ and $\bar{E}=E /\left(1-\nu^{2}\right), \bar{\nu}=n u /(1-n u)$ for plane stress and plane strain condition respectively. The stress $\sigma$ can be expressed as (Augarde and Deeks, 2008) as Eq. 3.54. The strain energy can be derived from Eq. 3.54 and Eq. 3.53 as Eq. 3.55.

In this example, rigid body motion is constrained by fixing 3 DOF on the left edge of the beam. $u_{x}=0$ for points at $(0,-D / 2)$ and $(0, D / 2)$ and $u_{y}=0$ for point at $(0,0)$. Stress from analytical solution in Eq. 3.54 are applied on the boundaries.

Due to the fact that the geometry of the cantilever beam can be described by four points and four straight lines, drawing in AutoCAD may not be necessary. As a result, the input geometry is defined manually. Generated background mesh, coloring and the final result with res $=32$, $s_{\max }=16$ and $s_{\text {min }}=1$ are shown in Fig. 4.26, Fig. 4.27 and Fig. 4.28. Mesh with different parameters are plotted in Fig. 4.29 and the convergence study is plotted in Fig. 4.30
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Figure 4.26: Background mesh of cantilever beam : Bold lines represents the input geometry


Figure 4.27: Mesh coloring of cantilever beam : Grey area represents the cantilever beam


Figure 4.28: Final mesh of cantilever beam
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(a) Mesh with res $=32, s_{\max }=2,178$ DOFs

(b) Mesh with res $=64, s_{\max }=2,438$ DOFs

(c) Mesh with res $=128, s_{\max }=2,1658$ DOFs

Figure 4.29: Mesh of the cantilever beam
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Figure 4.30: Convergence of the cantilever beam

### 4.5.2 Infinite plate with a circular hole

In this example, an infinite plate with a traction free hole under uniaxial tension $\left(\sigma=1 \mathrm{Nm}^{-2}\right)$ along x -axis (see Fig. 4.31) is considered. $L$ is taken as 20 and $r$ is 5 . The material properties are: Youngs modulus $E=100 \mathrm{Nm}^{-2}$ and Poissons ratio $\nu=0.3$.
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Figure 4.31: Infinite plate with a circular hole: geometry and boundary conditions

The exact solution of the principal stresses in Cartesian coordinate $(r, \theta)$ is given by (Sukumar et al., 2001) in Eq. 3.61. The closed form displacement in Cartesian coordinate is given in Eq. 3.62.

Geometry of the example will be extracted from the iges file drawn in AutoCAD (Fig. 4.32).


Figure 4.32: Infinite plate with a circular hole: CAD drawing
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Figure 4.33: Background mesh of infinite plate with a circular hole : Bold lines represents the input geometry

Generated background mesh, coloring and the final result with res $=$ 32, $s_{\max }=4$ and $s_{\text {min }}=1$ are shown in Fig. 4.41, Fig. 4.42 and Fig. 4.43.

Mesh with different parameters are plotted in Fig. 4.36 and the convergence study is plotted in Fig. 4.37
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Figure 4.34: Mesh coloring of infinite plate with a circular hole : Grey area represents the plate


Figure 4.35: Final mesh of infinite plate with a circular hole
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(b) Mesh with res $=128, s_{\max }=4$, 272 DOFs
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(c) Mesh with res $=128, s_{\max }=16,488$ DOFs

Figure 4.36: Mesh of infinite plate with a circular hole


Figure 4.37: Convergence of the infinite plate with a circular hole
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### 4.5.3 Plane strain bracket

In this example, a plane strain bracket with a downward uniform distributed load on the top is considered (see Fig. 4.38). The material properties are: Youngs modulus $E=2 \times 10^{5} \mathrm{~N} \mathrm{~m}^{-2}$ and Poissons ratio $\nu=0.3$.


Figure 4.38: Plane strain bracket: geometry and boundary conditions

A total strain energy of 282.927 J is determined by ANSYS with the mesh shown in Fig. 4.39
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Figure 4.39: ANSYS mesh for plane strain bracket (62004 DOF)

Drawing in AutoCAD will be divided into two parts: base and the holes as shown in Fig. 4.40
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Figure 4.40: CAD drawing of plane strain bracket

Generated background mesh, coloring and the final result with res $=$ 32, $s_{\max }=4$ and $s_{\min }=1$ are shown in Fig. 4.41, Fig. 4.42 and Fig. 4.43.

Mesh with different parameters are plotted in Fig. 4.44 and the convergence study is plotted in Fig. 4.45
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Figure 4.41: Background mesh of the bracket: Bold lines represents the input geometry


Figure 4.42: Mesh coloring of the bracket : Grey area represents the bracket
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Figure 4.43: Final mesh of the bracket

(a) Mesh with res $=64, s_{\max }=4,1656$ DOFs
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Figure 4.44: Mesh of the plane strain bracket
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Figure 4.45: Convergence of the plane strain bracket

Fig. 4.46 shows the von Mises equivalent stress for the plane strain bracket. From Fig. 4.46, it can be observed that the results from the present approach qualitatively match with the FE solution.

### 4.5.4 Buildings on the ground

In this example, a few buildings on different layers under gravity of soils are considered. Fig. 4.47 illustrates the geometry and boundary condition of the problem and Fig. 4.48 shows the material property of the problem. Fig. 4.49 represents the design file in AutoCAD. Fig. 4.50 and Fig. 4.51 plot the mesh and the von-mises stress correspondingly.
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Figure 4.46: Von Mises equivalent stress contours for plane strain bracket

### 4.5.5 Other meshes

In this section, some other mesh examples with irregular geometric boundaries are considered. Fig. 4.52 and Fig. 4.53 show the mesh generated
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Figure 4.47: Geometry and boundary condition of the problem


Figure 4.48: Geometry and boundary condition of the problem
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Figure 4.49: Design in AutoCAD
for a flower input. Fig. 4.52b and Fig. 4.53b highlight the sharp corner treatment of the algorithm.

### 4.6 Conclusions

In this chapter, the IGES file is employed directly from the CAD output to represent the geometry during the preprocessing. The proposed methods provides a systematic and automatic mesh generation algorithm where a high quality mesh that meets the scaling requirement discussed in Sec. 2.2 is produced efficiently. The CAD design file can be used directly and the exact geometry can also be retained, which largely reduce the human efforts involved in numerical analysis. Moreover, it helps to reduce the analytical error as the difference in the geometric representation is minimized. Computational efficiency is improved via utilizing the pattern
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(a) Mesh

(b) Mesh at the sharp corner

Figure 4.50: Meshing of the buildings
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Figure 4.51: Von-mises stress contour for the buidlings on the ground
of the quadtree to prevent repeated calculation. Points projection algorithm is accelerated using the strong convex hull property of the NURBS curve. The accuracy, effectiveness and the convergence properties of the proposed method are demonstrated with benchmark problems in linear elasticity mechanics. From the numerical studies, it can be observed that the quadtree mesh yield $s$ better accuracy compared to uniform mesh with same degree of freedoms.
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Figure 4.52: Mesh of flower
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(a) Mesh for woolworth logo : Different colors for differnet materials

(b) Mesh for woolworth logo : Sharp conors treatment

Figure 4.53: Mesh of wolli logo

## Chapter 5

## Adaptivity

### 5.1 Introduction

The main objective of this chapter is to introduce a way that can develop an adaptive mesh automatically based on the posteriori error estimator. Most of the unnecessary refinement in the region which contributes few to the improvement of the accuracy will be prevented. The expressions related to the eigenvalues of the SBFEM formulation representing the quantity of the error in the interpolation are adopted as one of the error indicators, together with the area and other geometric properties of the Scaled Boundary Finite Element. A machine learning model using the Multilayer Perceptron (MLP) is trained to determine whether a Scaled Boundary Finite Element needs refinement or not based on all these information.

### 5.2. ERROR INDICATOR

The proposed method enhances the SBFEM with quad-tree mesh introduced in Sec. 4 and the outstanding features of the method are:

- No human effort involvement in mesh refinement
- Smart refinement detection
- Highly extensible criteria, any other error indicators can be added to the existing framework

This chapter is organized as follows. The error indicators used in the proposed method will be introduced first. After that, a machine learning algorithm that can be trained to determine the necessity of the refinement of a cell based on these indicators is presented. Furthermore, a triangle merging algorithm is developed to bypass the lack of eigenvalue error indicators in first order triangular element $s$ in the SBFEM. Finally, the matrix representation of NURBS curves is introduced to improve the computational efficiency and the robustness of the NURBS related calculation. The accuracy and the convergence properties of the proposed techniques are demonstrated with benchmark problems in the context of linear elasticity, followed by concluding remarks in the last section.

### 5.2 Error indicator

This section details the proposed error indicators for adaptive scaled boundary finite element analysis. In comparison with the works in (Deeks
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and Wolf, 2002c), no stress recovery is required. This reduces the computational effort s and leads to an efficient adaptive analysis. The error estimation is directly invoked from the scaled boundary finite element solutions.

### 5.2.1 Mesh Size

The area of a subdomain will apparently influences the accuracy of the result. Generally speaking, a larger subdomain tends to lead to a higher error. The area of any polygon in Fig. 5.1 can be calculated as

$$
\begin{equation*}
S=\frac{1}{2} \sum_{k=1}\left(x_{k} y_{k+1}-x_{k+1} y_{k}\right) \tag{5.1}
\end{equation*}
$$



Figure 5.1: A polygon with $n$ vertexes
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### 5.2.2 Mesh Quality

Mesh quality is another important factor that influences the accuracy. In SBFEM, the mesh quality is highly related to the minimal angle formed by the intersecting lines connected to the scaling center and the adjacent polygon vertexes. An extremely small angle as shown in Fig. 5.2 may raise numerical stability issues and hence decrease the accuracy of the result.

(a) Acceptable

(b) Unacceptable

Figure 5.2: Scaling center ( © ), minimal angle $\alpha$

### 5.2.3 Eigenvalue in SBFEM

From Eq. 3.24, the displacement in the SBFEM can be calculated as

$$
\begin{equation*}
u(\xi)=c_{1} \xi^{-\lambda_{1}} \phi_{u}^{1}+c_{2} \xi^{-\lambda_{2}} \phi_{u}^{2}+\ldots \tag{5.2}
\end{equation*}
$$

where $\phi_{u}^{i}$ stands for the eigenvector corresponding to the $i$ th eigenvalue in the eigenvalue matrix $\Lambda^{n}$ in Eq. 3.20. The contribution of each mode is
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represented by every individual term in Eq. 5.2 (Deeks and Wolf, 2002b). On the other hand, after the displacement solution is calculated on the boundary nodes by Eq. 3.21 with $\xi=1$, displacement solution in circumferential direction then is interpolated by the help of the $p$-th order shape function $R(\eta)$ in Eq. 3.24. As a result, terms corresponding to the eigenvalue $\lambda_{i} \leq p$ can be exactly interpolated by the shape function. These terms can be regarded as exact. However, therms corresponding to the eigenvalue $\lambda_{i}>p$ indicate the shape functions are not capable to interpolate the displacement exactly and thus shall be taken as error. Consequently, displacement on the boundary $u(\xi=1)$ can be expressed with exact terms and approximation terms as followed

$$
\begin{equation*}
u_{b}=u_{e}(\xi=1)+u_{a}(\xi=1) \tag{5.3}
\end{equation*}
$$

where the exact terms for the displacement on the boundary can be expressed as

$$
\begin{equation*}
u_{e}(\xi=1)=\sum c_{i} \phi_{u}^{i} \text { for all } \lambda_{i} \leq p \tag{5.4}
\end{equation*}
$$

and similarly, the approximation terms can be written as

$$
\begin{equation*}
u_{a}(\xi=1)=\sum c_{i} \phi_{u}^{i} \text { for all } \lambda_{i}>p \tag{5.5}
\end{equation*}
$$

### 5.3. MACHINE LEARNING

Follow the same logic, nodal forces on the boundary can be expressed As

$$
\begin{align*}
q_{b} & =q_{e}(\xi=1)+q_{a}(\xi=1) \\
q_{e}(\xi=1) & =\sum c_{i} \phi_{q}^{i} \text { for all } \lambda_{i} \leq p  \tag{5.6}\\
q_{a}(\xi=1) & =\sum c_{j} \phi_{q}^{j} \text { for all } \lambda_{j}>p
\end{align*}
$$

The energy can be calculated by the

$$
\begin{align*}
U & =\frac{1}{2} u_{b}^{T} q_{b}=U_{e}+U_{a} \\
U_{e} & =u_{e} q_{e}  \tag{5.7}\\
U_{a} & =u_{e} q_{a}+u_{a} q_{e}+u_{e} q_{e}
\end{align*}
$$

The relative error for energy can be calculated as $\frac{U_{a}}{U}$ and the same logic for displacement and stress.

In order to obtain satisfactory solutions within certain accuracy, the contribution of $U_{a}$ towards $U$ should be minimized and $U_{a}$ should also be distributed evenly to all cells. This is, in fact, similar to the relative energy norm error used in the literature (Zienkiewicz et al., 1989).

### 5.3 Machine learning

Due to the fact that there are a few error indicators, it could be hard to determine the relationship between them and whether a subdomain needs
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refinement or not. As a result, specific technique is required in order to search for the patterns in the data. After that, the final decision which is a binary classification in this case as each subdomain will be labeled as "refine" or "not refine" can be made based on the input of the error indicators explained in Sec. 5.2. Hence, the discovery of regularities plays a key role in the adaptive analysis and an automatic discovery of regularities is usually associated with pattern recognition by the help of algorithms.

### 5.3.1 Training Set

The training set is determined by numerical examples in Fig. 5.3 and Fig. 5.4. The training data is annotated with whether a subdomain is refined or not and the model can study the data and learn to classify each subdomain based on all four features explained in 5.2. With the same example, uniform mesh of quadtree is conducted and the same region are marked as refined as shown in Fig. 5.5. Criteria taken into consideration are:

1. Ratio of the area of the cell to the total area
2. Minimal angle formed by the intersecting lines connected by scaling center and adjacent polygon vertexes
3. Eigenvalue error indicator for displacement
4. Eigenvalue error indicator for stress
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(a) Mesh and displacement field before refinement

(b) Mesh and displacement field after refinement

Figure 5.3: Mesh refinement for square plate with circular hole (Duval et al., 2018)

### 5.3.2 Regularization for MLP

Bagging Bagging is a technique that utilize multiple models in order to increase the accuracy of the prediction (Breiman, 1996). The principle idea of that is simple: training multiple models separately and let them vote for the prediction. It is adopted vastly in machine learning. The idea behind the optimization technique is that different models often make dif-
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Figure 5.4: Mesh refinement of a short cantilever beam (Zienkiewicz et al., 2005)
ferent errors on the same test set. Take a set of $k$ regression models for an example, error $\epsilon_{i}$ is made by each model on each example. The errors are drawn from a zero-mean multivariate normal distribution with variances $E\left[\epsilon_{i}^{2}\right]=\nu$ and covariances $E\left[\epsilon_{i} \epsilon_{j}\right]=c$. As a result, the overall error determined by averaging of all models is $\frac{1}{k} \sum_{i} \epsilon_{i}$. The expected squared error of the ensemble predictor is

$$
\begin{align*}
E\left[\left(\frac{1}{k} \sum_{i} \epsilon\right)^{2}\right] & =\frac{1}{k^{2}}\left[\sum_{i}\left(\epsilon_{i}^{2}+\sum_{j \neq i} \epsilon_{i} \epsilon_{j}\right)\right]  \tag{5.8}\\
& =\frac{1}{k} \nu+\frac{k-1}{k} c
\end{align*}
$$
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Figure 5.5: Training data for SVM: Cells in black is marked as refined.

The bagging technique does not help if the errors are highly correlated and $c=\nu$ as the mean squared error can reduce to $\nu$. On the other hand, the effect of this technique may be significant if the errors are highly uncorrelated and $c=0$, in which situation the overall mean squared error becomes $\frac{1}{k} \nu$. In other words, the overall mean squared error decreases linearly with the model size. To conclude, the performance of this technique must not be worse than any of its individual model and a significant improvement can be expected if its members make independent errors.

### 5.3. MACHINE LEARNING

There are several different methods to train ensemble. For instance, each member of the ensemble can be trained with same training set but different algorithms or different training set with same algorithm. The reuse of the same kind of models and algorithms is allowed thanks to the bagging. The bagging technique used in the proposed method is constructing $k$ different training set. Each training is built by sampling the original data set randomly. In other words, each individual model may have some dataset which is not appear in any other models. There is also some dataset are shared by multiple models.

Due to the large number of initialization parameter for a neural network, bagging technique can be extremely effective because the random selection of parameters such as initialized weight, mini-batches, hyperparameters and so on leads to a different outcome even with the same training data. The method is proved to be reliable and powerful for minimizing the generalization error. Averaging dozens of models is widely adopted in those who won the machine learning contests and a recent example is Netflix Grand Price (Koren et al., 2009).

Dropout Dropout (Srivastava et al., 2014) is another optimization approach used in the proposed method. An effective but computationally cheap regularizing technique is provided. Roughly speaking, the dropout can be regarded as one method to create different models in bagging described in Sec. 5.3.2 by training multiple models. One problem in bagging

### 5.3. MACHINE LEARNING

is that it could be impractical when each model is so large that the training can be computationally expensive in terms of time and space complexity. Hence, the number of models used in ensembles tends to be in the range of 5 and 10 and the winner of ILSVRC (Szegedy et al., 2014) used 6 models. As a comparison, dropout provides an cheap algorithm that can train and evaluate a large number of bagged ensemble.

In dropout, random hidden units are disabled during the training, which can be easily achieved by manually setting the weight to zero. By doing so, the contribution of this hidden unit is ignored based on the fact that matrix production is used. It can also be implemented by removing the unit completely from the network. In bagging technique, $k$ different models with different training data are trained. This is shared by the dropout as well, while dropout supports larger number of neural networks. During the training process using dropout, a minibatch-based learning algorithm introduced in Sec. 2.3.4 is used to make insignificant steps. Whenever a sample is loaded into the minibatch, a random binary mask is applied to all of the inputs and hidden units in the network. The probability a unit be disabled is independent from others and shall be determined from the user input as one of the hyperparameter. In the proposed method, an input units has $20 \%$ chance of being disabled and the number is $50 \%$ for the hidden units.
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More formally, assume that a mask vector $\mu$ specifies which units to include and $J(\theta, \mu)$ defines the cost of the model defined by parameters $\theta$ and mask $\mu$ (Goodfellow et al., 2016). After that, the training of the dropout becomes minimizing $E_{\nu} J(\theta, \mu)$. The expectation may includes great number of terms while it could be possible to determine an unbiased estimation of its gradient by sampling values of $\mu$.

The training of the dropout is quite different to that of bagging. Models use same parameters but different training data in bagging as shared parameters help to represent numerous number of models without occupying too many memory. During the training using bagging, individual model is trained until convergence while during the training using dropout, most of the models are not explicitly trained. That is because the number of the possible sub-network in dropout is too significant to finish the training within the lifetime of the universe. Instead, only minor proportion are trained for a single step. Parameter sharing guarantee that the remaining sub-networks are able to arrive at good settings. The bagging algorithms are followed after that. For instance, the training data used by individual model actually is sampled from the original training set. Simple majority of the votes from all members are adopted to determine the prediction of the ensemble. Although bagging and dropout does not require a explicitly probabilistic model, it is assumed that a probability distribution $p^{(i)}(y \mid x)$ will be the output. The prediction of the ensemble is given by averaging all
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these distributions,

$$
\begin{equation*}
\frac{1}{k} \sum_{i=1}^{k}(y \mid x) \tag{5.9}
\end{equation*}
$$

For dropout, individual model with a mask vector $\mu$ defines a probability distribution $p(y \mid x, \mu)$. The arithmetic mean over all masks is given by

$$
\begin{equation*}
\sum_{\mu} p(\mu) p(y \mid x, \mu) \tag{5.10}
\end{equation*}
$$

where $p(\mu)$ is the probability distribution used to sample $\mu$ during the training. Since numerous number of terms are involved in the summation, it could be difficult to calculate Eq. 5.10 without simplification. However, a deep neural network do not allow such simplification. Instead, it is possible to approximate the simplification with sampling by calculate the mean value from many masks. It is suggested that around 15 masks are able to provide satisfactory performance (Goodfellow et al., 2016)

Yet, the existence of a better approach allows the determination of a satisfactory approximation to the predictions of the ensemble at the cost of one forward propagation. It can be achieved by adopting geometric mean instead of the arithmetic mean of the ensemble member's predicted distributions (Warde-Farley et al., 2014). However, using the geometric mean instead of the arithmetic mean leads to the result which is not guaranteed to be a probability distribution. In order to enforce a probability distribution as the result, the requirement that all sub-models must assign a non-zero probability to all events is imposed. After that, the resulted distribution is
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normalized again. The unnormalized probability distribution from geometric mean is:

$$
\begin{equation*}
\tilde{p}_{\text {ensemble }}(y \mid x)=2^{d} \sqrt{\prod_{\mu} p(y \mid x, \mu)} \tag{5.11}
\end{equation*}
$$

where $d$ is the number of units that my be dropped. To simplify the presentation, a uniform distribution over $\mu$ is adopted. But it should be noted that non-uniform distributions can be treated as well. Eq. 5.12 need to be performed on the ensemble in order to determine the prediction

$$
\begin{equation*}
p_{\text {ensemble }}(y \mid x)=\frac{\tilde{p}_{\text {ensemble }}(y \mid x)}{\sum_{y^{\prime}} \tilde{p}_{\text {ensemble }}\left(y^{\prime} \mid x\right)} \tag{5.12}
\end{equation*}
$$

The key idea behind the dropout is to approximate $p_{\text {ensemble }}$ by calculating $p(y \mid x)$ in one model (Hinton et al., 2012). The aim of this improvement is to capture the correct output from that unit. It is called weight scaling inference rule which shows outstanding performance empirically.

Since an inclusion probability of $\frac{1}{2}$ is widely adopted, the weight scaling rule tends to half the weights after training. The model is used as usual after that. It can also be achieved by multiplying the states of the units by 2 during training. Both of these two methods are to narrow the difference between the expected total input to a unit at test time and that at the training when approximately half of the hidden units are dropped. For those models without nonlinear hidden units, the weight scaling inference rule gives exact result. For instance, a softmax regression classifier with $n$
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input variables represented by the vector $v$ is considered:

$$
\begin{equation*}
P(y=y \mid v)=\operatorname{softmax}\left(W^{T} v+b\right)_{y} \tag{5.13}
\end{equation*}
$$

They can be indexed into the family of sub-models by element-wise multiplication of the input with a binary vector $d$ :

$$
\begin{equation*}
P(y=y \mid v ; d)=\operatorname{softmax}\left(W^{T}(d \odot v)+b\right)_{y} \tag{5.14}
\end{equation*}
$$

### 5.3.2.1 Indicator used in adaptivity

All terms used in the performance indicators in machine learning are introduced in Sec. 2.3.8. The balance of the indicators is highly dependent on classifiers' objective. Take the spam detector for an example, a false positive can be more dangerous than a false negative is as an important e-mail being marked as spam can be a disaster. While in adaptivity, there may be no favour over either of them. It is because the refinement of a cell with lower error or leaving a cell with higher error unrefined may not produce significant influence on the final result. As a result, F1 score can be the most important indicator as it takes both recall rate and precision into consideration.
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### 5.3.3 Result

All training data are standardized by Eq. 5.15 where $\bar{x}$ and $\sigma$ is the mean and standard deviation of the data. It makes features in training data have zero means and unit variance. Cells that need to be refined are labeled as 1 and the rest are labeled as 0 . Radial basis function with $\sigma=0.7624$ is adopted as kernel function in SVM.

$$
\begin{equation*}
x^{\prime}=\frac{x-\bar{x}}{\sigma} \tag{5.15}
\end{equation*}
$$

Half of the training data (320 out of 640) are used to train the model and the reset are used for cross validation. Different class weights are set for testing different performance in regard to all indicators in Fig. 5.6. A class


Figure 5.6: Accuracy, precision, recall rate and F1 score vs different class weight

### 5.4. MERGING TRIANGLE

weight is a vector that influence s the predication directly. The model will calculate the probability for each classification based on the input and the one with higher probability will be chosen as the result in default situation. Change class weight to $1: 2$ will force the model to choose first class when its probability is higher than $66.67 \%$ instead of $50 \%$. A class weight of $3: 7$ was chosen from Fig. 5.6 to guarantee a balance between precision and recall rate. The corresponding result is listed in Tab. 5.1.

Table 5.1: Result of cross validation

| Accuracy | $84.38 \%$ |
| :---: | :---: |
| Precision | $64.38 \%$ |
| Recall rate | $66.20 \%$ |
| F1 score | $65.28 \%$ |

### 5.4 Merging triangle

Due to the property of the SBFEM, first order triangle element s will result identical eigenvalues of one. Under this circumstance, the displacement, nodal force and energy using eigenvalues failed as the they are always equal to the order of the shape function, one. As a consequence, the triangular elements shall be merged with their neighbours to form a larger polygon. Besides, due to the fact that triangular elements are formed by cutting with the geometric boundary, triangular elements have a higher chance to be obtuse triangles, which lead to poor quality mesh. As a result, merging triangle can help to improve the mesh quality as well.
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Figure 5.7: Merging triangle

There are three steps to perform a triangle merging.

1. Finding the polygon to merge with
2. Merging triangle with the polygon
3. Adjusting scaling center

The first step of merging triangle is to find the appropriate cell to merge with. Generally speaking, there will be two or three candidate as shown in Fig. 5.8 Since triangular elements are always generated by cut by the boundary, one of these possibility must contain the other part of the origin cell (cell 2 in Fig. 5.8). However, as the cut by the boundary is necessary, undo the cut could be meaningless. As a result, this possibility can be ignored. If there are two remaining possibility as in Fig. 5.8b, the triangle will be merged with the cell that share the longer edge with it. Triangle 0 in Fig. 5.8b will be merged with cell 1 instead of 3 because $A B>A C$. It is because of the following reason. Take Fig. 5.8b as an example, edge $A D$ will be extended to $D C$ if triangle 0 is merged with polygon 1 . So merging
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triangle with the polygon that share a longer edge indicates the polygon will less elongated and leads to a better mesh quality. Furthermore, the polygon to merge with the triangle must have the same material property with the triangular element, otherwise they shall not be combined together. In some extreme case, the merging triangle may not be possible as the triangular element itself fill the whole region with a specific material property. A reasonable selection of hyperparameter in generating mesh can prevent it from happening.


Figure 5.8: Choose the cell to merge with

The second step which is merging the triangular element with the polygon is straightforward. It should be noted that one point (point $A$ in Fig. 5.8b) is possible to be removed. A calculation of the distance from point $A$ to line $C D$ can always help to determine whether the point can be removed or not.

The last step is to find the scaling center for the new generated polygon. Due to the fact that the merged polygon is very unlikely to be a poly-
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gon that looks like a square, taking the mean of all vertexes as the scaling center may not be a good idea. Calculating the geometric center of the polygon and take it as the scaling center may be an optimized solution. The centroid $C$ of a polygon with $n$ points $\left\{\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right), \ldots,\left(x_{n}, y_{n}\right)\right\}$ can be calculated as

$$
\begin{align*}
& C_{x}=\frac{1}{6 A} \sum_{i=0}^{n-1}\left(x_{i}+x_{i+1}\right)\left(x_{i} y_{i+1}-x_{i+1} y_{i}\right)  \tag{5.16}\\
& C_{y}=\frac{1}{6 A} \sum_{i=0}^{n-1}\left(y_{i}+y_{i+1}\right)\left(x_{i} y_{i+1}-x_{i+1} y_{i}\right)
\end{align*}
$$

where $A$ stands for the area of the polygon.

However, centroid of a concave polygon may be located at the outside of the polygon, result in an invalid scaling center. Consequently, special treatment is necessary to adjust the scaling center. If the mesh in the previous steps is correct, there should not be more than one reflexive angle in the polygon. So the vertex of that reflexive angle must be found first. It can be easily done by check the cross product between any two adjacent edges as vectors and find the only one whose sign is different with others. An angle bisector then is drawn and the intersection between it with the edge of the polygon will be recorded (point $B$ in Fig. 5.9). The mid point of line $A B$ will be select as the scaling center of that concave polygon.
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Figure 5.9: Scaling center for concave polygon

### 5.5 Matrix representation of NURBS Curves

### 5.5.1 Implicit Matrix Representation

Matrix representation of a parameterized algebraic curve allows an easy way to calculate the intersection between it with another curve and find the corresponding parameter based on the given point on the curve. For an algebraic curve $t \in \mathbf{R}^{1} \xrightarrow{\phi}\left(\frac{f_{1}(t)}{f_{0}(t)}, \frac{f_{2}(t)}{f_{0}(t)}, \frac{f_{3}(t)}{f_{0}(t)}\right) \in \mathbf{R}^{3}, f_{0}, f_{1}, f_{2}$ and $f_{3}$ are polynomials functions in parameter $t$ with degree $\leq p$. The procedure of constructing the matrix representation for NURBS curves are explained detail in (Laurent, 2014).

The aim of this method is to find 4-tuples of polynomials $\left(g_{0}(t), g_{1}(t), g_{2}(t), g_{3}(t)\right)$ with order $v$ so that

$$
\begin{equation*}
\sum_{i=0}^{3} g_{i}(t) f_{i}(t) \equiv 0 \tag{5.17}
\end{equation*}
$$
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who is a vector space and one of its bases can be:

$$
\begin{equation*}
\mathbf{L}_{\mathbf{j}}(t, X, Y, Z)=g_{0}(t)+X g_{1}(t)+Y g_{2}(t)+Z g_{3}(t) \tag{5.18}
\end{equation*}
$$

Since $g$ is also a polynomial based function, it can be expressed in the vector space with a set of bases of $\left\{\psi_{1}(t), \psi_{2}(t), \ldots, \psi_{m_{v}}(t)\right\}$ and the bases $\mathrm{L}_{\mathrm{j}}$ can be expressed as

$$
\begin{align*}
\mathbf{L}_{\mathbf{j}} & =\sum_{i=1}^{m_{v}}\left(\lambda_{0, i}^{(j)}+\lambda_{1, i}^{(j)} X+\lambda_{2, i}^{(j)} Y+\lambda_{3, i}^{(j)} Z\right) \psi_{i}(t)  \tag{5.19}\\
& =\sum_{i=1}^{m_{v}} \Lambda_{i, j}(X, Y, Z) \psi_{i}(t)
\end{align*}
$$

Finally, a matrix which represents the mapping of $\phi$ in a $m_{v} \times r_{v}$-matrix $\mathbf{M}_{\mathbf{v}}$ with order $v$

$$
\mathbf{M}_{\mathbf{v}}(\phi)=\left[\begin{array}{cccc}
\Lambda_{1,1} & \Lambda_{1,2} & \ldots & \Lambda_{1, r_{v}}  \tag{5.20}\\
\Lambda_{2,1} & \Lambda_{2,2} & \ldots & \Lambda_{2, r_{v}} \\
\vdots & \vdots & & \vdots \\
\Lambda_{m_{v}, 1} & \Lambda_{m_{v}, 2} & \ldots & \Lambda_{m_{v}, r_{v}}
\end{array}\right]
$$

### 5.5.2 Matrix Representation for Rational Bzier Curves

An rational bzier curves can be defined by

$$
\begin{equation*}
\phi: t \in \mathbf{R} \rightarrow \frac{\sum_{i=0}^{p} w_{i} \mathbf{P}_{i} B_{i}^{p}(t)}{\sum_{i=0}^{p} w_{i} B_{i}^{p}(t)} \tag{5.21}
\end{equation*}
$$

where

$$
\begin{equation*}
B_{i}^{p}(t)=\mathbf{C}_{i}^{d} t^{i}(1-t)^{d-i} \tag{5.22}
\end{equation*}
$$
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The aim is to find a matrix whose vector is in the form of

$$
[\alpha]=\left[\begin{array}{lllllll}
\alpha_{0,0} & \alpha_{0,1} & \ldots & \alpha_{0, v} & \alpha_{1,0} & \ldots & \alpha_{3, v} \tag{5.23}
\end{array}\right]^{T}
$$

where $g_{j}(t)$ in Eq. 5.18 can be expressed as

$$
\begin{equation*}
g_{j}(t)=\sum_{i=0}^{v} \alpha_{j, i} B_{i}^{v}(t) \tag{5.24}
\end{equation*}
$$

Based on Eq. (5.17), it can be concluded that $\mathbf{R} \times[\alpha]=0$

$$
\mathbf{R}=\left[\begin{array}{llllll}
B_{0}^{v}(t) f_{0}(t) & \ldots & B_{v}^{v}(t) f_{0}(t) & B_{0}^{v}(t) f_{1}(t) & \ldots & B_{v}^{v}(t) f_{3}(t) \tag{5.25}
\end{array}\right]
$$

By having another set of basis $\mathrm{L}_{\mathrm{v}}$ and the transformation matrix S so that $\mathrm{L}_{\mathrm{v}} \mathrm{S}=\mathrm{R}$ where

$$
\mathbf{L}_{\mathbf{v}}=\left[\begin{array}{llll}
B_{0}^{v+d}(t) & B_{1}^{v+d}(t) & \ldots & B_{v+d}^{v+d}(t) \tag{5.26}
\end{array}\right]
$$

This leads to

$$
\left[\begin{array}{llll}
B_{0}^{v+d}(t) & B_{1}^{v+d}(t) & \ldots & B_{v+d}^{v+d}(t) \tag{5.27}
\end{array}\right] \times \mathbf{S} \times[\alpha]=R \times[\alpha]=0
$$

which indicates $[\alpha]$ is in the null space of S
After substituting $f(t)=\sum_{i=0}^{d} c_{i} B_{i}^{d}(t)$ into $\mathbf{R}$, the following can be deduced

$$
\begin{equation*}
B_{j}^{v}(t) f(t)=\sum_{i=0}^{d} c_{i} B_{i}^{d}(t) B_{j}^{v}(t)=\sum_{i=0}^{d} \frac{\mathbf{C}_{j}^{v} \mathbf{C}_{i}^{d}}{\mathbf{C}_{i+j}^{d+v}} c_{i} B_{i+j}^{d+v}(t) \tag{5.28}
\end{equation*}
$$
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which indicates that

$$
\begin{equation*}
\mathbf{S}_{i+j, j}=\frac{\mathbf{C}_{j}^{v} \mathbf{C}_{i}^{d}}{\mathbf{C}_{i+j}^{d+v}} c_{i} \tag{5.29}
\end{equation*}
$$

Finally, the null space of $\mathrm{S}_{\mathrm{v}}, \mathrm{M}_{\mathrm{v}}$ is the matrix representation of the rational bzier curve.

### 5.5.3 Intersection

The calculation of the intersection is described in detail in (Ba et al., 2009; Busé and Luu Ba, 2010). All intersections can be calculated at once by using matrix representation of the algebraic curve.

Given a rational curve/surface $C 1$

$$
\begin{equation*}
\mathbf{P}^{1} \xrightarrow{\phi_{1}} \mathbf{P}^{n}:(u, v) \rightarrow\left(f_{0}, f_{1}, f_{2}, f_{3}\right)(u, v) \tag{5.30}
\end{equation*}
$$

the aim is to find the intersection between it with another rational curve $C 2$ via matrix representation

$$
\begin{equation*}
\mathbf{P}^{1} \xrightarrow{\phi_{2}} \mathbf{P}^{n}:(t) \rightarrow\left(g_{0}, g_{1}, g_{2}, g_{3}\right)(t) \tag{5.31}
\end{equation*}
$$

is to find

$$
\begin{equation*}
\mathbf{M}_{v 1}\left(\phi_{2}(t)=0\right. \tag{5.32}
\end{equation*}
$$

which leads to

$$
\begin{equation*}
\mathbf{M}_{\mathbf{0}} g_{0}+\mathbf{M}_{\mathbf{1}} g_{1}+\mathbf{M}_{\mathbf{2}} g_{2}+\mathbf{M}_{\mathbf{3}} g_{3}=0 \tag{5.33}
\end{equation*}
$$
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By knowing $g_{n}$ is a polynomial function with order $p$, Eq. (6.20) can be rearranged as

$$
\begin{equation*}
\mathbf{M}(t)=\sum_{i=0}^{p} \mathbf{M}_{\mathbf{i}} t^{i} \tag{5.34}
\end{equation*}
$$

After that, the generalized companion $q \times p$-matrices $A, B$ with rank $\rho$ are introduced

$$
\begin{gather*}
A=\left[\begin{array}{ccccc}
0 & I & \ldots & \ldots & 0 \\
0 & 0 & I & \ldots & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots \\
0 & 0 & \ldots & \ldots & I \\
M_{0}^{t} & M_{1}^{t} & \ldots & \ldots & M_{d-1}^{t}
\end{array}\right]  \tag{5.35}\\
B=\left[\begin{array}{ccccc}
I & 0 & \ldots & \ldots & 0 \\
0 & I & 0 & \ldots & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots \\
0 & 0 & \ldots & I & 0 \\
0 & 0 & \ldots & \ldots & -M_{d}^{t}
\end{array}\right] \tag{5.36}
\end{gather*}
$$

Before the eigenvalues are calculated, the regular part of a non-square pencil of the matrices shall be extracted first which is done by the following step
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Step 1 Transform $B$ into its column echelon form: SVD-decomposition is adopted to perform the task.

$$
\begin{align*}
& B_{1}=B V_{0}=[\underbrace{B_{1,1}}_{\rho} \underbrace{0}_{q-\rho}]  \tag{5.37}\\
& A_{1}=A V_{0}=[\underbrace{A_{1,1}}_{\rho} \underbrace{A_{1,2}}_{q-\rho}]
\end{align*}
$$

Step 2 Transform $A_{1,2}$ into its row echelon form:

$$
\begin{equation*}
U_{1} A_{1,2}=\left[\frac{A_{1,2}^{\prime}}{0}\right] \tag{5.38}
\end{equation*}
$$

where $A_{1,2}^{\prime}$ is in full row rank.
At the end of step 2, matrix $A$ and $B$ can be represented as

$$
\begin{align*}
& A_{1}^{\prime}=\left[\begin{array}{cc}
A_{1,1}^{\prime} & A_{1,2}^{\prime} \\
\hline A_{2} & 0
\end{array}\right]  \tag{5.39}\\
& B_{1}^{\prime}=\left[\begin{array}{cc}
\frac{B_{1,1}^{\prime}}{} 0 \\
B_{2} & 0
\end{array}\right]
\end{align*}
$$

where $A_{1,2}^{\prime}$ has full row rank
$\left[\frac{B_{1,1}^{\prime}}{B_{2}}\right]$ has full column rank
$\left[\frac{B_{1,1}^{\prime}}{B_{2}}\right]$ and $B_{2}$ are in echelon form
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$A_{2}$ and $B_{2}$ will be the new $A$ and $B$ matrices for next iteration until $B$ has full rank. If $B$ has full row rank but not full rank, $A=A^{T}$ and $B=B^{T}$ are conducted.

After these processes, $A$ and $B$ become two square matrices and $B$ is invertible so that the solution for the intersection parameter $t$ can be determined from the eigenvalue of the matrix $A B^{-1}$

However, the method may fail when the intersection is under the case where nearly tangential geometric conditions happens and return two empty matrices. It is addressed by adding another step after extracting the real part of the $A$ and $B$ if the results are empty matrices(Shen et al., 2016). If the input matrix $A$ and $B$ are not in full row rank or full column rank, it is considered that $C 1 \cap C 2=C 2$. If the input matrix $A$ and $B$ are in full row rank or full column rank, a rank $m$ square sub-pencil is extracted assuming $A$ and $B$ have a rank of $m$. Then the eigenvalues yield the intersections.

### 5.6. NUMERICAL EXAMPLES

### 5.6 Numerical examples

### 5.6.1 Short cantilever beam

A two-dimensional short cantilever beam subjected to a uniformly distributed load at the top is examined as shown in Fig. 5.10.


Figure 5.10: Short cantilever beam: Geometry and boundary conditions.

The geometry is: length $L=1 \mathrm{~m}$, height $D=1 \mathrm{~m}$. The material properties are: Youngs modulus $E=20 \mathrm{~N} / \mathrm{m}^{2}$, Poissons ratio $\nu=0.3$. The uniformly distributed load is $w=10 \mathrm{Nm}^{-1}$. Plane stress condition is assumed.

The reference strain energy of 4.02079 J is determined by the help of the ANSYS. In the ANSYS, a mesh with 17930 DOF using $2{ }^{\text {nd }}$ order plane element 183 is used to calculate the result.

Due to the fact that the geometry of the cantilever beam can be described by four points and four straight lines, drawing in AutoCAD may not be necessary. As a result, the input geometry is defined manually.

### 5.6. NUMERICAL EXAMPLES

The numerical convergence of the the relative error in the energy norm is shown in Fig. 5.11. It can be observed that data mining based adaptive SBFEM yields superior convergence rate when compared to the result calculated in ANSYS.


Figure 5.11: the relative error in the energy norm

Corresponding mesh development are plotted in Fig. 5.12 (SBFEM 1st order element) and Fig. 5.13 (ANSYS 9-node quadrilateral element). Stress contour plotted in ANSYS using 9-node quadrilateral elements (17930 DOFs) are shown in Fig. 5.19

### 5.6.2 Infinite plate with a circular hole

In this example, an infinite plate with a traction free hole under uniaxial tension ( $\sigma=1 \mathrm{~N} / \mathrm{m}^{2}$ ) along y-axis (see Fig. 5.15) is considered.

### 5.6. NUMERICAL EXAMPLES



Figure 5.12: Short cantilever beam: mesh development (SBFEM)

Owing to symmetry, only one quarter of the plate is modeled. In this example, uniform distributed loads are applied on the top and plane stress condition is assumed. The bottom and right boundaries are enforced with roller boundary conditions. $u_{y}=0$ where $y=0$ and $u_{x}=0$ where $x=0$.

The rate of convergence in terms of the total strain energy is shown in Fig. 5.16 and corresponding mesh development are presented in Fig. 5.17 (SBFEM) and Fig. 5.18 ( Ansys 4-node quadrilateral element ). Higher
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Figure 5.13: Short cantilever beam: mesh development (Ansys)
convergence rate compared to the result determined in ANSYS is observed.

### 5.6.3 Plane strain bracket

In this example, a plane strain bracket with a downward uniform distributed load on the top is considered (see Fig. 5.20). The material prop-
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Figure 5.14: Von-mises stress contour using 9-node quadrilateral element in ANSYS (17930 DOFs)


Figure 5.15: Infinite plate with a circular hole: geometry and boundary conditions
erties are: Youngs modulus $E=2 \times 10^{5} \mathrm{Nm}^{-2}$ and Poissons ratio $\nu=0.3$.

### 5.7. CONCLUSIONS



Figure 5.16: Infinite plate with a circular hole: Convergence study

A total strain energy of 282.927 J is determined by ANSYS with the mesh shown in Fig. 4.39

The rate of convergence in terms of the total strain energy is shown in Fig. 5.21 and corresponding mesh development are presented in Fig. 5.22 (SBFEM) and Fig. 5.23 ( Ansys 4-node quadrilateral element ). Higher convergence rate compared to the result determined in ANSYS is observed.

### 5.7 Conclusions

In this chapter, the machine learning algorithm is adopted to develop an extensible and flexible error indicator. Any other error estimators can be added to the existing framework and their effects can be detected

### 5.7. CONCLUSIONS



Figure 5.17: Infinite plate with a circular hole: Mesh development (SBFEM)
based on the performance indicators in machine learning. A MLP trained error estimator that concludes expressions related to the eigenvalues of the SBFEM formulation and some key geometric properties of the scaled boundary finite element give a higher convergence rate compared to the uniform refinement. In order to improve the learning effectiveness of the MLP, regularization methods including bagging and dropout are utilized.
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Figure 5.18: Infinite plate with a circular hole: Mesh development (Ansys)

Due to the lack of the eigenvalue error indicator in the first order triangular element, method that eliminates these situation is developed. A matrix representation of the NURBS curves is presented to achieve a higher efficiency and stability in calculating the intersections between edge s of the element and the NURBS curve. Stress analysis is conducted on 2D linear elasticity problems.

### 5.7. CONCLUSIONS



Figure 5.19: Von-mises stress contour using 9-node quadrilateral element in ANSYS ( 28450 DOFs)


### 5.7. CONCLUSIONS



Figure 5.20: Plane strain bracket: geometry and boundary conditions


Figure 5.21: Plane strain bracket: Convergence study

### 5.7. CONCLUSIONS



Figure 5.22: Plane strain bracket: Mesh development (SBFEM)

### 5.7. CONCLUSIONS



Figure 5.23: Plane strain bracket: Mesh development (Ansys)

## Chapter 6

## Isogeometric enhanced SBFEM in 3D

### 6.1 Introduction

This chapter starts with a mesh generated by the help of the octree based algorithm using STL file directly (Liu et al., 2017). In this algorithm, the intersection is calculated between the edge of the element and the triangular surface which is an approximation of the exact geometry. In order to achieve the geometric precision, a point projection method for 3D NURBS surface is presented. Its computational efficiency is significantly improved by implementing a NURBS surface splitting algorithm and by utilizing the strong convex hull property of the NURBS. The quick hull algorithm is also introduced to construct the convex hull from the control points in 3D. Alternative method to retain the exact geometry is targeted as well.

### 6.2. PROJECTION

The calculation of the intersection in Liu et al. (2017) is replaced by finding that between the edge of the element and the NURBS surface directly.

The advantage of the proposed method is that the exact geometry can be retained and hence improves the accuracy of the result.

This chapter will be organized as followed: points projection of the NURBS surface is introduced at the beginning, together with the surface splitting and the convex hull construction. After that, the calculation of the intersection of the straight line with the NURBS surface is developed. Furthermore, a brief introduction on SBFEM formulation in 3D elasticity is presented. The accuracy and the convergence properties of the proposed method are demonstrated with benchmark problems in the context of linear elasticity. Some other mesh examples from complex geometric input are also plotted at the end of this chapter.

### 6.2 Projection

### 6.2.1 Surfaces division

Mapping points back to NURBS surfaces in 3D can be extremely time consuming as there is no known close $d$ form mathematical solution. Every point takes about ten to hundreds iterations before the nearest pro-
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jection point on the NURBS surface is found, depending on the size of the projection surface. However, in the problem that the proposed method is targeting, reasonably complex geometry is expected. As a result, points projection back to such kind of NURBS surfaces may take much more computational time than any others do and it may be necessary to find a more complicated but computational efficient algorithm other than the naive implementation.

One concept that can be utilized to improve the efficiency here is the "divided and conquer". As the time complexity of the naive algorithm is $O\left(n^{3}\right)$ where $n$ is directly correlated to the order of the basis function and the number of control points used to describe the NURBS surfaces, dividing a surface into two generally will make the projection algorithm four times faster. Consequently, breaking the origin NURBS surfaces into multiple smaller ones could be one of the practical practices.

The surface division can be performed by the help of knot insertion (Sec. 2.1.2.1). Assuming a NURBS surface defined by two knot vectors
$\Xi_{1}=\left[-1,-1,-1, a_{1}, a_{2}, \ldots, a_{n}, 1,1,1\right]$
and $\Xi_{2}=\left[-1,-1,-1, b_{1}, b_{2}, \ldots, b_{m}, 1,1,1\right]$.
Several knots will be inserted into these two vectors so that all interior knots will repeat $p+1$ times where $p$ stands for the order of the NURBS basis function in that direction. After the knot insertion, the same NURBS surface will now be described by two new vectors
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$\Xi_{1}^{\prime}=\left[-1,-1,-1, a_{1}, a_{1}, a_{1}, a_{2}, a_{2}, a_{2}, \ldots, a_{n}, 1,1,1\right]$
and $\Xi_{2}^{\prime}=\left[-1,-1,-1, b_{1}, b_{1}, b_{1}, b_{2}, b_{2}, b_{2}, \ldots, b_{m}, 1,1,1\right]$.
Extraction then can be conducted by taking the sub-matrix from the generated control point matrix $P^{\prime}$ and weight matrix $w^{\prime}$.

Fig. 6.1 shows a sub-division of breaking a cylinder surface into four smaller ones.


Figure 6.1: NURBS surface subdivision

### 6.2.2 Projection algorithm

In the proposed method, the mesh is generated by the method introduced in Liu et al. (2017) where intersections are calculated between the edge of the element and the triangular surface. These triangular surfaces extracted from the STL files are an approximation of the exact geometry. In order to retain the exact geometry, a point projection algorithm is required
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to find the nearest point in parameter $(u, v)$ on the NURBS surface of the intersection point. This is achieved by finding a few possible sub-surfaces generated in Sec. 6.2.1 and finding the projection points $\mathbf{P}^{\prime}$ of the test point $P$ on these surfaces. The projection point $P_{i}^{\prime}$ with minimum $\left|P_{i}^{\prime} P\right|$ is adopted as the solution.

After all NURBS surfaces are divided into smaller ones, a filtering algorithm will be conducted for the test point $P$ in order to limited the candidate subsurfaces to only a few. The convex hull property of the NURBS surface introduced in Sec. 2.1.2 indicates that all points on the surface must be contained within the convex hull constructed by its control points. Considering the fact that the test point $P$ is on the triangular surface of the STL file and the STL file is an approximation of the exact geometry, it can be concluded that the point $P$ shall be also contained by the convex hull or be extremely close to it. As a consequence, convex hulls will be constructed for all sub-surfaces and those who do not contain the point $P$ will be filtered. If the point $P$ is not in any convex hull, distances between the point to them are calculated and 3 sub-surfaces whose convex hulls have the smallest distances to the point are selected as the candidates.

After that, the projection points of the test point $P$ to each individual candidate sub-surface are calculated. Some $O(\log N)$ algorithms were developed (Chin and Wang, 1983; Edelsbrunner, 1985) while presumably large number of tests on polygons is imposed. Furthermore, the accuracy
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is out of satisfactory for computer graphics and CAD communities. As a consequence, a projection algorithm (Ma and Hewitt, 2003) using NewtonRaphson method is introduced to tackle this problem.

For a given point $P=(x, y, z)$, its projection on the surface $S(u, v)$ so that the distance $|P-S(u, v)|$ is minimum is targeted. In order to find the projection, the vector $r$ is defined as

$$
\begin{equation*}
\mathbf{r}(u, v)=\mathbf{S}(u, v)-\mathbf{P} \tag{6.1}
\end{equation*}
$$

and two scalars $f$ and $g$ are defined as

$$
\left\{\begin{array}{l}
f(u, v)=\mathbf{r}(u, v) \cdot \mathbf{S}_{u}(u, v)=0  \tag{6.2}\\
g(u, v)=\mathbf{r}(u, v) \cdot \mathbf{S}_{v}(u, v)=0
\end{array}\right.
$$

In order to solve Eq. 6.2, several notations are introduced

$$
\begin{aligned}
\delta_{i} & =\left[\begin{array}{l}
\Delta u \\
\Delta v
\end{array}\right]=\left[\begin{array}{l}
u_{i+1}-u_{i} \\
v_{i+1}-v_{i}
\end{array}\right] \\
J_{i} & =\left[\begin{array}{ll}
f_{u} & f_{v} \\
g_{u} & g_{v}
\end{array}\right]=\left[\begin{array}{cc}
\left|S_{u}\right|^{2}+r \cdot S_{u u} & S_{u} \cdot S_{v}+r \cdot S_{u v} \\
S_{u} \cdot S_{v}+r \cdot S_{u v} & \left|S_{v}\right|^{2}+r \cdot S_{v v}
\end{array}\right] \\
\kappa_{i} & =-\left[\begin{array}{l}
f\left(u_{i}, v_{i}\right) \\
g\left(u_{i}, v_{i}\right)
\end{array}\right]
\end{aligned}
$$
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Where all values in matrix $j_{i} \quad J_{i}$ can be evaluated at $\left(u_{i}, v_{i}\right) .2$ by 2 matrix $\delta_{i}$ can be determined at step $i$ as

$$
\begin{equation*}
J_{i} \delta_{i}=\kappa_{i} \tag{6.3}
\end{equation*}
$$

It can be derived by utilizing $\delta_{i}$ so that

$$
\begin{align*}
& u_{i+1}=u_{i}+\Delta u  \tag{6.4a}\\
& v_{i+1}=v_{i}+\Delta v \tag{6.4b}
\end{align*}
$$

The iteration can be concluded as

1 Is the point coincide with $S\left(u_{i}, v_{i}\right)$ ?

$$
\left|\mathbf{S}\left(u_{i}, v_{i}\right)-\mathbf{P}\right| \leq \epsilon_{1}
$$

where $\epsilon_{1}$ stands for the tolerance for distance in Euclidean space.

2 Is the cosine zero?

$$
\begin{aligned}
& \frac{\left|\mathbf{S}_{u}\left(u_{i}, v_{i}\right) \cdot\left(\mathbf{S}\left(u_{i}, v_{i}\right)-\mathbf{P}\right)\right|}{\left|\mathbf{S}_{u}\left(u_{i}, v_{i}\right)\right|\left|\mathbf{S}\left(u_{i}, v_{i}\right)-\mathbf{P}\right|} \leq \epsilon_{2} \\
& \frac{\left|\mathbf{S}_{v}\left(u_{i}, v_{i}\right) \cdot\left(\mathbf{S}\left(u_{i}, v_{i}\right)-\mathbf{P}\right)\right|}{\left|\mathbf{S}_{v}\left(u_{i}, v_{i}\right)\right|\left|\mathbf{S}\left(u_{i}, v_{i}\right)-\mathbf{P}\right|} \leq \epsilon_{2}
\end{aligned}
$$

where $\epsilon_{2}$ stands for the tolerance for cosine. If either of these conditions are met, the iteration is terminated. Otherwise Eq. 6.4 is performed to find
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the parameters $u_{i+1}$ and $v_{i+1}$ for next iteration.

3 Make sure $u$ and $v$ are within there domains

$$
\begin{aligned}
& u_{i+1} \in[a, b] \\
& v_{i+1} \in[c, d]
\end{aligned}
$$

where $a, b, c$ and $d$ are the lower and upper bounds for the knot vectors of surface $S$. If the surface is open in $u$ direction

$$
\begin{cases}u_{i+1}=a & u_{i+1}<a  \tag{6.5}\\ u_{i+1}=b & u_{i+1}>b\end{cases}
$$

If the surface is open in $v$ direction

$$
\left\{\begin{align*}
v_{i+1}=c & v_{i+1}<c  \tag{6.6}\\
v_{i+1}=d & v_{i+1}>d
\end{align*}\right.
$$

If the surface is closed in $u$ direction

$$
\begin{cases}u_{i+1}=b-\left(a-u_{i+1}\right) & u_{i+1}<a  \tag{6.7}\\ u_{i+1}=a+\left(u_{i+1}-b\right) & u_{i+1}>b\end{cases}
$$

If the surface is closed in $v$ direction

$$
\begin{cases}v_{i+1}=d-\left(c-v_{i+1}\right) & v_{i+1}<c  \tag{6.8}\\ v_{i+1}=c+\left(v_{i+1}-d\right) & v_{i+1}>d\end{cases}
$$
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4 The difference between the new parameters $u_{i+1}$ and $v_{i+1}$ and the old ones $u_{i}$ and $v_{i}$ is insignificant?

$$
\left|u(i+1)-u_{i}\right| \mathbf{S}_{u}\left(u_{i}, v_{i}\right)+\left(v_{i+1}-v_{i}\right) \mathbf{S}_{v}\left(u_{i}, v_{i}\right) \mid \leq \epsilon_{1}
$$

The iteration will be terminated if this condition is met.

### 6.2.3 Convex hull in 3D

The convex hull property of the NURBS surface indicates that all points on the surface must be contained within the convex hull constructed by its control points (Selimovic, 2009) The algorithm in 3D can be very similar to that in 2D as introduced in Sec. 4.4.2.

1. Find the most left and right points (points with minimal and maximum $x$ ) since they are proved to be part of the convex hull.
2. Connect these two points and use the line to separate other points into two group.
3. Find the point with maximum distance to the line in step 2 in any group.
4. Construct a triangle with two points in step 2 and the point in step 3.
5. Find the point with maximum distance to the triangle in step 4.
6. Construct a tetrahedron with the triangle in step 4 and the point in step 5.

### 6.3. INTERSECTION

7. Follow the same procedures in Sec. 4.4.2

### 6.3 Intersection

Instead of projecting all points located on the boundary surfaces to the NURBS surfaces, the exact geometry can be retained by calculating the intersection points directly. By utilizing the work from Sec. 6.2.1, the number of the surfaces which may contain the intersection can be limited to a few by determining the relationship between their convex hulls and the line. Only surfaces whose convex hull has intersection with the line will be selected as candidates. The number of the candidates increase s when the mesh becomes coarser as a longer line segment tends to intersect more convex hulls. On the other hand, when the mesh is refined and the line segment becomes significantly shorter, the number of the candidates decreases at the same time. A considerable improvement in computational cost can be expected as the time complexity is only meaningful when numerous intersections are calculated. Only a few intersections need to be determined when the mesh is coarse hence having quite a few candidates at this circumstance may not significantly increase the computational time.

### 6.3. INTERSECTION

### 6.3.1 Matrix Representation for Rational Bzier Surface

The intersection between a straight line and a NURBS surface is calculated using matrix representation method. The method in 2D (NURBS curve) has been introduced in Sec. 5.5.1. A tensor-product rational bzier surface of degree $\left(p_{1}, p_{2}\right)$ can be expressed as

$$
\begin{equation*}
\phi(u, v) \in \mathbf{R}^{2} \rightarrow \frac{\sum_{i=0}^{p_{1}} \sum_{j=0}^{p_{2}} w_{i, j} \mathbf{P}_{i, j} B_{i}^{p_{1}}(t) B_{j}^{p_{2}}(t)}{\sum_{i=0}^{p_{1}} \sum_{j=0}^{p_{2}} w_{i, j} B_{i}^{p_{1}}(t) B_{j}^{p_{2}}(t)} \tag{6.9}
\end{equation*}
$$

For the surface, $\mathbf{L}$ and $\mathbf{R}$ with order $\left(v_{1}, v_{2}\right)$

$$
\mathbf{L}=\left[\begin{array}{llll}
B_{0}^{v_{1}+p_{1}}(u) B_{0}^{v_{2}+p_{2}}(v) & B_{1}^{v_{1}+p_{1}}(u) B_{0}^{v_{2}+p_{2}}(v) & \ldots & B_{v_{1}+p_{1}}^{v_{1}+p_{1}}(u) B_{v_{2}+p_{2}}^{v_{2}+p_{2}}(v) \tag{6.10a}
\end{array}\right]
$$

$$
\mathbf{R}=\left[\begin{array}{llll}
B_{0}^{v_{1}}(u) B_{0}^{v_{2}}(v) f_{0}(u, v) & B_{0}^{v_{1}}(u) B_{1}^{v_{2}}(v) f_{0}(u, v) & \ldots & B_{v_{1}}^{v_{1}}(u) B_{v_{2}}^{v_{2}}(v) f_{3}(u, v) \tag{6.10b}
\end{array}\right]
$$

Following the same manner in Sec. 5.5.1, it can be derived that

$$
\begin{equation*}
\mathbf{S}_{\left((i+k)\left(v_{2}+p_{2}+1\right)+j+l, l(v 1+1)+k\right)}=\frac{\mathbf{C}_{k}^{v_{1}} \mathbf{C}_{l}^{v_{2}} \mathbf{C}_{i}^{p_{1}} \mathbf{C}_{j}^{p_{2}}}{\mathbf{C}_{i+k}^{v_{1}+d_{2}} \mathbf{C}_{j+l}^{v_{2}+d_{2}}} c_{(i, j)} \tag{6.11}
\end{equation*}
$$

### 6.3.2 Properties of the $\mathrm{M}_{\mathrm{v}}$ Matrix

As described in the previous sections, the $\mathrm{M}_{\mathrm{v}}$ matrix is defined so that

$$
\begin{equation*}
\left[\psi_{1}\left(t_{0}\right) \ldots \psi_{m_{v}}\left(t_{0}\right)\right] \times \mathbf{M}_{\mathbf{v}}(\mathbf{P})=\overrightarrow{0} \tag{6.12}
\end{equation*}
$$
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where $\mathbf{P}$ is a point on the rational bzier curve/surface. The order $v$ shall be no less than a critical value and it is proofed to be

- $v>\max (p-1,1)$ for rational bzier curve
- $\left(v_{1}, v_{2}\right)>\left(2 p_{1}-1, p_{2}-1\right)$ or $\left(v_{1}, v_{2}\right)>\left(p_{1}-1,2 p_{2}-1\right)$

The following properties are proofed in (Laurent, 2014)

1. For all degrees $g e q$ critical degree and all point $\in \mathbf{R}^{3}, \operatorname{rank}\left(\mathbf{M}_{\mathbf{v}}(\mathbf{P})\right)$ $<m_{v}$ if and only if $\mathbf{P} \in$ the closure of $\overline{\operatorname{Im}}(\phi)$.
2. If $\mathbf{P} \in \mathbf{R}^{3}$ is a point with a unique pre-image by $\phi$, the dimension of the null space of $\mathrm{M}_{\mathrm{v}}(\mathbf{P})^{T}$ is one.
3. $\delta \mathbf{M}_{\mathbf{v}}(\mathbf{P})=0$ if $\mathbf{P} \in \overline{\operatorname{Im}}(\phi)$
where

$$
\begin{equation*}
\delta \mathbf{M}_{\mathbf{v}}(\mathbf{P})=\prod_{i=1}^{m_{v}} \sigma_{i}\left(\mathbf{M}_{\mathbf{v}}(\mathbf{P})\right) \tag{6.13}
\end{equation*}
$$

and $\sigma_{i}$ is the diagonal of $\Sigma$ in the SVD decomposition of $\mathbf{M}_{\mathbf{v}}(\mathbf{P})=U \Sigma V^{T}$
4. $\forall \mathbf{P} \in \mathbf{R}^{3}, d(\mathbf{P}, \overline{\operatorname{Im}}(\phi))^{n_{1}} \leq c_{1} \delta \mathbf{M}_{\mathbf{v}}(\mathbf{P})$
5. $\forall \mathbf{P} \in \mathbf{R}^{3}, \delta \mathbf{M}_{\mathbf{v}}(\mathbf{P})^{n_{2}} \leq c_{2} d(\mathbf{P}, \overline{\operatorname{Im}}(\phi))^{n_{2}}$
where $c_{1}, c_{2}, n_{1}, n_{2}$ are constant.
These two properties give a distance function like function of the $M_{v}$ matrix. When the point get away to the surface, $\delta \mathrm{M}_{\mathrm{v}}$ is getting larger and vice versa.

### 6.3. INTERSECTION

If the point is on the curve/surface, in which case $\delta \mathbf{M}_{\mathbf{v}}(\mathbf{P})=0$, the corresponding parametric value on the curve/surface can be easily found by a SVD numerically.

The computation of the null space of $\mathbf{M}_{\mathbf{v}}(\mathbf{P})$ will give a single vector $V=$ $\left[v_{1}, v_{2}, \ldots, v_{m_{v}}\right]$ based on 2 and $V$ will be proportional to

$$
\begin{equation*}
\left[\psi_{1}\left(t_{0}\right) \ldots \psi_{m_{v}}\left(t_{0}\right)\right] \tag{6.14}
\end{equation*}
$$

More specifically, it will be proportional to

$$
\left[\begin{array}{lll}
B_{0}^{v} & B_{1}^{v} & \ldots \tag{6.15}
\end{array}\right]
$$

for the rational bzier curves and

$$
\left[\begin{array}{lll}
B_{0}^{v 1} B_{0}^{v 2} & B_{0}^{v 1} B_{1}^{v 2} & \ldots \tag{6.16}
\end{array}\right]
$$

for the rational bzier surfaces. The calculation of the intersection is described in detail in (Busé and Luu Ba, 2010) and (Ba et al., 2009). All intersections can be calculated at once by using matrix representation of the algebraic curve/surface.

Given a rational curve/surface $C 1$

$$
\begin{equation*}
\mathbf{P}^{1} \xrightarrow{\phi_{1}} \mathbf{P}^{n}:(u, v) \rightarrow\left(f_{0}, f_{1}, f_{2}, f_{3}\right)(u, v) \tag{6.17}
\end{equation*}
$$

### 6.3. INTERSECTION

the aim is to find the intersection via matrix representation method between it with another ration curve $C 2$

$$
\begin{equation*}
\mathbf{P}^{1} \xrightarrow{\phi_{2}} \mathbf{P}^{n}:(t) \rightarrow\left(g_{0}, g_{1}, g_{2}, g_{3}\right)(t) \tag{6.18}
\end{equation*}
$$

is to find

$$
\begin{equation*}
\mathbf{M}_{v 1}\left(\phi_{2}(t)=0\right. \tag{6.19}
\end{equation*}
$$

which leads to

$$
\begin{equation*}
\mathbf{M}_{\mathbf{0}} g_{0}+\mathbf{M}_{\mathbf{1}} g_{1}+\mathbf{M}_{\mathbf{2}} g_{2}+\mathbf{M}_{3} g_{3}=0 \tag{6.20}
\end{equation*}
$$

By knowing $g_{n}$ is a polynomial function with order $p$, Eq. (6.20) can be rearranged as

$$
\begin{equation*}
\mathbf{M}(t)=\sum_{i=0}^{p} \mathbf{M}_{\mathbf{i}} t^{i} \tag{6.21}
\end{equation*}
$$

After that, the generalized companion $q \times p$-matrices $A, B$ with rank $\rho$ are introduced

$$
A=\left[\begin{array}{ccccc}
0 & I & \ldots & \ldots & 0  \tag{6.22}\\
0 & 0 & I & \ldots & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots \\
0 & 0 & \ldots & \ldots & I \\
M_{0}^{t} & M_{1}^{t} & \ldots & \ldots & M_{d-1}^{t}
\end{array}\right]
$$
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$$
B=\left[\begin{array}{ccccc}
I & 0 & \ldots & \ldots & 0  \tag{6.23}\\
0 & I & 0 & \ldots & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots \\
0 & 0 & \ldots & I & 0 \\
0 & 0 & \ldots & \ldots & -M_{d}^{t}
\end{array}\right]
$$

Before the eigenvalues are calculated, the regular part of a non-square pencil of the matrices shall be extracted first which is done by the following step

Step 1 Transform B into its column echelon form by SVD-decomposition.

$$
\begin{align*}
& B_{1}=B V_{0}=[\underbrace{B_{1,1}}_{\rho} \underbrace{0}_{q-\rho}]  \tag{6.24}\\
& A_{1}=A V_{0}=[\underbrace{A_{1,1}}_{\rho} \underbrace{A_{1,2}}_{q-\rho}]
\end{align*}
$$

Step 2 Transform $A_{1,2}$ into its row echelon form

$$
\begin{equation*}
U_{1} A_{1,2}=\left[\frac{A_{1,2}^{\prime}}{0}\right] \tag{6.25}
\end{equation*}
$$
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where $A_{1,2}^{\prime}$ is in full row rank.
At the end of step 2, matrix $A$ and $B$ can be represented as

$$
\begin{align*}
& A_{1}^{\prime}=\left[\begin{array}{cc}
A_{1,1}^{\prime} & A_{1,2}^{\prime} \\
\hline A_{2} & 0
\end{array}\right]  \tag{6.26}\\
& B_{1}^{\prime}=\left[\begin{array}{cc}
B_{1,1}^{\prime} & 0 \\
B_{2} & 0
\end{array}\right]
\end{align*}
$$

where $A_{1,2}^{\prime}$ has full row rank
$\left[\frac{B_{1,1}^{\prime}}{B_{2}}\right]$ has full column rank
$\left[\frac{B_{1,1}^{\prime}}{B_{2}}\right]$ and $B_{2}$ are in echelon form
$A_{2}$ and $B_{2}$ will be the new $A$ and $B$ matrices for next iteration until $B$ has full rank. If $B$ has full row rank but not full rank, $A=A^{T}, B=B^{T}$.

After these process, $A$ and $B$ become two square matrices and $B$ is invertible so that the solution for the intersection parameter $t$ can be determined from the eigenvalue of the matrix $A B^{-1}$

(a) Scaling center located inside of the (b) Scaling center located on one of the subdomain edges

Figure 6.2: Polyhedral subdomain in SBFEM

### 6.4 Introduction of SBFEM in 3D

A polyhedral cell can be regarded as one of the subdomain $s$ in the SBFEM as plotted in Fig. 6.2. Similar to SBFEM in 2D which has been introduced in Sec. 3.2, only the boundary surface requires discretization and a scaling center $O$ located at the place where all boundary surfaces of the subdomain are visible is necessary. A scaling center on the edge as shown in Fig. 6.2b is also valid which increases the flexibility and allow s the concave subdomain. In this situation, the triangulated faces containing the scaling center will not be discretized.

### 6.4. INTRODUCTION OF SBFEM IN 3D

The transformation between SBFEM coordinate $(\xi, \eta, \zeta)$ and Cartesian coordinate $(x, y, z)$ can be derived from Eq. 3.1 and Eq. 3.2 as:

$$
\begin{align*}
& x(\xi, \eta, \zeta)=\xi \hat{x}(\eta, \zeta)=\xi \mathbf{N}(\eta, \zeta) \hat{\mathbf{x}}  \tag{6.27a}\\
& y(\xi, \eta, \zeta)=\xi \hat{y}(\eta, \zeta)=\xi \mathbf{N}(\eta, \zeta) \hat{\mathbf{y}}  \tag{6.27b}\\
& z(\xi, \eta, \zeta)=\xi \hat{z}(\eta, \zeta)=\xi \mathbf{N}(\eta, \zeta) \hat{\mathbf{z}} \tag{6.27c}
\end{align*}
$$

where $(\hat{x}, \hat{y}, \hat{z})$ stands for the point in Cartesian coordinate on the boundary, $(\hat{\mathbf{x}}, \hat{\mathbf{y}}, \hat{\mathbf{z}})$ represents the nodal coordinate vectors and $\mathbf{N}$ is the shape function. The corresponding Jacobian matrix in 3D on the boundary ( $\xi=$ 1) can be expressed as:

$$
\mathbf{J}(\eta, \zeta)=\left[\begin{array}{ccc}
x(\eta, \zeta) & y(\eta, \zeta) & z(\eta, \zeta)  \tag{6.28}\\
x(\eta, \zeta)_{, \eta} & y(\eta, \zeta)_{, \eta} & z(\eta, \zeta)_{, \eta} \\
x(\eta, \zeta)_{, \zeta} & y(\eta, \zeta)_{, \zeta} & z(\eta, \zeta)_{, \zeta}
\end{array}\right]
$$

and the displacement interpolation in Eq. 3.4 becomes

$$
\begin{equation*}
\mathbf{u}(\xi, \eta, \zeta)=\mathbf{N}(\eta, \zeta) \mathbf{u}(\xi) \tag{6.29}
\end{equation*}
$$

The linear operator in Eq. 3.6 becomes

$$
\begin{equation*}
\mathbf{L}=\mathbf{b}_{1}(\eta, \zeta) \frac{\partial}{\partial \xi}+\frac{1}{\xi}\left(\mathbf{b}_{2}(\eta, \zeta) \frac{\partial}{\partial \eta}+\mathbf{b}_{3}(\eta, \zeta) \frac{\partial}{\partial \zeta}\right) \tag{6.30}
\end{equation*}
$$

### 6.4. INTRODUCTION OF SBFEM IN 3D

Little $b$ matrix in Eq. 3.7 becomes

$$
\begin{align*}
& \mathbf{b}_{2}(\eta, \zeta)=\frac{1}{|\mathbf{J}|}\left[\begin{array}{ccc}
y,{ }_{\zeta} z-z,_{\zeta} y & 0 & 0 \\
0 & z{ }_{\zeta} x-x,{ }_{\zeta} z & 0 \\
0 & 0 & x,{ }_{\zeta} y-y,{ }_{\zeta} x \\
0 & x,{ }_{\zeta} y-y, \zeta & z,{ }_{\zeta} x-x,{ }_{\zeta} z \\
x{ }_{\zeta} y-y{ }_{\zeta} y & 0 & y,{ }_{\zeta} z-z,{ }_{\zeta} y \\
z,{ }_{\zeta} x-x,_{\zeta} z & y, \zeta z-z, \zeta y & 0
\end{array}\right]  \tag{6.31b}\\
& \mathbf{b}_{3}(\eta, \zeta)=\frac{1}{|\mathbf{J}|}\left[\begin{array}{ccc}
y z,{ }_{\eta}-z y,{ }_{\eta} & 0 & 0 \\
0 & z x,_{\eta}-x z,_{\eta} & 0 \\
0 & 0 & x y,_{\eta}-y x,_{\eta} \\
0 & x y,_{\eta}-y x,_{\eta} & z x,_{\eta}-x z,_{\eta} \\
x y,_{\eta}-y x,_{\eta} & 0 & y z,_{\eta}-z y,{ }_{\eta} \\
z x,_{\eta}-x z,_{\eta} & y z,_{\eta}-z y,_{\eta} & 0
\end{array}\right] \tag{6.31c}
\end{align*}
$$

Follow the same manner in Sec. 3.2, the strains can be expressed as

$$
\begin{equation*}
\epsilon(\xi, \eta, \zeta)=\mathbf{B}_{1}(\eta, \zeta) \mathbf{u}(\xi), \xi+\frac{1}{\xi} \mathbf{B}_{2}(\eta, \zeta) \mathbf{u}(\xi) \tag{6.32}
\end{equation*}
$$

### 6.4. INTRODUCTION OF SBFEM IN 3D

where

$$
\begin{align*}
& \mathbf{B}_{1}(\eta, \zeta)=\mathbf{b}_{1}(\eta, \zeta) \mathbf{N}(\eta, \zeta)  \tag{6.33a}\\
& \mathbf{B}_{2}(\eta, \zeta)=\mathbf{b}_{2}(\eta, \zeta) \mathbf{N}(\eta, \zeta)_{\eta}+\mathbf{b}_{3}(\eta, \zeta) \mathbf{N}(\eta, \zeta)_{, \xi} \tag{6.33b}
\end{align*}
$$

The stress in Eq. 3.9 becomes

$$
\begin{equation*}
\sigma(\xi, \eta, \zeta)=\mathbf{D}\left(\mathbf{B}_{1}(\eta, \zeta) \mathbf{u}(\xi),{ }_{\xi}+\frac{1}{\xi} \mathbf{B}_{2}(\eta, \zeta) \mathbf{u}(\xi)\right) \tag{6.34}
\end{equation*}
$$

and the ODE equation in Eq. 3.13 becomes

$$
\begin{equation*}
\mathbf{E}_{0} \xi^{2} \mathbf{u}(\xi)_{, \xi \xi}+\left(2 \mathbf{E}_{0}+\mathbf{E}_{1}^{T}-\mathbf{E}_{1}\right) \xi \mathbf{u}(\xi)_{, \xi}-\left(\mathbf{E}_{1}^{T}-\mathbf{E}_{2}\right) \mathbf{u}(\xi)=0 \tag{6.35}
\end{equation*}
$$

The coefficient matrices $\mathbf{E}_{0}, \mathbf{E}_{1}$ and $\mathbf{E}_{2}$ for element $e$ are expressed as

$$
\begin{align*}
& \mathbf{E}_{0}=\int_{e} \mathbf{B}_{1}^{T} \mathbf{D B}_{1}|\mathbf{J}| d \eta d \zeta  \tag{6.36a}\\
& \mathbf{E}_{1}=\int_{e} \mathbf{B}_{2}^{T} \mathbf{D B}_{1}|\mathbf{J}| d \eta d \zeta  \tag{6.36b}\\
& \mathbf{E}_{2}=\int_{e} \mathbf{B}_{2}^{T} \mathbf{D B}_{2}|\mathbf{J}| d \eta d \zeta \tag{6.36c}
\end{align*}
$$

The internal nodal forces $\mathbf{q}(\xi)$ on the boundary can be determined as (Song, 2004)

$$
\begin{equation*}
\mathbf{q}(\xi)=\xi\left(\mathbf{E}_{0} \xi \mathbf{u}(\xi)_{, \xi}+\mathbf{E}_{1}^{T} \mathbf{u}(\xi)\right) \tag{6.37}
\end{equation*}
$$

### 6.4. INTRODUCTION OF SBFEM IN 3D

$X(\xi)$ is introduced to reduce the order of the ODE in Eq. 6.35 as

$$
\mathbf{X}(\xi)=\left[\begin{array}{c}
\xi^{0.5} \mathbf{u}(\xi)  \tag{6.38}\\
\xi^{-0.5} \mathbf{q}(\xi)
\end{array}\right]
$$

substituting Eq. 6.38 and Eq. 6.37 into Eq. 6.35 yields

$$
\begin{equation*}
\xi \mathbf{X}(\xi)_{, \xi}=-\mathbf{Z X}(\xi) \tag{6.39}
\end{equation*}
$$

where $Z$ is the hamiltonian matrix

$$
\mathbf{Z}=\left[\begin{array}{cc}
\mathbf{E}_{0}^{-1} \mathbf{E}_{1}^{T}-0.5 \mathbf{I} & -\mathbf{E}_{0}^{-1}  \tag{6.40}\\
-\mathbf{E}_{2}+\mathbf{E}_{1} \mathbf{E}_{0}^{-1} \mathbf{E}_{1}^{T} & -\left(\mathbf{E}_{1} \mathbf{E}_{0}^{-1}-0.5 \mathbf{I}\right)
\end{array}\right]
$$

An eigenvalue decomposition of Eq. 6.40 is performed and it yields

$$
\mathbf{X}(\xi)=\left[\begin{array}{ll}
\Phi_{u 1} & \Phi_{u 2}  \tag{6.41}\\
\Phi_{q 1} & \Phi_{q 2}
\end{array}\right]\left[\begin{array}{cc}
\xi^{-\lambda} & 0 \\
0 & \xi^{\lambda}
\end{array}\right]\left[\begin{array}{ll}
\mathbf{c}_{1} & 0 \\
0 & \mathbf{c}_{2}
\end{array}\right]
$$

where $\pm \lambda$ is the eigenvalue and $-\lambda$ is corelate to the real parts. $\Phi$ is part of the matrix of the eigenvector matrix. $\mathbf{c}_{1}$ and $\mathbf{c}_{2}$ stand for the integration constant. Modal displacements and forces in Eq. 3.22 becomes

$$
\begin{align*}
& \mathbf{u}(\xi)=\boldsymbol{\Phi}_{u 1} \xi^{-\Lambda-0.5 \mathbf{I}} \mathbf{c}_{1}  \tag{6.42a}\\
& \mathbf{q}(\xi)=\boldsymbol{\Phi}_{q 1} \xi^{-\Lambda+0.5 \mathbf{I}} \mathbf{c}_{2} \tag{6.42b}
\end{align*}
$$

### 6.5. NUMERICAL EXAMPLES

The stiffness matrix then can be derived as

$$
\begin{equation*}
\mathbf{K}=\Phi_{q 1} \Phi_{u 1}^{-1} \tag{6.43}
\end{equation*}
$$

### 6.5 Numerical examples

### 6.5.1 Pressurized hollow sphere

The problem is a pressurized hollow sphere subjected to the internal pressure. The geometry of the problem is described in Fig.6.3.


Figure 6.3: Pressurized hollow sphere

In the example, the external pressure is set to be zero so that only the internal one is considered. The geometric properties are: $a=10 \mathrm{~m}$ and $b=50 \mathrm{~m}$. The boundary condition s are : $p_{a}=10 \mathrm{Nm}^{-2}, p_{b}=0$ and the rigid body motion is prevented. The material properties are: $E=200 \mathrm{Nm}^{-2}$ and $\nu=0.3$. For simplification, only a quarter of the sphere is analysed

### 6.5. NUMERICAL EXAMPLES

as shown in Fig. 6.5 Analytical surface traction is applied on all of the boundary surfaces. First order tetrahedral element is adopted to calculated the displacement and the stress and they are compared to the exact solution as in Eq. 6.44d in spherical coordinate.

$$
\begin{align*}
u & =\frac{1}{2 E\left(b^{3}-a^{3}\right) R^{2}}\left\{2\left(p_{a} a^{3}-p_{b} b^{3}\right)(1-2 \nu) R^{3}+\left(p_{a}-p_{b}\right)(1+\nu) b^{3} a^{3}\right\}  \tag{6.44a}\\
\sigma_{R R} & =\frac{p_{a} a^{3}-p_{b} b^{3}}{b^{3}-a^{3}}-\frac{\left(p_{a}-p_{b}\right) b^{3} a^{3}}{\left(b^{3}-a^{3}\right) R^{3}}  \tag{6.44b}\\
\sigma_{\theta \theta} & =\frac{p_{a} a^{3}-p_{b} b^{3}}{b^{3}-a^{3}}+\frac{\left(p_{a}-p_{b}\right) b^{3} a^{3}}{2\left(b^{3}-a^{3}\right) R^{3}}  \tag{6.44c}\\
\sigma_{\phi \phi} & =\sigma \theta \theta \tag{6.44d}
\end{align*}
$$

The tensor transformation from spherical coordinate to cartesian coordinate can be written as Eq. 6.45 according to Fig. 6.4.

$$
\begin{gather*}
{\left[\begin{array}{ccc}
S_{x x} & S_{x y} & S_{x z} \\
S_{x y} & S_{y y} & S_{y z} \\
S_{x z} & S_{y z} & S_{z z}
\end{array}\right]=T\left[\begin{array}{ccc}
S_{R R} & S_{R \theta} & S_{R \phi} \\
S_{R \theta} & S_{\theta \theta} & S_{\theta \phi} \\
S_{R \phi} & S_{\theta \phi} & S_{\phi \phi}
\end{array}\right] T^{T}}  \tag{6.45a}\\
T=\left[\begin{array}{ccc}
\sin \theta \cos \phi & \cos \theta \cos \phi & -\sin \phi \\
\sin \theta \sin \phi & \cos \theta \sin \phi & \cos \phi \\
\cos \theta & -\sin \theta & 0
\end{array}\right] \tag{6.45b}
\end{gather*}
$$

Stress boundary condition in Eq. 6.46 is applied on two spherical
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Figure 6.4: Coordinate transformation
surfaces.

$$
\begin{align*}
\sigma_{R R}(R=a, \phi, \theta) & =\frac{p_{a} a^{3}-p_{b} b^{3}}{b^{3}-a^{3}}-\frac{\left(p_{a}-p_{b}\right) b^{3} a^{3}}{\left(b^{3}-a^{3}\right) R^{3}}  \tag{6.46a}\\
u_{z}(x, y, 0) & =0  \tag{6.46b}\\
u_{y}(x, 0, z) & =0  \tag{6.46c}\\
u_{x}(0, y, z) & =0 \tag{6.46d}
\end{align*}
$$

The convergence study is plotted in Fig. 6.8 and the mesh with corresponding DOFs are plotted in Fig. 6.5, Fig. 6.6 and Fig. 6.7

### 6.5.2 Capsule Cutting From the Cuboid with Bending

The example is a capsule section cutting from a cuboid with pure bending illustrated in Fig. 6.9 and the generated mesh is plotted in Fig. 6.11. The displacement analytical solution (Timoshenko and Goodier, 1951) is applied on the outer surface of the capsule as the boundary condition and the displacement and the stress (Eq. 6.48) inside is compared to the


Figure 6.5: Mesh of the hollow sphere with 1716 DOFs


Figure 6.6: Mesh of the hollow sphere with 3896 DOFs


Figure 6.7: Mesh of the hollow sphere with 12078 DOFs

### 6.5. NUMERICAL EXAMPLES



Figure 6.8: Convergence of displacement error


Figure 6.9: Problem layout
analytical solution. All stress component except $\sigma_{z}$ is zero.

$$
\begin{align*}
& u_{x}=-\frac{1}{2 R}\left[z^{2}+\nu\left(x^{2}-y^{2}\right)\right]  \tag{6.47a}\\
& u_{y}=-\frac{\nu x y}{R}  \tag{6.47b}\\
& u_{z}=\frac{x z}{R} \tag{6.47c}
\end{align*}
$$



Figure 6.10: Geometry of the capsule


Figure 6.11: Mesh of the Capsule

$$
\begin{equation*}
\sigma_{x}=\frac{E x}{R} \tag{6.48}
\end{equation*}
$$

### 6.5. NUMERICAL EXAMPLES

In the numerical calculation, The dimension of the outer cuboid will not affect the result because of the independence of the analytical solution (Eq.6.47c). 6-nodes triangular element s are used to achieve an exact solution. The geometric properties are: $l=100 \mathrm{~m}$ and $r=17.5 \mathrm{~m}$ The material properties are: $\nu=0.2$ and $E=30 \mathrm{Nm}^{-2}$. The error of the displacement is calculated as followed.

$$
\begin{align*}
& e_{u}=\frac{\left\|u_{e x}-u\right\|}{\left\|u_{e x}\right\|}  \tag{6.49a}\\
& e_{s}=\frac{\left\|\sigma_{e x}-\sigma\right\|}{\left\|\sigma_{e x}\right\|} \tag{6.49b}
\end{align*}
$$

The error of the displacement norm is $1.7563 \times 10^{-14}$ and the error of the stress norm is $1.3184 \times 10^{-9}$.

### 6.5.3 Wall lamp

In this example, a wall lamp illustrated in Fig. 6.12 with gravity only is considered. The material properties are: Youngs modulus $E=20 \mathrm{Nm}^{-2}$, Poissons ratio $\nu=0.3$ and density $\rho=2 \mathrm{~kg} \mathrm{~m}^{-3}$.

The geometric model is extracted from the AutoCAD as illustrated in Fig. 6.13. The background mesh before cutting is shown in Fig. 6.14. The generated mesh are plotted in Fig. 6.15. The displacement is plotted as the deformed shape in Fig. 6.16.

### 6.5. NUMERICAL EXAMPLES



Figure 6.12: Boundary condition of the wall lamp


Figure 6.13: CAD drawing of the wall lamp

### 6.5.4 Meshing examples

In this section, some other mesh examples with irregular geometric boundaries are considered. Fig. 6.18 shows the mesh generated for a spinner with a CAD input illustrated in Fig. 6.17. Fig. 6.20 shows the mesh generated for an Egypt Sphinx with a CAD input plotted in Fig. 6.19

### 6.6. CONCLUSIONS



Figure 6.14: Background mesh of the wall lamp; left: background mesh; right: background mesh around the boundary

### 6.6 Conclusions

In this chapter, a projection is conducted after the octree mesh is generated from the STL file. Geometric exact is retained by projecting intersections on the triangular surfaces back to original NURBS surfaces or by replacing the intersection calculation with finding that between the edge of the element and the NURBS surface directly. Both of the projecting and the intersection calculating are accelerated by utilizing the strong convex hull property of the NURBS. The proposed method is able to generate the mesh from an arbitrary geometric input and shows higher accuracy compared to conventional method.

### 6.6. CONCLUSIONS



Figure 6.15: Mesh of the wall lamp

### 6.6. CONCLUSIONS



Figure 6.16: Deformed shape of the wall lamp


Figure 6.17: CAD design for the spinner

### 6.6. CONCLUSIONS



Figure 6.18: Mesh for the spinner


Figure 6.19: CAD design for the Egypt Sphinx


Figure 6.20: Mesh for the Egypt Sphinx

## Chapter 7

## Conclusions and recommendation

### 7.1 Summary

In this thesis, a systematic numerical method where all procedures are conducted without human involvement for an arbitrary geometric input in both 2D and 3D situations has been developed based on the SBFEM. The SBFEM is a semi-analytical method which combines the main advantages of the finite element method and the boundary element method but also has unique features of its own. In contrast to the FEM, only the boundary is discretized using the conventional FEM interpolating function which leads to a decline in the number of unknowns. It also allows solving the problem involving bimaterial interfaces and crack faces without the discretization of them. Compared to the BEM, the fundamental solution

### 7.1. SUMMARY

is no longer required. The infinite boundary can be achieved naturally as the radiation condition at infinity is satisfied in the SBFEM. As only the boundary information is required in SBFEM and hence provides a seamless integration with the CAD modeling compared to conventional Isogeometric Method. The discretization of the boundary can be based on the standard finite element interpolation functions for computational efficiency or NURBS basis function for exact geometry.

The preprocessing of the proposed method is conducted automatically without losing exact geometric representation. In 2D problems, the geometric information from the IGES file exported from CAD design is extracted and a quad-tree based mesh will be generated automatically. High mesh quality and reduced computational cost in the calculation of the element stiffness matrix can be expected. For 3D cases, both of the STL and the IGES files are exported from the CAD design and an octree based mesh will be generated based on STL file. Since the STL file represents the triangulation of the geometric surfaces, intersections calculated during cutting stage are supposed to be located on the triangular plane s instead of the original surface $s$. As a consequence, a point projection algorithm is adopted to move the points back to the NURBS surfaces after the mesh has been generated. Then, an arbitrary geometric shape in 2D and 3D can be meshed automatically with high quality mesh and solved by the SBFEM. The geometric exact can also be achieved by replacing the distance calculation with finding that between the edge of the element and

### 7.1. SUMMARY

the NURBS surface directly.

After the solution is determined from the SBFEM, a mesh refinement may be necessary to improve the accuracy and check the convergence. In order to find out the scaled boundary finite element which improves the accuracy significant ly after refinement, an adaptive mesh refinement algorithm is required. Expressions related to the eigenvalues of the SBFEM formulation are adopted as the physical error indicator to prevent extra work such as stress recovery. Some key geometric error estimator including area of the subdomain, minimal angle and so on are also included. The decision based on numerous error estimators are conducted by the help of a machine learning algorithm. The proposed adaptive mesh refinement exhibits higher rate of convergence compared to an uniform mesh refinement using SBFEM.

The thesis commences with an introduction to the research topic in Chapter 1. A background and motivation for the research are presented followed by the objective and outline of the research. In Chapter 2, the linear theory of the Isogeometric analysis, together with a brief introduction on the NURBS and its mathematical backgrounds, potentials and limitations are summarized. A brief introduction on the IGES file is also presented. Due to the dimensional mismatch between the FEM and the CAD, the SBFEM is the technique which can provide a seamless integration with the CAD modeling. The concept of adaptive mesh refinement and its lim-
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itation is presented as well. The MLP then is introduced to overcome this limitation by the adoption of multiple error indicators. Finally, algorithms used to generate octree mesh in 3D from STL file is presented.

In Chapter 3, the NURBS basis functions are employed to approximate the unknown fields in the circumferential direction within the framework of the SBFEM. The accuracy, effectiveness and the convergence properties of the proposed method are demonstrated with benchmark problems in linear elasticity and linear elastic fracture mechanics. From the numerical studies, it can be observed that the NURBS basis functions yield superior accuracy when compared to Lagrange basis functions of the same order. The proposed method overcomes the disadvantages of both the isogeometric finite element analysis and the isogeometric boundary element method. When applied to problems with singularities, the proposed method does not require additional functions to span the solution space. Moreover, the proposed framework does not require internal discretization to study the dynamic response at high frequencies. However, for complicated geometries, to meet the star convexity, subdivision into smaller sub-domains is required.

In Chapter 4, the IGES file is employed directly from the CAD output to represent the geometry during the preprocessing. The proposed methods provides a systematic and automatic mesh generation algorithm where high quality mesh is produced efficiently. The CAD design file

### 7.1. SUMMARY

can be used directly and the exact geometry can also be retained, which largely reduce the human efforts involved in numerical analysis. Moreover, it helps to reduce the analytical error as the difference in the geometric representation is minimized. Computational efficiency is improved via utilizing the pattern of the quadtree to prevent repeated calculation. Points projection algorithm is accelerated using the strong convex hull property of the NURBS curve. The accuracy, effectiveness and the convergence properties of the proposed method are demonstrated with benchmark problems in linear elasticity mechanics. From the numerical studies, it can be observed that the quadtree mesh yield better accuracy when compared to uniform mesh with same degree of freedoms.

Chapter 5 adopts a machine learning algorithm to develop an extensible and flexible error indicator. Any other error estimators can be added to the existing framework and their effects can be detected based on the performance indicators in machine learning. A MLP trained error estimator that concludes expressions related to the eigenvalues of the SBFEM formulation and some key geometric properties of the scaled boundary finite element gives a higher convergence rate compared to the uniform refinement. In order to improve the learning effectiveness of the MLP, regularization methods including bagging and dropout are utilized. Due to the lack of the eigenvalue error indicator in the first order triangular element, method that eliminates these situation is developed. A matrix representation of the NURBS curves is presented to achieve a higher efficiency and

### 7.2. FUTURE WORK

stability in calculating the intersections between edge of the element and the NURBS curve.

In Chapter 6, a projection is conducted after the mesh is generated from STL file using octree or calculating the intersection between the edge of the element and the original NURBS surface to retain the exact geometry. In order to utilize the strong hull property of the NURBS surface, a quick hull algorithm in 3D is introduced. As a consequence, the computational efficiency of the points projection and the intersection calculation are improved significantly. The proposed method is able to generate the mesh from an arbitrary geometric input and shows higher accuracy compared to conventional method.

### 7.2 Future work

As discussed in Chapter 3, there is no exact numerical integration for the NURBS basis function at the moment due to its rational property. Furthermore, the computational cost of calculating a value of NURBS basis function can be 10 times higher than that of the traditional Legendre polynomials. In chapters after Chapter 3, the conventional shape functions are adopted instead of the NURBS basis functions to avoid too many expensive computational operation s when the number of the elements grow drastically. Future work can be performed on deriving an exact and

### 7.2. FUTURE WORK

efficient numerical integration quadrature to prevent extra error. The algorithm that evaluate s the NURBS basis function can also be optimized so that the whole programme can be much more efficient as it is involved in almost all NURBS operation s.

As discussed in Chapter 4, one of the most outstanding advantages of using machine learning algorithm to train the model responsible for making decision whether an element need to be refined lies in the allowance of unlimited number of error indicators. The effectiveness of the deep neural network is closely related to the quantity of the training data. In Chapter 4, less than a thousand of the training data is used, which limits the depth of the neural network and the number of the error indicators. Future work can concentrate on building a platform so the cloud computing can be utilized and the service can be available to the whole community. By having a platform, number of the training data can be solved naturally as any request of calculation contributes to one extra training data. A large training set then motive s the scholars adding any error indicator.
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