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#### Abstract

The left factorial of $n$ is defined to be $0!+1!+\cdots+(n-1)!$ and is denoted by $!n$. Kurepa conjectured that $!n$ is not divisible by $n$ for $n>2$ and showed that it was sufficient to check the conjecture for odd primes $p$. We provide a survey of articles written on the search for a counterexample to Kurepa's conjecture and analyse the complexity of the algorithms used. These algorithms are all linear in $p$; that is, exponential in $\log p$. We develop the first known algorithm whose complexity is polynomial in $\log p$ when averaged over primes.
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## Chapter 1

## Previous results and methods

### 1.1 Kurepa's hypothesis

Kurepa defined the left factorial of $n$ as $\sum_{m=0}^{n-1} m$ ! for non-negative integers $n$ in [Kur1971], where $0!:=1$. He denoted the left factorial of $n$ by $!n$. Other papers refer to ! $p$ as $\kappa_{p}$ such as in [Ham1999] and ! $n$ as $K(n)$ when considering the analytic continuation of $!n$ such as in [Mal2003]. We shall denote the smallest non-negative integer congruent to $!n \bmod n$ by $r_{n}$.

The left factorial has uses in combinatorics, such as the number of permutations on $[n]$ that avoid the patterns $2 n 1$ and $n 12$ where a $2 n 1$ pattern is a (scattered) subsequence $a-n-b$ with $a>b$. Further uses include counting the number of vertices of a certain sequence of recursively defined trees [PZ̆1999]. More uses can be found in [OEIS, Sequence A003422].

Andrejić and Tatarevic defined the generalised left factorial function where $!^{k} n:=\sum_{m=0}^{n-1}(m!)^{k}$ in [AT2014]. We note that $!^{1} n=!n$.

The left factorial $!n$ satisfies the functional equation $f(n+1)-f(n)=\Gamma(n+1)$ for all $n$. This leads to the analytic continuation of $!n$ to the whole complex plane excluding $-1,-3,-4,-5, \ldots$ and is denoted by $K(z)$. Further information can be found in [Mal2003] but these results are outside the scope of this thesis. Studying $K(z)$ leads to a different generalisation in the complex plane; further details were provided by Milovanović in [Mil1996], Milovanović and Petojević [MP2002] and Petojević in [Pet2002]. These results are outside of the scope of this thesis.

It is shown in [Kur1971] that $!n \not \equiv 0 \bmod n$ for infinitely many $n$. The major question asked is if this is true for all $n$.

Conjecture 1.1.1 (Kurepa's left factorial hypothesis). Let $n$ be a positive integer such that $n>2$. Then $!n \not \equiv 0 \bmod n$.

This conjecture is sometimes referred to as Kurepa's hypothesis in the literature. Kurepa then gives two equivalent statements to his conjecture in [Kur1971]. He shows that to prove $!n \not \equiv 0 \bmod n$ for every positive integer $n>2$, it is necessary and sufficient to prove that $!p \not \equiv 0 \bmod p$ for every odd prime $p$. The greatest common divisor of $!n$ and $n!$ is denoted by $M_{n}$; that is, $M_{n}:=\operatorname{gcd}(!n, n!)$. Then the statement that $M_{n}=2$ for all $n>1$ is also equivalent to Kurepa's hypothesis (Conjecture 1.1.1) as shown by Kurepa in [Kur1971].

Andrejić and Tatarevic asked whether the natural analogue of Kurepa's hypothesis (Conjecture 1.1.1) holds for the generalised left factorial function. They showed that for every $k=2,3, \ldots, 99$, there is an odd prime $p$ such that $p$ divides $!^{k} p$ so the natural generalisation of Kurepa's hypothesis is false [AT2014].

### 1.2 Equivalent statements

There are many equivalent statements of Kurepa's hypothesis (Conjecture 1.1.1); Mijajlović showed in [Mij1990] that

$$
!p \equiv \sum_{k=0}^{p-1}(-1)^{k+1} / k!\equiv \sum_{k=0}^{p-1}(-1)^{k}(k+1)(k+2) \cdots(p-1) \bmod p .
$$

We note that

$$
D_{n}:=n!\sum_{k=0}^{n-1}(-1)^{k+1} / k!
$$

is the sequence of derangement numbers. For more details on derangement numbers, we direct the reader to [Has2003]. Hence Kurepa's hypothesis is equivalent to

$$
D_{p-1} \not \equiv 0 \bmod p
$$

for all odd primes $p$ [Meš2015].
Mijajlović also gave a recursive formula in [Mij1990]. Let $p$ be a prime and let $s_{p-1}:=0$ in $\mathbb{F}_{p}$. Define the recursion $s_{i}:=1+i s_{i+1}$ in $\mathbb{F}_{p}$ for $i=p-2, p-3, \ldots, 1$. Then $r_{p}=s_{1}$ and this recurrence was used to verify Kurepa's conjecture for all primes up to 311009. Meštrović gathered a summary of equivalent statements of Kurepa's conjecture in [Meš2015]; see Kellner in [Kel2004], Ivić and Mijajlović in [IM2004], Petojević, Z̆ižović and Stana D. Cvejić in [PZ̆C1999], S̆ami in [Šam1974] and Z̆ivković in [Z̆iv1999], Stanković in [Sta1973] and Stanković and Z̆iz̆ović in [SŽ1974]. Most of these equivalent statements involve recurrence relations or summation formulae. Other equivalent statements can be found in [GR2014] using Bell numbers and linear algebra. Some of the statements equivalent to Kurepa's conjecture involve recurrence relations, such as in [Mij1990], and are used to search for counterexamples using a computer such as in [AT2014].

### 1.3 Attempted proofs

We define the $n$-th Bell number as the number of partitions of a set of size $n$ and denote the $n$-th Bell number by $B_{n}$; it is denoted by $D_{n}$ in [Ham1999] and $P_{n}$ in [BB2004]. Bell numbers have many uses in combinatorics: for more information, we refer the reader to [Bel1934]. Hamadene proved that $!p \equiv B_{p-1}-1 \bmod p$ for primes $p$ [Ham1999]. Barsky and Benzaghou gave a formula for $B_{n} \bmod p$ in terms of the $n$-th power of the trace of a fixed element in the Artin-Schreier extension of $\mathbb{F}_{p}$. Hence they reduced Kurepa's conjecture to a linear algebra problem and claimed to have solved Kurepa's conjecture [BB2004]. However it was pointed out that there was a mistake in the calculations and the proof of Kurepa's hypothesis (Conjecture 1.1.1) was retracted due to 'irreparable calculation errors' in solving the linear algebra problem; the equivalence of Kurepa's conjecture and the linear algebra problem was still valid [BB2011].

Reg. Bond proposed a proof which was unpublished but is mentioned by [Guy]. Z̆ivković mentions that Bond communicated that there was an error in a personal email [Živ1999] which we have not personally verified.

Currently, Kurepa's hypothesis (Conjecture 1.1.1) has not been disproven. However it is heuristically conjectured to be false; under certain assumptions regarding the uniform distribution of $r_{p}$, the 'probability' of Kurepa's conjecture holding is 0 . Furthermore, it is suggested that under these assumptions there are infinitely many counterexamples and the probability of finding a counterexample in the interval ( $x, x^{\alpha}$ ] is approximately $1-1 / \alpha$. Hence the probability of finding a counterexample in $\left(x, x^{2}\right]$ is $1 / 2$. The probability of finding a counterexample in $\left(2^{n}, 2^{n+1}\right]$ is $1 /(n+1)$. Two types of chi-square tests were carried out on the uniformity of $r_{p}$ for primes in $\left(2^{h}, 2^{h+1}\right)$ where $h=10,11, \ldots, 23$. These tests did not contradict the assumptions of the uniformity of $r_{p}$ which provides evidence that the assumptions are valid. An exposition of the heuristics is presented in [Z̆iv1999].

### 1.4 The search for a counterexample

In Problem B44 of [Guy], Guy claims that Slavic checked up to 1000 using a computer and Wagstaff checked up to 50000 though we are unable to verify this ourselves. Mijajlovic checked Kurepa's conjecture for all primes $p \leq 311009 \approx 3.1 \cdot 10^{5}$ in [Mij1990]. The number of arithmetic operations required to verify Kurepa's hypothesis (Conjecture 1.1.1) for each $p$ is $4 p$ and is therefore exponential in $\log p$. Hence the time complexity is exponential in $\log p$. Gogić checked all primes up to $p \leq 10^{6}$ in [Gog1991] but we were unable to obtain a copy of [Gog1991]. Z̆ivković checked for all primes less than $2^{23} \approx 8.4 \cdot 10^{6}$ in [Živ1999]. It is claimed that Males̆ivić verified Kurepa's conjecture for all primes $p \leq 3 \cdot 10^{6}$ in a personal communication [Z̆iv1999] but we have been unable to verify this claim. Gallot checked up to $2^{26} \approx 6.7 \cdot 10^{7}$ in [Gal2000] using an algorithm with a running time which is exponential in $\log p$. Jobling claimed to have checked up to $2^{27} \approx 1.4 \cdot 10^{8}$ in [OEIS, Sequence A049782] and this is quoted in [AT2014] but we have been unable to verify this claim. Ilijas̆ević verified Kurepa's conjecture up to $2^{31} \approx 2 \cdot 10^{9}$ in [lli2015] using an algorithm with time complexity which is exponential in $\log p$. Andrejić and Tatarevic checked up to $p<2^{34} \approx 1.7 \cdot 10^{10}$ and the time complexity is exponential in $\log p$ [AT2014]. They also claim that the fastest known
algorithm to verify Kurepa's hypothesis (Conjecture 1.1.1) for all primes up to $N$ is $O\left(N^{2} / \log N\right)$. It follows that the fastest known algorithm has an amortised average running time which is exponential in $\log N$. This means that for large $N$, verifying Kurepa's conjecture for all primes $p$ less than $N$ is not feasible using current algorithms. In Chapter 4, we will give an algorithm which has an amortised average running time which is polynomial in $\log N$.

## Chapter 2

## A class of recurrence problems

In this section, we show how a certain class of problems can be expressed in terms of recurrence relations. These problems all involve calculating some integer matrices $C_{1}, C_{2}, \ldots, C_{N}$.

### 2.1 Definitions

In this subsection, we give the framework required to define the recurrence relations.
Let $A=\left(a_{i j}\right)_{i j}$ be a matrix with integer entries and let $m$ be a positive integer. Then we define

$$
A \bmod m:=\left(a_{i j} \bmod m\right)_{i j} .
$$

When we write $a \bmod m$, we shall always choose the representative of the equivalence class which is between 0 and $m-1$ unless stated otherwise.

Suppose that $A_{1}, \ldots, A_{N-1}$ is a sequence of $d \times d$ matrices with integer entries and that $V \in \mathbb{Z}^{d}$. Furthermore, we also assume that $m_{n}=n^{\lambda}$, for a fixed $\lambda$, if $n$ is prime and 1 otherwise. We define $A_{0}$ to be the $d \times d$ identity matrix and $m_{0}$ to be 1 to simplify calculations in Section 4.2. Our goal is to calculate the sequence of matrices $C_{1}, \ldots, C_{N}$ where

$$
\begin{array}{rrr}
C_{1}:= & A_{0} V \bmod 1, \\
C_{2}:= & A_{1} A_{0} V \bmod 2^{\lambda}, \\
C_{3}:= & A_{2} A_{1} A_{0} V \bmod 3^{\lambda}, \\
C_{4} & := & A_{3} A_{2} A_{1} A_{0} V \bmod 1, \\
C_{5} & := & A_{4} A_{3} A_{2} A_{1} A_{0} V \bmod 5^{\lambda}, \\
& \vdots & \\
C_{N} & := & A_{N-1} \cdots A_{1} A_{0} V \bmod m_{N} .
\end{array}
$$

Remark 2.1.1. We remark that $A_{n}$ can be generalised to be any object with an associative multiplication structure and $m_{n}$ can be any object such that division with remainder of $A_{n-1} \cdots A_{0} V$ by $m_{n}$ is defined.

### 2.2 Examples

In this subsection, we give examples of some problems which can be written in the above formulation.

### 2.2.1 Wilson primes

Our first example is to compute the set of Wilson primes up to some bound $N$. We remind the reader that Wilson's theorem states that $(p-1)!+1 \equiv 0 \bmod p$ for all primes $p$ [Lag1771]. A Wilson prime is defined to be a prime $p$ that satisfies the equation $(p-1)!+1 \equiv 0 \bmod p^{2}$. The only known Wilson primes less than $2 \times 10^{13}$ are 5, 13, and 563 [CGH2014] but it is conjectured that there are infinitely many Wilson primes [CGH2014]. Our object of interest is $(p-1)!\bmod p^{2}$ for every prime $p<N$. Hence we choose $d:=1, A_{n}:=n, V:=1$, and $\lambda:=2$.

### 2.2.2 Wolstenholme primes

A similar example to the search for Wilson primes is to compute the set of Wolstenholme primes up to some bound $N$. Wolstenholme's theorem states that $\binom{2 p-1}{p-1} \equiv$ $1 \bmod p^{3}$ for all primes $p>3$ [Wol1862]. A Wolstenholme prime is a prime $p$ such that $\binom{2 p-1}{p-1} \equiv 1 \bmod p^{4}$ [McI1995]. The only known Wolstenholme primes less than $10^{9}$ are 16843 and 2124679 [MR2007] but it is conjectured that there are infinitely
many Wolstenholme primes [McI1995]. Hence our goal is to compute $\binom{2 p-1}{p-1} \bmod p^{4}$. We note that

$$
\binom{2 n-1}{n-1}=\frac{2(2 n-1)}{n}\binom{2 n-3}{n-2}
$$

for $n>1$ but this is not an integer recurrence. To avoid this issue, we calculate the numerator and denominator separately. For the numerator, we let $d:=1$, $A_{n}:=2(2 n+1), V:=1$, and $\lambda:=5$. Then we calculate $A_{p-1} \cdots A_{1} A_{0} V \bmod m_{p}$. Now we calculate the denominator. We let $d^{\prime}:=1, A_{n}^{\prime}:=n+1, V^{\prime}=1$ and $\lambda^{\prime}:=5$. Then we calculate $A_{p-1}^{\prime} \cdots A_{0}^{\prime} V^{\prime} \bmod m_{p}$. We write $p \| n$ if $p$ divides $n$ and $p^{2}$ does not divide $n$. We note that $p \| A_{p-1}^{\prime} \cdots A_{0}^{\prime} V^{\prime}$ so $A_{p-1}^{\prime} \cdots A_{0}^{\prime} V^{\prime} / p$ is invertible in $\mathbb{Z} / p^{4} \mathbb{Z}$. Thus we may calculate

$$
\begin{aligned}
\binom{2 p-1}{p-1} \bmod p^{4} & =C_{p} / C_{p}^{\prime} \bmod p^{4} \\
& =A_{p-1} \cdots A_{0} V / A_{p-1}^{\prime} \cdots A_{0}^{\prime} V^{\prime} \bmod p^{4} \\
& =\left(A_{p-1} \cdots A_{0} V / p\right) /\left(A_{p-1}^{\prime} \cdots A_{0}^{\prime} V^{\prime} / p\right) \bmod p^{4}
\end{aligned}
$$

as claimed.

### 2.2.3 Kurepa's conjecture

A less trivial example is the verification of Kurepa's conjecture up to some bound $N$. As shown by Kurepa in [Kur1971], an equivalent formulation of Kurepa's hypothesis (Conjecture 1.1.1) is that $!p \not \equiv 0 \bmod p$ for all odd primes $p$. Thus our object of interest is $!n \bmod n$ which requires $2 \times 2$ matrices to form a recurrence relationship. For this recurrence relation, we let

$$
d:=2, A_{0}:=\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right), A_{n}:=\left(\begin{array}{ll}
n & 0 \\
n & 1
\end{array}\right), V:=\binom{1}{1}, \lambda:=1
$$

for $n \geq 1$. Thus

$$
A_{p-1} A_{p-2} \cdots A_{1} A_{0} V \equiv\binom{(p-1)!}{!p} \bmod p
$$

and from this, we can read off $!p \bmod p$.

### 2.2.4 Central trinomial coefficient conjecture

Another example is the verification of the central trinomial coefficient conjecture up to some bound $N$. We define $T(n)$ as the coefficient of $x^{n}$ in the expansion of $\left(1+x+x^{2}\right)^{n}$. It is conjectured that an integer $n>3$ is prime if and only if $T(n) \equiv$ $1 \bmod n^{2}$ [Sun]. We would like to verify that if $n$ is prime, then $T(n) \equiv 1 \bmod n^{2}$. Therefore our object of interest is $T(p) \bmod p^{2}$. It is known that $T(n)$ satisfies the recurrence

$$
T(n)=\frac{(2 n-1) T(n-1)+3(n-1) T(n-2)}{n}
$$

as proven in [Eul1765]. This can be written using matrices as

$$
\binom{T(n)}{T(n-1)}=\frac{1}{n}\left(\begin{array}{cc}
2 n-1 & 3(n-1) \\
n & 0
\end{array}\right)\binom{T(n-1)}{T(n-2)} .
$$

Similar to the search for Wolstenholme primes in Section 2.2.2, we do not have an integer recurrence. Thus we will calculate the numerators and denominators separately.

For the numerator, we let $d:=2, A_{n}:=\left(\begin{array}{cc}2 n+1 & 3 n \\ n+1 & 0\end{array}\right), V:=\binom{1}{1}$, and $\lambda:=3$. Then we calculate $A_{p-1} \cdots A_{1} A_{0} V \bmod m_{p}$. Now we calculate the denominator. We let $d^{\prime}:=1, A_{n}^{\prime}:=n+1, V^{\prime}=1$ and $\lambda^{\prime}:=3$. Then we calculate $A_{p-1}^{\prime} \cdots A_{1}^{\prime} A_{0}^{\prime} V^{\prime} \bmod$ $m_{p}$. We note that $p \| A_{p-1}^{\prime} \cdots A_{1}^{\prime} A_{0}^{\prime} V^{\prime}$ so $A_{p-1}^{\prime} \cdots A_{1}^{\prime} A_{0}^{\prime} V^{\prime} / p$ is invertible in $\mathbb{Z} / p^{2} \mathbb{Z}$. Thus we may calculate

$$
\begin{aligned}
\binom{T(p)}{T(p-1)} \bmod p^{2} & =C_{p} / C_{p}^{\prime} \bmod p^{2} \\
& =A_{p-1} \cdots A_{1} A_{0} V / A_{p-1}^{\prime} \cdots A_{1}^{\prime} A_{0}^{\prime} V^{\prime} \bmod p^{2} \\
& =\left(A_{p-1} \cdots A_{1} A_{0} V / p\right) /\left(A_{p-1}^{\prime} \cdots A_{1}^{\prime} A_{0}^{\prime} V^{\prime} / p\right) \bmod p^{2}
\end{aligned}
$$

and read off $T(p) \bmod p^{2}$ as required.

## Chapter 3

## Basic complexity results

### 3.1 Complexity of arithmetic operations for integers

In this section, we give basic results on the complexity of binary operations using integers. Let $B$ be a positive real number such that $B \geq 1$. Throughout this section, we assume that $m$ and $n$ are integers which are at most $\lceil B\rceil$ bits. Then the time complexity of adding $m$ and $n$ (or subtracting $m$ from $n$ ) is $O(B)$ and the space complexity is $O(B)$ [vZGG1999].

We denote $\mathrm{M}(B)$ as an upper bound for the time complexity of multiplying two integers which are at most $\lceil B\rceil$ bits. We assume that $\mathrm{M}(B) / B$ is increasing and M is superlinear [vZGG1999, Ch.8]; that is, $\mathrm{M}(A+B) \geq \mathrm{M}(A)+\mathrm{M}(B)$ for $A, B \geq$ 1. These hypotheses guarantee that the running time of division with remainder of two $\lceil B\rceil$-bit integers is $O(\mathrm{M}(B))$ [vZGG1999, Ch.9]. We note that although multiplication and division with remainder have the same asymptotic growth, the constant in the division algorithm is larger. For further details, we refer the reader to [vZGG1999, Ch.8,9].

We give some examples of the time complexity of multiplication algorithms. Classical multiplication has time complexity $O\left(B^{2}\right)$. The Schönhage-Strassen algorithm has time complexity $O(B \log (B) \log \log (B))$ [vZGG1999, Thm 8.24]. The fastest known method runs in $O\left(B \log (B) 4^{\log ^{*}(B)}\right)$ time [HvdH2018], where $\log ^{*}$ is the iterated logarithm function. The space complexity of multiplying $m$ and $n$ and dividing $m$ by $n$ with remainder is $O(B)$ for all of these algorithms, so throughout
this thesis, we shall assume that the space complexity of multiplying $m$ and $n$ is $O(B)$.

Throughout this thesis, we define $\lg (n)$ as $\log _{2}(n)$ for positive integers $n$ and 0 if $n=0$. The space required to store the positive integer $n$ is $\lceil\lg (n)\rceil+1+C$ where $C$ is the overhead used to store pointers and memory allocation data. Now we introduce a function $\beta$ which approximates the space required to store different objects. This is a purely theoretical measure and is independent of the computer and the language. We define $\beta(n)$ as $\lg (|n|)$ if $n$ is a non-zero integer such that $|n|>1$ and 1 if $n=-1,0,1$.

Now $\beta$ has some useful properties, such as the fact that it is sublogarithmic; that is, $\beta(m n) \leq \beta(m)+\beta(n)$. Inductively, this implies that $\beta\left(m^{k}\right) \leq k \beta(m)$ which provides a very useful bound which will be utilised throughout this thesis.

We can consider the integers to be $1 \times 1$ matrices. We would like to define $\beta$ for arbitrarily sized $d \times d$ matrices with integer entries such that $\beta$ is still sublogarithmic. We first suppose that $X$ is a $d \times d$ matrix with integer coefficients. Then we define

$$
\beta(X):=\lg \left(\max _{1 \leq j \leq d}\left(\sum_{i=1}^{d}\left|a_{i j}\right|\right)\right),
$$

where $\max _{1 \leq j \leq d}\left(\sum_{i=1}^{d}\left|a_{i j}\right|\right)$ is the maximum column sum. This agrees with the definition of $\beta$ for integers if $d=1$.

We remark that $\beta(X)=\lg \left(\|X\|_{1}\right)$ where $\|\cdot\|_{1}$ is the operator 1 norm [FRR1987, Prop. 2.1.i].

Now we show that $\beta$ is still sublogarithmic.
Lemma 3.1.1. Let $X$ and $Y$ be $d \times d$ matrices with integer entries. Then $\beta(X Y) \leq$ $\beta(X)+\beta(Y)$.

Proof. Let $X$ and $Y$ be $d \times d$ matrices with integer coefficients. It follows that

$$
\begin{aligned}
\beta(X Y) & =\lg \left(\|X Y\|_{1}\right) \\
& \leq \lg \left(\|X\|_{1}\|Y\|_{1}\right) \\
& \leq \lg \left(\|X\|_{1}\right)+\lg \left(\|Y\|_{1}\right) \\
& \leq \beta(X)+\beta(Y)
\end{aligned}
$$

where the first inequality holds since $\|\cdot\|_{1}$ is submultiplicative. Thus $\beta(X Y) \leq$ $\beta(X)+\beta(Y)$ as required.

### 3.2 Complexity of arithmetic operations for integer matrices

We begin this subsection with some introductory theorems about the time complexity of arithmetic operations for integer matrices.

Throughout this thesis, we will use the definition of matrix multiplication to multiply matrices instead of using faster algorithms such as Strassen's algorithm [Str1969], the Coppersmith-Winograd algorithm [CW1990] or Le Gall's algorithm [LG2014]. This is purely to simplify the analysis of the time and space complexity bounds since the benefits from using faster matrix multiplication algorithms are minimal.

Note that throughout this thesis, we shall ignore the dependency on $d$ as the applications that follow only deal with $d \leq 3$.

Theorem 3.2.1. Suppose $X$ and $Y$ are $d \times d$ matrices with integer coefficients such that $\beta(X), \beta(Y) \leq B$. Then the time complexity of computing $X Y$ is $O(\mathrm{M}(B))$ and the space complexity of computing $X Y$ is $O(B)$.

Proof. Let $X=\left(x_{i j}\right)_{i j}$ and $Y=\left(y_{i j}\right)_{i j}$. Denote $X Y$ as $Z=\left(z_{i j}\right)_{i j}$. We observe that $\lg \left(\left|x_{i j}\right|\right), \lg \left(\left|y_{i j}\right|\right) \leq B$ since $\beta(X), \beta(Y) \leq B$. Hence $x_{i j}, y_{i j}$ are $\lceil B\rceil$-bit integers.

By definition, $z_{i j}=\sum_{k=1}^{d} x_{i k} y_{k j}$. We note that computing each $x_{i k} y_{k j}$ requires $O(\mathrm{M}(B))$ time and $O(B)$ bits. The time complexity of computing $z_{i j}$ is $O(\mathrm{M}(B))$ since addition of integers which are at most $d B$ bits is $O(d B)=O(\mathrm{M}(B))$. Likewise
the memory required is $O(d B)$. The running time is $O\left(d^{2} \mathrm{M}(B)\right)$ and the total memory required is $O\left(d^{3} B\right)$ as there are $d^{2}$ entries in $Z$. Hence the time and space complexity of computing $X Y$ is $O(\mathrm{M}(B))$ and $O(B)$ respectively as $d$ is fixed.

Theorem 3.2.1 links bounds on the memory required to store matrices $X, Y$ to an upper bound on the time required to compute $X Y$ and is therefore a very powerful result for time complexity analysis.

Proposition 3.2.2. Suppose $X$ is a $d \times d$ matrix with integer entries and $n$ is a positive integer. Then the time complexity of computing $X \bmod n$ is

$$
O(\mathrm{M}(\max (\beta(X), \beta(n)))) .
$$

Proof. Let $X=\left(x_{i j}\right)_{i j}$. We note that $x_{i j}$ is a $\beta\left(x_{i j}\right)$-bit integer and that $n$ is a $\beta(n)$-bit integer. The time complexity of computing $x_{i j} \bmod n$ is

$$
O\left(\mathrm{M}\left(\max \left(\beta\left(x_{i j}\right), \beta(n)\right)\right)\right) .
$$

But each $\beta\left(x_{i j}\right)$ is bounded above by $\beta(X)$ so it follows that

$$
O\left(\mathrm{M}\left(\max \left(\beta\left(x_{i j}\right), \beta(n)\right)\right)\right)=O(\mathrm{M}(\max (\beta(X), \beta(n)))) .
$$

Thus the total time complexity is

$$
O\left(d^{2} \mathrm{M}(\max (\beta(X), \beta(n)))\right)=O(\mathrm{M}(\max (\beta(X), \beta(n))))
$$

as claimed.

Proposition 3.2.3. Suppose $X$ is a $d \times k$ matrix with integer entries and that $n$ is a positive integer. Then $\beta(X \bmod n) \leq \lg d+\beta(n)$.

Proof. We let $X=\left(x_{i j}\right)_{i j}$ and note that $x_{i j} \bmod n$ is some non-negative integer less than $n$ for every $i$ and $j$. Thus the maximum column sum is at most $d n$ so it follows that

$$
\beta(X \bmod n) \leq \lg d+\lg n \leq \lg d+\beta(n)
$$

We remark that this bound is independent of $k$ since we are taking the maximum column sum. We note that the $\beta(n)$ term dominates for large $n$ since $d$ is fixed.

### 3.3 Complexity for calculating each example naively

We recall from Section 2.1 that $C_{n}:=A_{n-1} A_{n-2} \cdots A_{1} A_{0} V \bmod m_{n}$ where each $A_{k}$ is a $d \times d$ matrix with positive integer entries and each $m_{k}=k^{\lambda}$ if $k$ is prime and 1 otherwise. We now define a naive algorithm for calculating each $C_{p}$ individually and analyse its complexity.

We remind the reader that the dependence on $d$ will not be studied and $d$ is assumed to be fixed. Then we let $A_{0}, \ldots, A_{N-1}, V$ and $m_{0}, m_{1}, \ldots, m_{N-1}$ be as in Section 2.1 and give a naive algorithm for calculating $C_{p}$ for every prime $p<N$. We calculate the time complexity of this algorithm under some general assumptions. Finally, we calculate the time complexity of applying this algorithm to the Wilson prime problem in Section 2.2.1.

```
Algorithm 1 Naïve Algorithm for calculating \(C_{p}\)
Input: \(V, p^{\lambda}, A_{1}, \cdots, A_{p-1}\)
Output: \(C_{p}\)
    \(X \leftarrow V \bmod p^{\lambda}\)
    for \(k=0\) to \(p-1\) do
        \(X \leftarrow A_{k} X\)
        \(X \leftarrow X \bmod p^{\lambda}\)
    end for
    return \(X\)
```

We define $\tau$ as the maximum of $\beta\left(A_{1}\right), \ldots, \beta\left(A_{N}\right)$. From this point onwards in the thesis, we shall assume that $\tau=O(\log N)$. Similarly, we define $\sigma$ as the maximum of $\beta\left(m_{1}\right), \ldots, \beta\left(m_{N}\right)$. It follows that $\sigma=O(\log N)$. The examples in Section 2.2 all satisfy these assumptions.

We now remind the reader of the Prime Number Theorem and one of its corollaries. This corollary will be used to simplify some of the bounds obtained.

Theorem 3.3.1 (Prime Number Theorem). Suppose that $\pi(x)$ counts the number of primes $p \leq x$. Then

$$
\pi(x) \sim x / \log x
$$

where $f \sim g$ if $\lim _{x \rightarrow \infty} f(x) / g(x)=1$.

Proof. A short exposition of the proof can be found in [New1980] and [Zag1997].
Corollary 3.3.2. It follows that $\pi(x)=O(x / \log x)$.
Now we bound the running time of calculating each $C_{p}$ naïvely using Algorithm 1.

Theorem 3.3.3. The running time of computing $C_{p}$ for each prime $p$ up to some $N$ using Algorithm 1 is $O\left(N^{2+\varepsilon}\right)$ where $\varepsilon \rightarrow 0$ as $N \rightarrow \infty$.

Proof. First we calculate the time complexity of the multiplication in Line 3. We note that $X$ has been reduced modulo $p^{\lambda}$ so

$$
\beta(X)=O\left(\beta\left(p^{\lambda}\right)\right)=O(\log N) .
$$

Also, we recall that $\beta\left(A_{k}\right)=O(\log N)$. Thus the time complexity of computing $A_{k} X$ is $O(\mathrm{M}(\log N))$.

Now we calculate the time complexity of the modular arithmetic in Line 4. We note that

$$
\begin{aligned}
\beta\left(A_{k} X\right) & \leq \beta\left(A_{k}\right)+\beta(X) \\
& \leq \tau+\lg d+\sigma
\end{aligned}
$$

where the second inequality follows from Theorem 3.2.3. It follows that

$$
\beta\left(A_{k} X\right), \beta\left(p^{\lambda}\right) \leq \tau+\lg d+\sigma .
$$

Thus the time complexity of the modular arithmetic is

$$
O(\mathrm{M}(\tau+\lg d+\sigma))=O(\mathrm{M}(\log N))
$$

since $\beta\left(p^{\lambda}\right) \leq \sigma$. Hence the total time to complete each iteration of the loop is $O(\mathrm{M}(\log N))$ and there are $p=O(N)$ iterations so each $C_{p}$ takes $O(N \mathrm{M}(\log N))$ time.

Furthermore, the time complexity of calculating $C_{p}$ for all prime $p$ up to some $N$ using the naive algorithm above is $O(N \pi(N) \mathrm{M}(\log N))=O\left(N^{2+\varepsilon}\right)$ using Corollary 3.3.2.

The time complexity of calculating each $C_{p}$ is $O\left(N^{1+\varepsilon}\right)$. Thus the time complexity of this algorithm is exponential in $\log N$. Therefore this algorithm is too slow for large $N$ to be useful for practical purposes. Hence we need a more efficient algorithm which will be introduced in Section 4.5.

### 3.4 Naive complexity of calculating Wilson primes

We now give an example to illustrate the time complexity of using the naive algorithm to compute the set of Wilson primes less than $N$ as in Example 2.2.1. We note that this algorithm does not use the fastest subroutine for calculating $n$ ! but it is one of the simplest; other methods involving calculating the prime factors such as in [Bor1985] are superior. We recall that $d:=1, A_{n}:=n, V:=1$, and $\lambda:=2$. We note that $\beta\left(A_{p}\right)=\lg p, \beta(V)=1$, and that $\beta\left(m_{p}\right)=2 \lg p$.

First we calculate the time complexity of the multiplication. We note that $\beta(k) \leq \lg p$ and that $\beta\left((k-1)!\bmod p^{2}\right) \leq 2 \lg p$. Hence the time complexity of calculating $k\left((k-1)!\bmod p^{2}\right)$ is $O(\mathrm{M}(2 \lg p))=O(\mathrm{M}(\log N))$.

Next, we calculate the time complexity of the modular arithmetic. From the analysis of the time complexity of the multiplication, we see that

$$
\begin{aligned}
\beta\left(k\left((k-1)!\bmod p^{2}\right)\right) & \leq \beta(k)+\beta\left((k-1)!\bmod p^{2}\right) \\
& \leq 3 \lg p .
\end{aligned}
$$

We note that $\beta\left(p^{2}\right) \leq 3 \lg p$ so $3 \lg p$ is an upper bound for $\beta\left(p^{2}\right), \beta(k(k-1)!\bmod p)$. Hence the time complexity of the modular arithmetic is

$$
O(\mathrm{M}(3 \lg p))=O(\mathrm{M}(\log N)))
$$

Thus the time complexity of each iteration of the loop is $O(\mathrm{M}(\log N))$. There are $p$ loops and $p \leq N$ so the time complexity of $p$ loop iterations is $O(N \mathrm{M}(\log N))$. Hence the time complexity of the entire loop is $O(N \mathrm{M}(\log N))$. Thus the time required to calculate $C_{p}$ is $O(N \mathrm{M}(\log N))$. Therefore the time complexity of calculating $C_{p}$ for all primes $p$ less than $N$ is

$$
O(N \pi(N) \mathrm{M}(\log N))=O\left(N^{2+\varepsilon}\right)
$$

as claimed.

## Chapter 4

## Accumulating remainder tree

We recall from Section 2.1 that $C_{n}:=A_{n-1} A_{n-2} \cdots A_{1} A_{0} V \bmod m_{n}$ where each $A_{k}$ is a $d \times d$ matrix with positive integer entries and each $m_{k}=k^{\lambda}$ if $k$ is prime and 1 otherwise.

Throughout this section, we assume that $N$ is a power of 2 . In order to calculate $C_{n}$ for all $n$ up to $N$ we introduce the product tree, remainder tree and accumulating remainder tree algorithms. We analyse the complexity of the accumulating remainder tree algorithm and compare the running time with the running time of the naive algorithm (Algorithm 1).

### 4.1 Product tree algorithm

The product tree takes as inputs two positive integers $a$ and $b$ such that $b-a=2^{h}$ and a sequence of matrices $X_{a}, X_{a+1}, \ldots, X_{b-1}$.

Throughout this chapter, $X_{a, b}$ is defined as $X_{b-1} X_{b-2} \cdots X_{a}$.
This algorithm recursively calculates $X_{a, b}$ by 'halving the interval'. If $b=a+1$, then $X_{a, b}=X_{a}$. Otherwise, we let $c:=\lfloor(a+b) / 2\rfloor$ and calculate $X_{a, b}$ recursively using the relationship that $X_{a, b}=X_{c, b} X_{a, c}$. The outputs are all such $X_{a^{\prime}, b^{\prime}}$ which were calculated in the product tree.

We now give a simple example of the product tree algorithm. Suppose we would like to compute 7! using the product tree algorithm. Let $X_{n}:=n$ for $n=$ $1, \ldots, 7$. Thus $a:=1$. We need $b-a$ to be a power of 2 so we round up to the nearest power of 2 and let $b:=9$. Thus we define $X_{8}:=1$. This is similar to
the technique of zeropadding. For further details about zeropadding, we refer the reader to [Ber2008]. Then

$$
\begin{aligned}
X_{1,9} & =X_{5,9} X_{1,5} \\
& =X_{7,9} X_{5,7} X_{3,5} X_{1,3} \\
& =X_{8,9} X_{7,8} X_{6,7} X_{5,6} X_{4,5} X_{3,4} X_{2,3} X_{1,2} \\
& =1 \cdot 7 \cdot 6 \cdot 5 \cdot 4 \cdot 3 \cdot 2 \cdot 1 \\
& =5040 .
\end{aligned}
$$

This can be represented using a graph:


### 4.2 Complexity of the product tree algorithm

In this section we give general bounds for the time and space complexity of the product tree algorithm and then give specific bounds for the case where $X_{n}=A_{n}$ and $X_{n}=m_{n}$ where $A_{n}$ and $m_{n}$ are defined as in Section 2.1.

Theorem 4.2.1. Suppose that $X_{0}, \ldots, X_{N-1}$ are $d \times d$ matrices with integer entries such that $\beta\left(X_{n}\right) \leq B_{n}$ for all $n$. Then the time complexity of computing the product tree for $X_{0}, X_{1}, \ldots, X_{N-1}$ is

$$
O\left(\mathrm{M}\left(\sum_{n=0}^{N-1} B_{n}\right) \log N\right) .
$$

Proof. We remind the reader that $N=2^{h}$ for some non-negative integer $h$. First we consider the time required to compute the first level. To compute $X_{0,2^{h}}$, we first
compute $X_{0,2^{h-1}}$ and $X_{2^{h-1}, 2^{h}}$ and then multiply these to calculate $X_{0,2^{h}}$. We apply this recursively until we must calculate the pairs

$$
X_{0} X_{1}, X_{2} X_{3}, \ldots, X_{2^{h}-2} X_{2^{h}-1}
$$

Now we consider the time complexity of calculating the $j$-th level. Define $w:=$ $2^{h-j}$. This involves calculating

$$
X_{0, w} \cdot X_{w, 2 w}, X_{2 w, 3 w} \cdot X_{3 w, 4 w}, \ldots, X_{\left(2^{j+1}-2\right) w,\left(2^{j+1}-1\right) w} \cdot X_{\left(2^{j+1}-1\right) w, 2^{j+1} w} .
$$

We bound the time complexity of calculating the product of $X_{0, w}$ and $X_{w, 2 w}$. First, we note that

$$
\begin{aligned}
\beta\left(X_{0, w}\right) & \leq \sum_{n=0}^{w-1} \beta\left(X_{n}\right) \\
& \leq \sum_{n=0}^{w-1} B_{n}
\end{aligned}
$$

using the fact that $\beta$ is sublogarithmic and the assumption that $\beta\left(X_{n}\right) \leq B_{n}$ for all n. Similarly,

$$
\beta\left(X_{w, 2 w}\right) \leq \sum_{n=w}^{2 w-1} B_{n}
$$

so the product of $X_{0, w}$ and $X_{w, 2 w}$ can be computed in

$$
\begin{aligned}
& O\left(\mathrm{M}\left(\max \left(\sum_{n=0}^{w-1} B_{n}, \sum_{n=w}^{2 w-1} B_{n}\right)\right)\right) \\
& =O\left(\mathrm{M}\left(\sum_{n=0}^{2 w-1} B_{n}\right)\right)
\end{aligned}
$$

time using Theorem 3.2.1. Similar bounds can be found for the $2^{j}$ pairs of subproducts so the total time complexity of computing the $j$-th level is

$$
\begin{aligned}
\sum_{k=0}^{2^{j}-1} O\left(\mathrm{M}\left(\sum_{n=2 k w}^{2(k+1) w-1} B_{n}\right)\right) & =O\left(\mathrm{M}\left(\sum_{k=0}^{2^{j}-1} \sum_{n=2 k w}^{2(k+1) w-1} B_{n}\right)\right) \\
& =O\left(\mathrm{M}\left(\sum_{n=0}^{2^{h}-1} B_{n}\right)\right)
\end{aligned}
$$

where the first equality holds due to the superlinearity of M . Note that this bound is independent of $j$ and there are $h$ levels so the the total time complexity is

$$
O\left(h \mathrm{M}\left(\sum_{n=0}^{2^{h}-1} B_{n}\right)\right)=O\left(\mathrm{M}\left(\sum_{n=0}^{N-1} B_{n}\right) \log N\right)
$$

as claimed.

Remark 4.2.2. We remark that Theorem 4.2.1 and its proof is a generalisation of [Bor1985, Prop. 1] and its proof from integers to arbitrarily sized matrices with integer entries.

Corollary 4.2.3. The time required to compute $X_{0} \cdots X_{N-1}$ is

$$
O\left(\mathrm{M}\left(\sum_{n=0}^{N-1} B_{n}\right) \log N\right)
$$

since calculating $X_{0} \cdots X_{N-1}$ requires every level of the product tree.
Theorem 4.2.4. Suppose that $X_{0}, \ldots, X_{N-1}$ are $d \times d$ matrices with integer entries such that $\beta\left(X_{n}\right) \leq B_{n}$ for all $n$. Then the space complexity of computing the product tree for $X_{0}, X_{1}, \ldots, X_{N-1}$ is

$$
O\left(\left(\sum_{n=0}^{N-1} B_{n}\right) \log N\right)
$$

Proof. We use the same method of proof as in the proof of Theorem 4.2.1. We consider the space complexity of calculating the $j$-th level. Define $w:=2^{h-j}$. This
involves calculating

$$
X_{0, w} \cdot X_{w, 2 w}, X_{2 w, 3 w} \cdot X_{3 w, 4 w}, \ldots, X_{\left(2^{j+1}-2\right) w,\left(2^{j+1}-1\right) w} \cdot X_{\left(2^{j+1}-1\right) w, 2^{j+1} w} .
$$

We bound the space required to calculate the product of $X_{0, w}$ and $X_{w, 2 w}$. We note that

$$
\beta\left(X_{0, w}\right) \leq \sum_{n=0}^{w-1} B_{n}, \beta\left(X_{w, 2 w}\right) \leq \sum_{n=w}^{2 w-1} B_{n}
$$

from the proof of Theorem 4.2.1. Hence the space required to compute the product of $X_{0, w}$ and $X_{w, 2 w}$ is

$$
\begin{aligned}
O\left(\max \left(\beta\left(X_{0, w}\right), \beta\left(X_{w, 2 w}\right)\right)\right) & =O\left(\max \left(\sum_{n=0}^{w-1} B_{n}, \sum_{n=w}^{2 w-1} B_{n}\right)\right) \\
& =O\left(\sum_{n=0}^{2 w-1} B_{n}\right) .
\end{aligned}
$$

Similar bounds can be found for the $2^{j}$ pairs of subproducts so the total space complexity of computing the $j$-th level is

$$
\begin{aligned}
\sum_{k=0}^{2^{j}-1} O\left(\sum_{n=2 k w}^{2(k+1) w-1} B_{n}\right) & =O\left(\sum_{k=0}^{2^{j}-1} \sum_{n=2 k w}^{2(k+1) w-1} B_{n}\right) \\
& =O\left(\sum_{n=0}^{2^{h}-1} B_{n}\right) .
\end{aligned}
$$

This bound is independent of $j$ so the total space required is

$$
O\left(h \sum_{n=0}^{2^{h}-1} B_{n}\right)=O\left(\left(\sum_{n=0}^{N-1} B_{n}\right) \log N\right)
$$

as claimed.

We can calculate both the time and space complexities of applying the algorithm in Section 4.1 to $A_{0}, \ldots, A_{N-1}$ and $m_{0}, \ldots, m_{N-1}$ using Theorems 4.2.1 and 4.2.4 respectively.

We assume that the list of primes less than $N$ have been precomputed; this can be done in $O(N \log N \log \log N)$ time and $O(N)$ memory [Pri1987].

Theorem 4.2.5. The time complexity of using the product tree algorithm in Section 4.1 to compute the product tree of $m_{0}, \ldots, m_{N-1}$ is $O(\mathrm{M}(N) \log N)$.

Proof. We recall that $\beta\left(m_{n}\right)=\lambda \lg (n)$ if $n$ is prime and 1 otherwise. Thus we let $B_{n}:=\lambda \lg (n)$ if $n$ is prime and 1 otherwise. Then the time complexity of computing $m_{1} \cdots m_{N}$ is

$$
O\left(\mathrm{M}\left(\sum_{n=0}^{N-1} B_{n}\right) \log N\right)
$$

using Theorem 4.2.1. This expression simplifies to

$$
\begin{aligned}
O\left(\mathrm{M}\left(\sum_{n=0}^{N-1} B_{n}\right) \log N\right) & =O\left(\mathrm{M}\left(N-\pi(N-1)+\lambda \sum_{p<N} \lg p\right) \log N\right) \\
& =O(\mathrm{M}(N-\pi(N-1)+\lambda \pi(N-1) \lg N) \log N) \\
& =O(\mathrm{M}(N) \log N)
\end{aligned}
$$

where $\pi(N)$ is approximated using Corollary 3.3.2.
Theorem 4.2.6. The space complexity of using the product tree algorithm in Section 4.1 to compute the product tree of $m_{0}, \ldots, m_{N-1}$ is $O(N \log N)$. Proof. The space complexity is $O\left(\left(\sum_{n=0}^{N-1} B_{n}\right) \log N\right)$ using Theorem 4.2.4. In a similar vein to the proof of Theorem 4.2.5, we define $B_{n}$ as $\lambda \lg (n)$ if $n$ is prime and 1 otherwise. We have shown that $\sum_{n=0}^{N-1} B_{n}=O(N)$ in the proof of Theorem 4.2.5 so it follows that the space required is $O(N \log N)$ as claimed.

Theorem 4.2.7. The time complexity of computing the product tree of objects $A_{0}, \ldots, A_{N-1}$ using the algorithm in Section 4.1 is $O(\mathrm{M}(\tau N) \log N)$.

Proof. We remind the reader that $N$ is a power of 2 . We recall that $\beta\left(A_{n}\right) \leq \tau$ for all $n \leq N$. We define $B_{n}:=\tau$ for all $n$. Thus the running time of computing
the product tree is $O\left(\mathrm{M}\left(\sum_{n=0}^{N-1} B_{n}\right) \log N\right)$ using Theorem 4.2.1. The complexity simplifies to $O(\mathrm{M}(\tau N) \log N)$.

Remark 4.2.8. We note that the time complexity of computing the product tree of $m_{0}, \ldots, m_{N-1}$ is smaller than the time complexity of computing the product tree of $A_{0}, \ldots A_{N-1}$ by a factor of $\log N$ as $\tau=O(\log N)$ by assumption. This is due to the fact that $B_{n}=\lambda \lg n$ if $n$ is prime and 1 otherwise for the $m_{n}$ case and $B_{n}=\tau$ for all $n$ in the $A_{n}$ case. Since primes are sparse in large intervals, $B_{n}$ is 1 for almost all $n$ in the moduli case if $N$ is large. However $B_{n}=\tau$ is a tight bound for the $A_{n}$ case.

Theorem 4.2.9. The space complexity of using Algorithm 4.1 to compute the product tree of $A_{0}, \ldots, A_{N-1}$ is $O(\tau N \log N)$.

Proof. The proof uses the same method of proof as Theorem 4.2.6. Define $B_{n}$ as $\tau$ for all $n$. Then the space complexity is

$$
O\left(\left(\sum_{n=0}^{N-1} B_{n}\right) \log N\right)=O(\tau N \log N)
$$

as claimed.

### 4.3 Remainder tree algorithm

The remainder tree algorithm takes as inputs two positive integers $a$ and $b$ where $b-a=2^{h}$, a sequence of positive integers $n_{a}, n_{a+1}, \ldots, n_{b-1}$ and a vector $U$ of length $d$ with integer entries. The output is the sequence of vectors $U \bmod n_{a}, U \bmod$ $n_{a+1}, \ldots, U \bmod n_{b-1}$.

In order to calculate $U \bmod n_{a}, U \bmod n_{a+1}, \ldots, U \bmod n_{b-1}$, we define the remainder tree recursively. First we compute the product tree for $n_{a}, \ldots, n_{b-1}$. We
define $U_{a, b}:=U \bmod n_{a, b}$. If $b \neq a+1$, then let $c:=\lfloor(a+b) / 2\rfloor$. Then we define $U_{a, c}:=U_{a, b} \bmod n_{a, c}$ and $U_{c, b}:=U_{a, b} \bmod n_{c, b}$ and calculate recursively (this notation should not be confused with the notation in Section 4.1).

Theorem 4.3.1. Suppose that $n_{a}, \ldots, n_{b-1}, U$ are defined as in Section 4.3. Then $U_{a^{\prime}, b^{\prime}}=U \bmod n_{a^{\prime}, b^{\prime}}$.

Proof. We prove this by induction on the levels of the tree. We remark that the base case is true by the definition of $U_{a, b}$. Suppose the parent $U_{a^{\prime}, b^{\prime}}$ satisfies the inductive hypothesis; that is, $U_{a^{\prime}, b^{\prime}}=U \bmod n_{a^{\prime}, b^{\prime}}$. Let $c:=\left\lfloor\left(a^{\prime}+b^{\prime}\right) / 2\right\rfloor$. We consider its children $U_{a^{\prime}, c^{\prime}}$ and $U_{c^{\prime}, b^{\prime}}$. Now

$$
\begin{aligned}
U_{a^{\prime}, c^{\prime}} & =U_{a^{\prime}, b^{\prime}} \bmod n_{a^{\prime}, c^{\prime}} \\
& =\left(U \bmod n_{a^{\prime}, b^{\prime}}\right) \bmod n_{a^{\prime}, c^{\prime}} \\
& =U \bmod n_{a^{\prime}, c^{\prime}}
\end{aligned}
$$

where the last equality holds since $n_{a^{\prime}, c^{\prime}}$ divides $n_{a^{\prime}, b^{\prime}}$. Similarly, it can be shown that $U_{c^{\prime}, b^{\prime}}=U \bmod n_{c^{\prime}, b^{\prime}}$. Hence the formula holds for the children if it holds for the parent. This completes the proof.

Corollary 4.3.2. Suppose that $n_{a}, \ldots, n_{b-1}, U$ are defined as in Section 4.3. Then $U_{k, k+1}=U \bmod n_{k}$.

Proof. This follows from Theorem 4.3.1.

We note that throughout this thesis, we shall not actually use the remainder tree algorithm; it is included for completeness and to motivate the accumulating remainder tree algorithm.

Suppose we want to calculate the sequence of integers 10 ! modulo $11,13,17$, $19,23,29,31$ and 37 . Then we let $U:=10!, n_{1}:=11, n_{2}:=13, n_{3}:=17, n_{4}:=19$, $n_{5}:=23, n_{6}:=29, n_{7}:=31$, and $n_{8}:=37$.

The first step is to compute a product tree for the moduli.

$$
\begin{aligned}
n_{1,9} & =n_{5,9} \cdot n_{1,5} \\
& =n_{7,9} \cdot n_{5,7} \cdot n_{3,5} \cdot n_{1,3} \\
& =n_{8,9} \cdot n_{7,8} \cdot n_{6,7} \cdot n_{5,6} \cdot n_{4,5} \cdot n_{3,4} \cdot n_{2,3} \cdot n_{1,2} \\
& =37 \cdot 31 \cdot 29 \cdot 23 \cdot 19 \cdot 17 \cdot 13 \cdot 11 \\
& =35336848261 .
\end{aligned}
$$

This can be represented using a graph:


Now we compute the remainder tree itself.
The base case is

$$
\begin{aligned}
U_{1,5} & =U \bmod n_{1,5} \\
& =10!\bmod 46189 \\
& =26058 .
\end{aligned}
$$

Thus

$$
\begin{aligned}
U_{1,3} & =U_{1,5} \bmod n_{1,3} \\
& =26058 \bmod 143 \\
& =32
\end{aligned}
$$

and we continue recursively.
This can be represented using a graph:


Hence 10 ! is $10 \bmod 11,6 \bmod 13,14 \bmod 17$, and $9 \bmod 19$.

### 4.4 Complexity of the remainder tree algorithm

In this section, we calculate the time and space complexity of computing $U \bmod$ $n_{0}, \ldots, U \bmod n_{N-1}$ using the remainder tree algorithm in Section 4.3.

Theorem 4.4.1. Let $U \in \mathbb{Z}^{d}$ and let $n_{0}, \ldots, n_{N-1}$ be a sequence of positive integers such that $\beta(U) \leq \beta\left(n_{k}\right)$ for all $k$. Let $B_{k}$ be a sequence of real numbers such that $\beta\left(n_{k}\right) \leq B_{k}$ for all $k$. The time complexity of using the remainder tree algorithm in Section 4.3 to compute a remainder tree for $U, n_{0}, \ldots, n_{N-1}$ is

$$
O\left(\mathrm{M}\left(\sum_{k=0}^{N-1} B_{k}\right) \log N\right) .
$$

Proof. We remind the reader that $N=2^{h}$ for a non-negative integer $h$. First we must calculate the product tree of $n_{0}, n_{1}, \ldots, n_{N-1}$. This has running time $\left.O\left(\mathrm{M}\left(\sum_{k=0}^{N-1} B_{k}\right)\right) \log N\right)$ using Theorem 4.2.1.

We recall that $U_{a, b}=U \bmod n_{a, b}=U \bmod n_{a} \cdots n_{b-1}$.
Calculating $U_{0,2^{h}}=U \bmod n_{0,2^{h}}$ has time complexity

$$
\begin{aligned}
O\left(\mathrm{M}\left(\beta\left(n_{0} \cdots n_{2^{h}-1}\right)\right)\right) & =O\left(\mathrm{M}\left(\sum_{k=0}^{N-1} \beta\left(n_{k}\right)\right)\right) \\
& =O\left(\mathrm{M}\left(\sum_{k=0}^{N-1} B_{k}\right)\right)
\end{aligned}
$$

since $\beta(U) \leq \beta\left(n_{k}\right)$ for all $k$.

Now we calculate the time complexity of calculating the $j$-th level. Let $w:=$ $2^{h-j}$. We know the $2^{j-1}$ parents which are

$$
U_{0,2 w}, U_{2 w, 4 w}, \ldots, U_{\left(2^{j}-2\right) w, 2^{j} w}
$$

Each of those parents has two children in the $j$-th level; the children of

$$
U_{2 i w, 2(i+1) w}
$$

are

$$
\left(U_{2 i w, 2(i+1) w}\right)_{2 i w,(2 i+1) w},\left(U_{2 i w, 2(i+1) w}\right)_{(2 i+1) w, 2(i+1) w} .
$$

We observe that

$$
\beta\left(U \bmod n_{2 i w, 2(i+1) w}\right)
$$

is an upper bound for

$$
\beta\left(n_{2 i) w} \cdots n_{(2 i+1) w-1}\right), \beta\left(n_{(2 i+1) w} \cdots n_{2(i+1) w-1}\right) .
$$

We note that

$$
\beta\left(U \bmod n_{2 i w, 2(i+1) w}\right) \leq \lg d+\sum_{k=2 i w}^{2(i+1) w-1} \beta\left(n_{k}\right)
$$

using Theorem 3.2.3.
Hence the time complexity of computing the children is

$$
O\left(\mathrm{M}\left(\lg d+\sum_{k=2 i w}^{2(i+1) w-1} \beta\left(n_{k}\right)\right)\right)=O\left(\mathrm{M}\left(\sum_{k=2 i w}^{2(i+1) w-1} \beta\left(n_{k}\right)\right)\right) .
$$

Summing over all of the $2^{j-1}$ parents, the total time complexity is

$$
\begin{aligned}
\sum_{i=0}^{2^{j-1}-1} O\left(\mathrm{M}\left(\sum_{k=2(i-1) w}^{2 i w-1} \beta\left(n_{k}\right)\right)\right) & =O\left(\mathrm{M}\left(\sum_{k=0}^{2^{h}-1} \beta\left(n_{k}\right)\right)\right) \\
& =O\left(\mathrm{M}\left(\sum_{k=0}^{2^{h}-1} B_{k}\right)\right) .
\end{aligned}
$$

This bound holds for every level and is independent of $j$ and there are $h$ levels so the total time complexity is

$$
O\left(h \mathrm{M}\left(\sum_{k=0}^{2^{h-1}} B_{k}\right)\right)=O\left(\mathrm{M}\left(\sum_{k=0}^{N-1} B_{k}\right) \log N\right)
$$

as required.

Theorem 4.4.2. The space complexity of using the algorithm in Section 4.3 to compute a remainder tree for $U, n_{0}, \ldots, n_{N-1}$ is

$$
O\left(\left(\sum_{k=0}^{N-1} B_{k}\right) \log N\right) .
$$

Proof. We compute the space required to store the $j$-th level. Let $w:=2^{h-j}$. Then the space required to store the children of the parent $U_{2 i w, 2(i+1) w}$ is

$$
\begin{aligned}
\lg d+\beta\left(n_{2 i w,(2 i+1) w}\right)+\lg d+\beta\left(n_{(2 i+1) w, 2(i+1) w}\right) & \leq 2 \lg d+\sum_{k=2 i w}^{2(i+1) w-1} \beta\left(n_{k}\right) \\
& \leq 2 \lg d+\sum_{k=2 i w}^{2(i+1) w-1} B_{k} .
\end{aligned}
$$

Summing over all $i$ from 0 to $2^{j}-1$, the space is

$$
O\left(2^{j+1} \lg d+\sum_{k=0}^{N-1} B_{k}\right)=O\left(\sum_{k=0}^{N-1} B_{k}\right)
$$

space. There are $\log N$ levels so the total space is

$$
O\left(\left(\sum_{k=0}^{N-1} B_{k}\right) \log N\right)
$$

as claimed.

### 4.5 Accumulating remainder tree algorithm

We now have the tools to introduce the accumulating remainder tree algorithm. In the remainder tree algorithm, we are changing the moduli but are keeping the object we are reducing modulo constant so we calculate $V \bmod m_{a}, V \bmod$ $m_{a+1}, \ldots, V \bmod m_{b-1}$. However, for the examples in Section 2.2, we would like to calculate $A_{n-1} A_{n-2} \cdots A_{1} A_{0} V \bmod m_{n}$ for all $n$ up to $N$. Thus a remainder tree is not applicable.

We define the accumulating remainder tree algorithm recursively. The algorithm take as inputs positive integers $a, b$ such that $b-a=2^{h}$, a sequence of matrices with integer entries $M_{a}, \ldots, M_{b-1}$, a vector $Y$ with integer entries and a sequence of positive integers $n_{a}, \ldots, n_{b-1}$. First, we calculate product trees for $n_{a}, \ldots, n_{b-1}$ and $M_{a}, \ldots, M_{b-1}$. Then we define $D_{a, b}:=Y_{a, b}=Y \bmod n_{a, b}$. If $b \neq a+1$, then we define $c:=\lfloor(a+b) / 2\rfloor$. We define $D_{a, c}:=D_{a, b} \bmod n_{a, c}$ and $D_{c, b}:=M_{a, c} D_{a, b} \bmod n_{c, b}$ and calculate recursively (This notation should not be confused with the notation in Sections 4.1 or 4.3).

Theorem 4.5.1. Suppose that $M_{a}, \ldots, M_{b-1}, Y$ and $n_{a}, \ldots, n_{b-1}$ are defined as in Section 4.5. Then $D_{a^{\prime}, b^{\prime}}=M_{a, a^{\prime}} Y \bmod n_{a^{\prime}, b^{\prime}}$.

Proof. We prove this statement using induction on levels of the tree. For the base case, we note that

$$
\begin{aligned}
M_{a, a} Y \bmod n_{a, b} & =Y \bmod n_{a, b} \\
& =D_{a, b} \bmod n_{a, b}
\end{aligned}
$$

so the base case is true.

Now suppose that the parent $D_{a^{\prime}, b^{\prime}}=M_{a, a^{\prime}} Y \bmod n_{a^{\prime}, b^{\prime}}$. Let $c^{\prime}:=\left\lfloor\left(a^{\prime}+b^{\prime}\right) / 2\right\rfloor$. We show that $D_{a^{\prime}, c^{\prime}}=M_{a, a^{\prime}} Y \bmod n_{a^{\prime}, c^{\prime}}$ and $D_{c^{\prime}, b^{\prime}}=M_{a, c^{\prime}} \bmod n_{c^{\prime}, b^{\prime}}$. We note that

$$
\begin{aligned}
D_{a^{\prime}, c^{\prime}} & =D_{a^{\prime}, b^{\prime}} \bmod n_{a^{\prime}, c^{\prime}} \\
& =\left(M_{a, a^{\prime}} Y \bmod n_{a^{\prime}, b^{\prime}}\right) \bmod n_{a^{\prime}, c^{\prime}} \\
& =M_{a, a^{\prime}} Y \bmod n_{a^{\prime}, c^{\prime}}
\end{aligned}
$$

where the last equality holds as $n_{a^{\prime}, c^{\prime}}$ divides $n_{a^{\prime}, b^{\prime}}$.
Also we observe that

$$
\begin{aligned}
C_{c^{\prime}, b^{\prime}} & =\left(M_{a^{\prime}, c^{\prime}} C_{a^{\prime}, b^{\prime}}\right) \bmod n_{c^{\prime}, b^{\prime}} \\
& =\left(M_{a^{\prime}, c^{\prime}}\left(M_{a, a^{\prime}} Y \bmod n_{a^{\prime}, b^{\prime}}\right)\right) \bmod n_{c^{\prime}, b^{\prime}} \\
& =M_{a^{\prime}, c^{\prime}} \bmod n_{c^{\prime}, b^{\prime}} \cdot\left(M_{a, a^{\prime}} Y \bmod n_{a^{\prime}, b^{\prime}}\right) \bmod n_{c^{\prime}, b^{\prime}} \\
& =\left(M_{a^{\prime}, c^{\prime}} \bmod n_{c^{\prime}, b^{\prime}}\right)\left(M_{a, a^{\prime}} Y \bmod n_{c^{\prime}, b^{\prime}}\right) \\
& =M_{a, c^{\prime}} Y \bmod n_{c^{\prime}, b^{\prime}}
\end{aligned}
$$

as required. We note that the second-last equality holds as $n_{c^{\prime}, b^{\prime}}$ divides $n_{a^{\prime}, b^{\prime}}$. This completes the proof so $C_{a^{\prime}, b^{\prime}}=M_{a, a^{\prime}} Y \bmod n_{a^{\prime}, b^{\prime}}$.

Corollary 4.5.2. Suppose that $A_{0}, \ldots, A_{N-1}, V$ and $m_{0}, \ldots, m_{N-1}$ are defined as in Section 2.1. Let $M_{k}=A_{k}, n_{k}=m_{k}$ and $D_{k}=C_{k}$ for all $k$ and let $Y=V$. Then $D_{k, k+1}=C_{k}$.

Proof. From Theorem 4.5.1, it follows that

$$
\begin{aligned}
D_{k, k+1} & =M_{0, k} Y \bmod m_{k, k+1} \\
& \equiv A_{0, k} V \bmod m_{k, k+1} \\
& =A_{k-1} \cdots A_{0} V \bmod m_{k}
\end{aligned}
$$

as required.

Remark 4.5.3. We note that the product tree, remainder tree and accumulating remainder tree algorithms are only defined when $b-a$ is a power of 2 . They can actually be defined more generally but analysing the time and space complexity of the algorithms is more involved.

We give an example of the accumulating remainder tree algorithm. Suppose we would like to verify Wilson's theorem up to 7 as in Section 2.2.1.

We define $M_{k}=A_{k}:=k$ for $k=1, \ldots, 7$ and 1 for $n=8, Y=V:=1$ and $n_{k}=m_{k}:=k$ if $k$ is prime and 1 otherwise. The first step is to compute the product trees of $m_{1}, \ldots, m_{9}$ and $A_{1}, \ldots, A_{9}$.

We note that

$$
\begin{aligned}
m_{1,9}=m_{5,9} m_{1,5} & \\
& =m_{5,7} m_{7,9} m_{3,5} m_{1,3} \\
& =m_{8,9} m_{7,8} m_{6,7} m_{5,6} m_{4,5} m_{3,4} m_{2,3} m_{1,2} \\
& =1 \cdot 7 \cdot 1 \cdot 5 \cdot 1 \cdot 3 \cdot 2 \cdot 1 \\
& =210
\end{aligned}
$$

This can be represented using a graph:


Furthermore, we observe that

$$
\begin{aligned}
A_{1,9} & =A_{5,9} A_{1,5} \\
& =A_{7,9} A_{5,7} A_{3,5} A_{1,3} \\
& =A_{8,9} A_{7,8} A_{6,7} A_{5,6} A_{4,5} A_{3,4} A_{2,3} A_{1,2} \\
& =1 \cdot 7 \cdot 6 \cdot 5 \cdot 4 \cdot 3 \cdot 2 \cdot 1 \\
& =5040 .
\end{aligned}
$$

This can be represented using a graph:


The second step is to compute the accumulating remainder tree itself.
The base case is

$$
\begin{aligned}
C_{1,9} & =V \bmod m_{1,9} \\
& =1 \bmod 210 \\
& =1 .
\end{aligned}
$$

Recursively,

$$
\begin{aligned}
C_{1,5} & =C_{1,9} \bmod m_{1,5} \\
& =1 \bmod 6 \\
& =1 .
\end{aligned}
$$

$$
\begin{aligned}
C_{5,9} & =A_{1,5} C_{1,9} \bmod m_{5,9} \\
& =24 \cdot 1 \bmod 35 \\
& =24
\end{aligned}
$$

and we continue recursively.
This can be represented using a graph:


Thus

$$
(p-1)!\bmod p=C_{p}=C_{p, p+1}=p-1
$$

for every prime between 1 and 9 as required by Wilson's Theorem.

### 4.6 Complexity analysis of the accumulating remainder tree

 algorithmIn this section, we bound the space and time complexity of the accumulating remainder tree algorithm in Section 4.5. Throughout this section, we will assume that $a:=0, b:=N, M_{k}=A_{k}, n_{k}=m_{k}$ and $Y=V$ where $N, M_{k}, n_{k}$ and $V$ are defined as Section 2.1.

Theorem 4.6.1. Suppose $A_{0}, \ldots, A_{N-1}, \tau$ and $m_{0}, \ldots, m_{N-1}$ are defined as in Sections 2.1 and 3.3. The time complexity of using the accumulating remainder tree algorithm in Section 4.5 to compute $C_{0}, \ldots, C_{N-1}$ is

$$
O(\mathrm{M}(\tau N) \log N)
$$

Proof. Let $M_{k}=A_{k}, n_{k}=m_{k}$ and $D_{k}=C_{k}$ for all $k$ and let $Y=V$. The first step is to compute product trees for $m_{n}$ and $A_{n}$ which have running times of $O(\mathrm{M}(N) \log N)$ and $O(\mathrm{M}(\tau N) \log N)$ respectively using Theorems 4.2.5 and 4.2.7. It follows that the time complexity of computing both trees is $O(\mathrm{M}(\tau N) \log N)$ since $\tau=O(\log N)$ by assumption. We calculate the time required to compute each level.

The first level requires calculating $V \bmod m_{0,2^{h}}$ which has time complexity

$$
O\left(\mathrm{M}\left(\max \left(\beta(V), \beta\left(m_{0,2^{h}}\right)\right)\right)\right)=O\left(\mathrm{M}\left(2^{h}\right)\right)
$$

since $\beta(V) \leq \beta\left(m_{0,2^{h}}\right)$ which is $O\left(2^{h}\right)$.
We now bound the time required to compute the $j$-th level for $j>1$. We define $w:=2^{h-j}$. The parents in the $(j-1)$-th level are of the form

$$
C_{0,2 w}, \ldots, C_{\left(2^{j-1}-2\right) w, 2^{j-1} w} .
$$

Let $i=0, \ldots, 2^{j-1}-1$. We calculate the time taken to compute the children from the parent $C_{2 i w, 2(i+1) w}$.

The left child is

$$
C_{2 i w,(2 i+1) w}=C_{2 i w, 2(i+1) w} \bmod m_{2 i w,(2 i+1) w}
$$

so we are only required to use modular arithmetic. We remark that $C_{2 i w, 2(i+1) w}$ is a vector which has been reduced modulo $m_{2 i w, 2(i+1) w}$ so

$$
\beta\left(C_{2 i w, 2(i+1) w}\right) \leq \lg d+\beta\left(m_{2 i w, 2(i+1) w}\right)
$$

using Proposition 3.2.3. We also observe that

$$
\beta\left(m_{2 i w,(2 i+1) w}\right) \leq \lg d+\beta\left(m_{2 i w, 2(i+1) w}\right) .
$$

Hence the time complexity of this modular arithmetic is

$$
\begin{aligned}
O\left(\mathrm{M}\left(\max \left(\beta\left(C_{2 i w, 2(i+1) w}\right), \beta\left(m_{2 i w,(2 i+1) w}\right)\right)\right)\right) & =O\left(\mathrm{M}\left(\lg d+\beta\left(m_{2 i w, 2(i+1) w}\right)\right)\right) \\
& =O\left(\mathrm{M}\left(\beta\left(m_{2 i w, 2(i+1) w}\right)\right)\right) \\
& =O(\mathrm{M}(2(i+1) w-2 i w)) \\
& =O(\mathrm{M}(2 w)) .
\end{aligned}
$$

Now we bound the time complexity of computing the right child

$$
C_{(2 i+1) w, 2(i+1) w}=\left(A_{2 i w,(2 i+1) w} C_{2 i w, 2(i+1) w}\right) \bmod m_{(2 i+1) w, 2(i+1) w} \text {. }
$$

We first bound the time complexity of the multiplication. We remark that $\beta\left(A_{2 i w,(2 i+1) w}\right) \leq \tau w$ and $\beta\left(C_{2 i w, 2(i+1) w}\right) \leq \lg d+\beta\left(m_{2 i w, 2(i+1) w}\right)$. Hence the time complexity is

$$
\begin{aligned}
O\left(\mathrm{M}\left(\max \left(\tau w, \lg d+\beta\left(m_{2 i w, 2(i+1) w}\right)\right)\right)\right) & =O\left(\mathrm{M}\left(\max \left(\tau w, \beta\left(m_{2 i w, 2(i+1) w}\right)\right)\right)\right) \\
& =O(\mathrm{M}(\max (\tau w, 2 w))) \\
& =O(\mathrm{M}(\tau w)) .
\end{aligned}
$$

using the fact that $\tau=O(\log N)$ by assumption.
Now we bound the time complexity of the modular arithmetic for the right child. This involves reducing $A_{2 i w,(2 i+1) w} C_{2 i w, 2(i+1) w}$ modulo $m_{(2 i+1) w, 2(i+1) w}$. We note that

$$
\begin{aligned}
\beta\left(A_{2 i w,(2 i+1) w} C_{2 i w, 2(i+1) w}\right) & \leq \beta\left(A_{2 i w,(2 i+1) w}\right)+\beta\left(C_{2 i w, 2(i+1) w}\right) \\
& \leq \tau w+\lg d+\beta\left(m_{2 i w, 2(i+1) w}\right)
\end{aligned}
$$

from the proof of the bound of the time complexity. We observe that

$$
\beta\left(m_{(2 i+1) w, 2(i+1) w}\right) \leq \tau w+\lg d+\beta\left(m_{2 i w, 2(i+1) w}\right) .
$$

Hence the time complexity of the modular arithmetic is

$$
\begin{aligned}
O\left(\mathrm{M}\left(\tau w+\lg d+\beta\left(m_{2 i w, 2(i+1) w}\right)\right)\right) & =O(\mathrm{M}(\tau w+\lg d+2 w)) \\
& =O(\mathrm{M}(\tau w))
\end{aligned}
$$

The total time complexity of the multiplication for computing these two children is $O(\mathrm{M}(\tau w))$. The total time complexity of the modular arithmetic for these two children is $O(\mathrm{M}(2 w))+O(\mathrm{M}(\tau w))=O(\mathrm{M}(\tau w))$ since $\tau=O(\log N)$ by assumption. Thus the total running time of computing the two children is $O(\mathrm{M}(\tau w))$. This bound is independent of $i$. Hence the total time complexity of computing the $j$-th level is

$$
2^{j-1} O(\mathrm{M}(\tau w))=O\left(\mathrm{M}\left(\tau 2^{h}\right)\right)
$$

using the superlinearity of M .
There are $h$ levels so the time complexity of computing the accumulating remainder tree is

$$
h O\left(\mathrm{M}\left(\tau 2^{h}\right)\right)=O(\mathrm{M}(\tau N) \log N) .
$$

Thus the total complexity of the algorithm is

$$
O(\mathrm{M}(\tau N) \log N)+O(\mathrm{M}(\tau N) \log N)=O(\mathrm{M}(\tau N) \log N)
$$

as claimed.

Theorem 4.6.2. The space complexity of the accumulating remainder tree algorithm in Section 4.5 is $O(\tau N \log N)$.

Proof. Let $M_{k}=A_{k}, n_{k}=m_{k}$ and $D_{k}=C_{k}$ for all $k$ and let $Y=V$. The first step is to compute the product trees for $m_{n}$ and $A_{n}$. The space complexity of the product trees for $m_{n}$ and $A_{n}$ is $O(N \log N)$ and $O(\tau N \log N)$ respectively. It
follows that the total space complexity of storing both trees is $O(\tau N \log N)$ since $\tau=O(\log N)$ by assumption.

The first level requires calculating $V \bmod m_{0,2^{h}}$. The space complexity of calculating $V \bmod m_{0,2^{h}}$ is

$$
O\left(\max \left(\beta(V), \beta\left(m_{0,2^{h}}\right)\right)\right)=O\left(2^{h}\right)
$$

since $\beta(V) \leq \beta\left(m_{0,2^{h}}\right)$ which is $O\left(2^{h}\right)$.
We now bound the space required to compute the $j$-th level for $j>1$. We define $w:=2^{h-j}$. The parents in the $(j-1)$-th level are of the form

$$
C_{0,2 w}, \ldots, C_{\left(2^{j-1}-2\right) w, 2^{j-1} w} .
$$

Let $i=0, \ldots, 2^{j-1}-1$. We calculate the memory required to compute the children from the parent $C_{2 i w, 2(i+1) w}$.

The left child is

$$
C_{2 i w,(2 i+1) w}=C_{2 i w, 2(i+1) w} \bmod m_{2 i w,(2 i+1) w}
$$

so we are only required to use modular arithmetic. We remark that $C_{2 i w, 2(i+1) w}$ is a vector which has been reduced modulo $m_{2 i w, 2(i+1) w}$ so

$$
\beta\left(C_{2 i w, 2(i+1) w}\right) \leq \lg d+\beta\left(m_{2 i w, 2(i+1) w}\right)
$$

using Proposition 3.2.3. We also observe that

$$
\beta\left(m_{2 i w,(2 i+1) w}\right) \leq \lg d+\beta\left(m_{2 i w, 2(i+1) w}\right) .
$$

Hence the space complexity of this modular arithmetic is

$$
\begin{aligned}
O\left(\max \left(\beta\left(C_{2 i w, 2(i+1) w}\right), \beta\left(m_{2 i w,(2 i+1) w}\right)\right)\right) & =O\left(\left(\lg d+\beta\left(m_{2 i w, 2(i+1) w}\right)\right)\right. \\
& =O\left(\beta\left(m_{2 i w, 2(i+1) w}\right)\right) \\
& =O(2(i+1) w-2 i w) \\
& =O(2 w)
\end{aligned}
$$

Now we bound the space complexity of computing the right child

$$
C_{(2 i+1) w, 2(i+1) w}=\left(A_{2 i w,(2 i+1) w} C_{2 i w, 2(i+1) w}\right) \bmod m_{(2 i+1) w, 2(i+1) w}
$$

We first bound the memory required for the multiplication. We remark that $\beta\left(A_{2 i w,(2 i+1) w}\right) \leq \tau w$ and $\beta\left(C_{2 i w, 2(i+1) w}\right) \leq \lg d+\beta\left(m_{2 i w, 2(i+1) w}\right)$. Hence the space complexity is

$$
\begin{aligned}
O\left(\max \left(\beta\left(A_{2 i w,(2 i+1) w}\right), \beta\left(C_{2 i w, 2(i+1) w}\right)\right)\right) & =O\left(\max \left(\tau w, \lg d+\beta\left(m_{2 i w, 2(i+1) w}\right)\right)\right. \\
& =O(\max (\tau w, 2 w)) \\
& =O(\tau w)
\end{aligned}
$$

using the fact that $\tau=O(\log N)$ by assumption.
Now we bound the space complexity of the modular arithmetic for the right child. This involves reducing $A_{2 i w,(2 i+1) w} C_{2 i w, 2(i+1) w}$ modulo $m_{(2 i+1) w, 2(i+1) w}$. We note that

$$
\begin{aligned}
\beta\left(A_{2 i w,(2 i+1) w} C_{2 i w, 2(i+1) w}\right) & \leq \beta\left(A_{2 i w,(2 i+1) w}\right)+\beta\left(C_{2 i w, 2(i+1) w}\right) \\
& \leq \tau w+\lg d+\beta\left(m_{2 i w, 2(i+1) w}\right)
\end{aligned}
$$

from the bounding of the space complexity. We observe that

$$
\beta\left(m_{(2 i+1) w, 2(i+1) w}\right) \leq \tau w+\lg d+\beta\left(m_{2 i w, 2(i+1) w}\right) .
$$

Hence the memory required for the modular arithmetic is

$$
\begin{aligned}
O\left(\tau w+\lg d+\beta\left(m_{2 i w, 2(i+1) w}\right)\right) & =O(\tau w+\lg d+2 w) \\
& =O(\tau w)
\end{aligned}
$$

The total space used for the multiplication for computing these two children is $O(\tau w)$. The total space complexity of the modular arithmetic for these two children is $O(2 w)+O(\tau w)=O(\tau w)$ since $\tau=O(\log N)$ by assumption. Thus the total memory required to compute the two children is $O(\tau w)$. This bound is independent of $i$. Hence the total space complexity of computing the $j$-th level is

$$
2^{j-1} O(\tau w)=O\left(\tau 2^{h}\right) .
$$

There are $h$ levels so the space complexity of computing the accumulating remainder tree is

$$
h O\left(\tau 2^{h}\right)=O(\tau N \log N)
$$

Thus the total space complexity of the algorithm is

$$
O(\tau N \log N)+O(\tau N \log N)=O(\tau N \log N)
$$

as claimed.

Corollary 4.6.3. Kurepa's conjecture can be verified for every prime up to $N$ in $O(\mathrm{M}(N \log N) \log N)$ time using $O\left(N \log ^{2} N\right)$ space.

Proof. We let

$$
d:=2, A_{0}:=\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right), A_{n}:=\left(\begin{array}{ll}
n & 0 \\
n & 1
\end{array}\right), V:=\binom{1}{1}, \lambda:=1
$$

for $n \geq 1$. Thus

$$
A_{p-1} A_{p-2} \cdots A_{1} A_{0} V \equiv\binom{(p-1)!}{!p} \bmod p
$$

and from this, we can read off $!p \bmod p$. We note that $\beta\left(A_{n}\right)=O(\log n)$ so $\tau=O(\log N)$. Every $C_{p}$ can be computed for every prime less than $N$ using the accumulating remainder tree algorithm in 4.5 . The time and space complexity of using this algorithm are $O(\mathrm{M}(\tau N) \log N)$ and $O(\tau N \log N)$ using Theorems 4.6.1 and 4.6.2 respectively. This simplifies to $O(\mathrm{M}(N \log N) \log N)$ time using $O\left(N \log ^{2} N\right)$ space since $\tau=O(\log N)$ which completes the proof.

### 4.7 History of the accumulating remainder tree algorithm

The product tree has been invented independently by many authors; most of the early uses of product trees only considered specific applications and not in full generality. Some of these applications include calculating the sum of two non-negative integers [WS1958] and single variable polynomial evaluation [Est1960]. We were unable to obtain a copy of [WS1958]. Kogge and Stone recognised that H.R. Downs, H Lomax and Trout had independently discovered the product tree algorithm in full generality [KS1973]. Further information can be found in [Ber2008].

The remainder tree was first introduced by Moenck and Borodin and defined for elements of a Euclidean Domain [MB1972]. It is then applied to dividing polynomials and applying the Chinese remainder theorem for integers.

The accumulating remainder tree algorithm was first used by Gerbicz in 2011 [Ger] and was first published in 2014 to search for Wilson primes in [CGH2014]. It was subsequently used in [Har2014] to compute the zeta function of a hyperelliptic curve over $\mathbb{F}_{p}$ for all $p<N$ and generalised to all arithmetic schemes in [Har2015]. It was also applied in [HS2014] to compute the Hasse-Witt matrix of an arbitrary hyperelliptic curve for all primes of good reduction up to some upper bound $N$. This algorithm was subsequently improved in [HS2016]. Another use was in [HMS2016] to calculate the local zeta functions of a given curve of genus three. In essence, these applications are all very similar; rather than calculate some $C_{p} \bmod p$ individually
where $C_{p}$ is defined as in Section 2.1, a recurrence relation is sought and all $C_{p}$ are calculated simultaneously to minimise repeating the same calculations while using modular arithmetic to shorten computation times.

Further space and running time optimisations to the accumulating remainder tree are possible. One important optimisation is the accumulating remainder forest technique; the idea can be found in [HS2014] and [HS2016] for example. However this technique is outside the scope of this thesis.

## Chapter 5

## A toy implementation

We produced an implementation to verify Kurepa's conjecture up to some bound $N$. We remark that it was merely a proof of concept implementation and was not designed to improve the bounds that were found in [AT2014]. The implementation was written in Sage [Sag]. Sage uses the GMP library [Gra] for computations with large integers. We measured the time taken to verify Kurepa's conjecture up to $N=10^{4}, 2 \cdot 10^{4}, \ldots, 120 \cdot 10^{4}$. The implementation ran using 1 core on a 4 core i-7-4790 processor at 3.60 GHz and using 16 GB RAM. This took 1 CPU-hour for all the calculations. The code can be accessed at [Raj].


A separate test was done to verify the correctness of the algorithm; a random prime $p<N$ was selected and $!p \bmod p$ was calculated using a for-loop and compared to the result from the accumulating remainder tree algorithm. This was repeated 1000 times and they agreed every time. The code can be accessed at [Raj].

The graph provides evidence that the algorithm is running in quasilinear time. As an example, the time taken to compute $N=5 \cdot 10^{6}$ is roughly half the time required to compute $N=10^{7}$.

It remains to scale up this implementation and write it using a language with lower overheads such as C++. Further possible optimisations include parallelising the implementation and using the accumulating remainder forest technique.

## CHAPTER 6

## Conclusion

The left factorial of $n$ is defined to be $0!+1!+\cdots+(n-1)!$ and is denoted by $!n$. Kurepa conjectured that $!n$ is not divisible by $n$ for $n>2$ and showed that it was sufficient to check for odd primes $p$. We provided a survey of known results on the search for a counterexample to Kurepa's conjecture and analysed the complexity of the algorithms used. These algorithms are all exponential in $\log p$. We developed the first known algorithm whose complexity is polynomial in $\log p$ when averaged over primes.

Further research could involve applying the accumulating remainder tree to similar problems in number theory. Other directions of interest could be applying the accumulating remainder forest technique from [HS2014] and [HS2016], writing the code in C++ and parallelisng it and optimising the algorithm to be more space efficient at the cost of increasing the time complexity such as in [CGH2014].
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