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ABSTRACT 

Driving is one of the most widely used human skills today. Most people who 

drive received their licence and began driving in their teens. Driving brings great 

convenience and efficiency to people’s daily travel. On the other hand, possible 

road crashes while driving pose a great challenge to the safety of road users. 

More insights into human driving behaviour are needed to improve driving 

safety. 

 

As the key part of driving behaviour, vehicle following, characterised by the 

interaction between a vehicle and its leader in a single-lane roadway, has been 

extensively studied for more than sixty years. However, perception and decision 

making have seldom been mathematically incorporated in dominant methods of 

vehicle following modelling, therefore without the corresponding calibration, 

validation and simulation exercises. In addition, the heterogeneity in drivers’ 

perception and decision making under different types of vehicle following 

situations are rare to explore. 

 

Since perception and decision making are two important components of the 

decision process of vehicle following, the investigation of these two components 

is expected to expand the knowledge boundary regarding human driving 

behaviour. Specifically, perception of traffic dynamics and risk perception are 

introduced as the representation of perception while decision theory under risk 

and risk attitudes are incorporated for modelling decision making. 
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Time headway is a traffic quantity that drivers usually rely on to measure the gap 

from the leading vehicle. Since time headway has been shown to be stable for an 

individual driver and heterogeneous among different drivers, time-headway 

perception is used by the study of this thesis to investigate drivers’ heterogeneity 

in perception of traffic dynamics. 

 

Risk perception is a human factor that depends upon individual characteristics 

and the type of risk. Slovic and Weber (2002) described risk perception as the 

representation of the probability and severity of risk in one’s mind. Both the 

probability and severity of crash are shown to have an impact on drivers’ speed 

choices (Humphrey, 1998, Ward et al., 1998, Christensen and Amundsen, 2005). 

To explore drivers’ heterogeneity in risk perception under different vehicle 

following situations, the study of this thesis models risk perception from the two 

aspects: perceived crash probability and perceived crash severity. Since risk 

perception is essentially an internal activity of human brains, it is quite difficult 

for transport researchers to observe directly. The study of this thesis therefore 

derives the perceived crash probability from the probability distribution of 

perceived time headway and represents the perceived crash severity with the 

perceived crash severity factor that is embedded into the crash disutility function. 

 

Decision making in vehicle following is hypothesised to be an individual 

decision making under risk within the scope of this thesis. As one of the classical 
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theories for decision making under risk, state-dependent expected utility theory is 

used as a modelling framework for decision making in vehicle following. The 

existing literature of vehicle following modelling displays no application of state-

dependent expected utility theory. State-dependent expected utility theory 

consists of two core concepts: subjective probability and state-dependent utility. 

The study of this thesis therefore utilises these two features to characterise 

probabilities and utility functions in two states of vehicle following, i.e., staying 

safe and crashing into the leading vehicle. 

 

Risk attitudes refer to the subjective appraisal of the consequences of decisions 

under risk. Many transport studies have improved model predictions by 

successfully incorporating risk attitudes. However, risk attitudes have seen the 

limited application to modelling decision making in vehicle following. Hence, 

the vehicle following model that explicitly incorporates drivers’ risk attitudes is 

developed. Moreover, the constant relative risk aversion model is used for 

measuring individual risk attitudes. 

 

After the microscopic modelling of perception and decision making in single-

lane vehicle following, the flow-density relation is also derived. Through 

macroscopic sensitivity analysis, a more risk-averse attitude, the perception of a 

more severe crash, a greater standard deviation of perceived time headway, a 

longer time interval for calculating the future speed and a longer vehicle length 
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are found to lower the capacity of traffic facilities and cause more congestion in 

macroscopic traffic. 

 

The model calibration and validation are performed against the vehicle-trajectory 

data that were collected at a freeway section of I-80 Emeryville, California, the 

U.S. To investigate the proposed model in four types of vehicle following, the 

vehicle-trajectory data are segmented into four corresponding sub-datasets: Car 

follows Car, Car follows Truck, Truck follows Car, and Truck follows Truck. 

Each sub-dataset is randomly separated into a calibration set (70%) and a 

validation set (30%). The calibration results are obtained by using a nonlinear 

least-squares method written in Stata (statistical analysis software). It is found 

that drivers when following a car show a more accurate and stable time-headway 

perception than following a truck. Truck drivers tend to have a more stable time-

headway perception and less risk aversion than car drivers. When following a 

different type of vehicle, drivers are shown to perceive a more severe crash. 

Subsequently, the predicted space headway is compared with the observed value 

of the validation sets in terms of RMSE, R-squared of y=x fit, kernel density, and 

deviation histogram. The comparison results validate the effectiveness of the 

proposed model and the relevant findings. 

 

The simulation based on the proposed vehicle following model is also presented. 

The comparison of the simulated and observed traffic dynamics of the study area 

is conducted in terms of flow, space mean speed and time mean speed. The 
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input-output flow of the simulation and the field observation is also compared. 

Based on the mixed error measurement, the simulation presents a reasonably 

accurate reproduction of the observed traffic dynamics of the study area. The 

simulated traffic states of the before- and after-on-ramp section of the study area 

are analysed through fundamental diagrams. It is found that lane 1 (HOV lane) 

for both sections is in free-flow traffic state while lane 2-6 are in distinct 

congested state during 5:15 p.m. to 5:30 p.m. In addition, the before-on-ramp 

section displays a smooth transition from the free-flow state to the congested 

state in the fundamental diagrams. As for the after-on-ramp section, some 

scattered points emerge in the fundamental diagrams. The occurrence of these 

scattered points results from traffic disruption caused by the merging vehicles 

originating from the on-ramp. 

 

Within the scope of vehicle following research, the study of this thesis bridges 

the gap in the existing literature that shows a lack of attention to perception and 

making in the decision process of vehicle following. Within the scope of 

transport research, the study of this thesis develops a fundamental modelling 

framework for unifying traffic operations and safety analysis both 

microscopically and macroscopically. Besides the accurate reproduction of traffic 

dynamics, the proposed model has the potential of interpreting risky driving 

behaviour and identifying dangerous driving spots when utilised for safety 

analysis. In addition, the proposed model provides an opportunity to evaluate the 
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impacts of traffic management and road environment on drivers’ perception and 

decision making.  

 

Apart from transport, the study of this thesis has a promising application to 

insurance field. Real-time insurance which changes the insurance premiums 

based on driver performance does affect driving behaviour. The modelling 

framework proposed in the study of this thesis therefore would facilitate the 

evaluation of such real-time insurance policies. 
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CHAPTER 1. INTRODUCTION 

 

1.1    Background Review 

More people have realised the enormous impacts of road crashes on economy 

and society as the government becomes more proactive in raising public 

awareness of road safety. An example of such is the Australian “Towards Zero” 

campaign. In Australia, road crashes lead to the economic cost of around 27 

billion AUD per annum as well as the devastating social impacts that are hard to 

estimate (Australian Government, 2017).  

 

A predominant proportion of road traffic accidents are motor vehicles involved. 

According to road crash statistics for the year 2016 in New South Wales, 

Australia (Transport for NSW, 2017), there are 15026 car-involved crashes, 

accounting for 84.5% of total casualty crashes and overwhelmingly 

outnumbering other crash types. This is followed by 3494 crashes with light 

truck involved. A significant proportion of road traffic casualties are likewise 

attributed to the involvement of motor vehicles. Of 22593 total crash casualties in 

2016 within New South Wales of Australia, 19403 casualties are caused by the 

car-involved crash, accounting for 85.9%. The successor is still light-truck-

involved crash causing 4634 casualties. Unsurprisingly, car-involved and light-

truck-involved crashes lead to the first and second largest numbers of fatalities 

with 249 and 101 killed, respectively. 
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1.2    Motivations 

The degree of the motor vehicle involvement in road traffic accidents motivates 

scientific investigation into driving safety. As the key part of driving behaviour, 

vehicle following (also known as car following) behaviour is at the core of 

driving safety research. Vehicle following behaviour, characterised by the 

interaction between a vehicle and its leader in a single-lane roadway, has been 

studied extensively for more than sixty years ever since the study by Pipes 

(1953). However, drivers’ perception of traffic dynamics has seldom been 

mathematically specified in dominant methods of vehicle following modelling. 

There is also rare empirical calibration and validation against field observations. 

The study by Hamdar et al. (2008) introduces a novel direction by incorporating 

the heterogeneity of perception of the leading vehicle’s speed in modelling 

vehicle following. It leaves considerable research potential for exploring drivers’ 

perception of other aspects of traffic dynamics, such as distance and time 

headway. 

 

Human decision-making research has made substantial progress ever since the 

ground-breaking work by Bernoulli (1738). Decision theory provides a solid 

foundation for studying human decision in many domains such as economics, 

psychology and insurance. In recent years, decision theory has drawn growing 

attention in driving safety studies (Dixit, 2013, Dixit et al., 2014, Talebpour et 

al., 2011, Hamdar et al., 2015). As the core part of driving safety research, 

vehicle following behaviour describes how drivers make choices of speed while 
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following a vehicle, hence is worth studying from the decision-theoretic 

perspective. Nevertheless, vehicle following behaviour has seen insufficient 

modelling effort within the decision-theoretic framework. Furthermore, Hamdar 

et al. (2008) identified that the modelling of the decision process is missing from 

existing vehicle following studies. This is exactly where decision theory would 

play a significant role. State-dependent expected utility theory proposed by Karni 

et al. (1983) and refined by Karni (1985) is a powerful decision-theoretic 

framework for weighing alternatives under risk. State-dependent expected utility 

theory includes two core concepts: subjective probability and state-dependent 

utility. The subjective probability measures the degree of drivers’ belief with 

regard to the likely states while the state-dependent utility represents the degree 

of satisfaction with respect to consequences in certain states. 

 

Vehicle following is inherently a risky driving task. Drivers need to anticipate the 

risk of crashing even in safe situations as road crashes may occur at any time. 

Therefore, studying vehicle following behaviour in the presence of crashing risk 

is of more practical significance. Specifically, drivers’ attitudes and perception of 

crashing risks would affect their vehicle following behaviour in terms of speed 

choices. Such risk attitudes and risk perception are influenced by both drivers 

and road characteristics (Ulleberg and Rundmo, 2003, Farrow and Brissing, 

1990, Jonah, 1986, Dixit, 2013, Tarko, 2009). A better understanding of risk 

attitudes and risk perception would help interpret risky vehicle following 

behaviours (e.g., tailgating) and identify dangerous vehicle following situations 
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(e.g., following a truck). The studies by Dixit et al. (2011) and Arbis et al. (2016) 

are the two pioneers that jointly estimate risk attitudes and risk perception from 

simulator-based driving experiments. Specifically, Dixit et al. (2011) studied 

turning gap choice behaviour while Arbis et al. (2016) investigated an 

intersection-crossing game between two drivers. To the best of the author’s 

knowledge, risk attitudes and risk perception in real-life vehicle following have 

not yet been fully studied. 

 

Risk perception is a mental representation of the potential threat associated with 

an action, activity or situation (Bijkerk, 2007). Slovic and Weber (2002) stated 

that two key factors of risk perception are the extent to which a potential danger 

is dreadful (i.e., the severity of risk) and the extent to which it is unknown (i.e., 

the probability of risk). The risk associated with vehicle following refers to the 

rear-end crash that may occur. According to the statement of Humphrey (1998) 

with the support of Ward et al. (1998) along with Christensen and Amundsen 

(2005), both the probability and severity of a crash have an impact on drivers’ 

speed choices.  

 

Risk attitudes (namely risk aversion in the context of economics) refer to the 

subjective appraisal of the consequences of decisions under risk. People with 

different risk attitudes view the consequences in different ways. Specifically, an 

agent possesses: risk aversion if his/her utility function is concave (i.e., the 

payoff associated with a risky alternative is considered to be less valuable by this 
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person); risk-seeking attitude if the utility function is convex (i.e., the payoff of a 

risky alternative is considered to be more valuable); and risk neutrality if he/she 

has a linear utility function (i.e., risk of an alternative doesn’t affect the 

subjective appraisal of its payoff). The constant relative risk aversion model, 

proposed by Friedman and Savage (1948), is one of the most commonly used 

tools for capturing individual risk attitudes. The constant relative risk aversion 

model has been shown to be a more plausible specification of individual risk 

attitudes than any other types of utility functions (Blanchard and Fischer, 1989, 

Wakker, 2008, Camerer and Ho, 1994), and been widely applied to various fields 

of study such as behavioural economics (Holt and Laury, 2002, Palacios-Huerta 

and Serrano, 2006, Harrison and Rutström, 2009, Tversky and Kahneman, 1992, 

Andersen et al., 2009), financial option (Henderson and Hobson, 2002), 

sociology (Harrison et al., 2007), psychology (Luce and Krumhansl, 1988) and 

health science (Bleichrodt et al., 1999). Many transport studies have successfully 

investigated the effect of risk attitudes on travel time variability (Hensher et al., 

2011, Li et al., 2012), turning gap choices (Dixit et al., 2014, Dixit et al., 2011), 

intersection manoeuvre choices (Arbis et al., 2016), route choices (Dixit et al., 

2015, Dixit et al., 2013), public transit choices (Rey et al., 2016) and evacuation 

departure choices (Dixit et al., 2012) by using the constant relative risk aversion 

model. Despite the vast amount of the application of risk attitudes within 

transport research and beyond as well as its significance of improving model 

prediction against reality, the existing literature lacks the introduction of risk 

attitudes into modelling the decision process of vehicle following. 
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1.3    Aims 

The study of this thesis aims to: 

• develop a vehicle following model incorporating perception of traffic 

dynamics, risk perception, decision theory under risk, and risk attitudes; 

 

• introduce the time-headway perception as the subjective representation of 

traffic dynamics; 

 

• utilise perceived crash probability and perceived crash severity to account 

for risk perception; 

 

• take state-dependent expected utility theory as the modelling framework, 

and utilise subjective probability and state-dependent utility to 

characterise probabilities and utility functions in two states of vehicle 

following, i.e., staying safe and crashing into the leading vehicle; 

 

• adopt the constant relative risk aversion model to model drivers’ risk 

attitudes; 

 

• process the real-life vehicle trajectory data using the techniques of 

smoothing, filling, filtering and segmentation; 
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• calibrate the vehicle following model using a nonlinear least-squares 

method written in Stata (statistical software) by Danuso (1992) and 

Royston (1993) and 70% of the entire processed data; 

 

• validate the vehicle following model using the rest of the entire processed 

data (i.e. 30%); and 

 

• implement simulation exercise in Aimsun (traffic simulation software)   

based on the vehicle following model and the parameter estimates of the 

calibration. 

 

1.4    Contributions 

Rothery (1992) presented a complete decision process of the single-lane vehicle 

following illustrating the sub-processes and their interrelation, as shown in 

Figure 1.1. The decision process provides a comprehensive framework for the 

discussion of this thesis and for locating the contributions of this thesis within the 

research of vehicle following. 

 

 

Figure 1.1 Decision process of single-lane vehicle following (Rothery, 1992) 
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Perception and decision making, underlined in Figure 1.1, are two sub-processes 

that the study of this thesis focuses on. The research gap in perception of vehicle 

following is the insufficient mathematical specification and empirical calibration 

of drivers’ perception (especially perception of traffic dynamics). Another lacuna 

lies in the decision making of vehicle following, showing the lack of theoretic 

variation in decision-theoretic modelling. The author of this thesis believes 

investigating advancements to these two components would bring novel research 

insights to decision-theoretic modelling of vehicle following. 

 

The presence of crash risk is critical in characterising the decision process of 

vehicle following. The consideration of risk in perception and decision making 

brings about the inclusion of risk perception and risk attitudes, respectively. 

These two risk attributes are the subjective appraisal of the probabilities and 

consequences of risks. They advance decision theoretic modelling by taking into 

account the presence of risk and quantifying the impact of risk on human 

perception and decision making. The literature on risk perception and risk 

attitudes demonstrates their significance within various research areas of 

decisions under risk and their absence in the vehicle-following context. The 

author of this thesis thus expects they are of the similar significance in modelling 

the decision process of vehicle following. 

 

The study of this thesis mainly deals with two components in the decision 

process of vehicle following underlined in Figure 1.1, which are perception and 
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decision making. It should be noted that perception and decision making are 

interrelated instead of being independent of each other. While following the 

leader, a driver will perceive the surroundings to collect information (e.g. space 

headway, time headway and speed), then make a speed decision based on the 

information. Therefore, perception is the first step of the decision process of 

vehicle following. Following that, it comes to decision making. Drivers’ 

perception is studied through the perception of traffic dynamics and risk 

perception while decision making is incorporated by using decision theory under 

risk and risk attitudes. This is the domain of this thesis illustrated in Figure 1.2 

for a better overview. 

 

 

Figure 1.2 Overview of the domain of this thesis 
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1.5    Thesis Organisation 

The rest of this thesis is organised as follows. 

 

Chapter 2 reviews previous vehicle following literature and identifies the 

research gap in perception and decision making. Literature regarding the 

perception of traffic dynamics, risk perception, risk attitudes and decision theory 

under risk displays a lack of application to modelling vehicle following. 

 

Chapter 3 presents the theoretical framework of modelling perception and 

decision making in vehicle following, introduces the underlying assumptions of 

the modelling, mathematically formulates the vehicle following model 

incorporating perception and decision making, and derives the corresponding 

flow-density relation. Macroscopic sensitivity analysis of model parameters and 

variable is also performed. 

 

Chapter 4 describes the vehicle-trajectory data used for calibration and 

validation, introduces the techniques used for processing the original data, 

calibrates the model parameters in different vehicle following situations by using 

the vehicle-trajectory data, and validates the proposed model by comparing the 

predicted space headway with the observed counterpart in terms of RMSE, R-

squared of y=x fit, kernel density, and deviation histogram. 
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Chapter 5 describes the simulation exercise based on the proposed vehicle 

following model implemented in Aimsun, and analyses the simulated and 

observed traffic dynamics of the study area in terms of flow, space mean speed 

and time mean speed. The input-output flow of the simulation and the field 

observation is also compared. The simulated traffic states of the before- and 

after-on-ramp sections of the study area are discussed through fundamental 

diagrams. 

 

Chapter 6 summarises the work of this thesis, elaborates the key findings and 

conclusions for each main chapter, highlights the academic contributions and the 

promising application of the research of this thesis, and discusses the future 

research directions. 
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CHAPTER 2. LITERATURE REVIEW 

 

2.1    Introduction 

Most literature on the decision process of driving adopts decision theory under 

risk, in which an agent must make decisions in an uncertain environment, and the 

outcome would be either gains or losses. The hypothesis is likewise suitable for 

vehicle following behaviour as drivers make choices of the following speed and 

end up staying safe or crashing. A better understanding of decision making in 

vehicle following enhances safety evaluations of road user and infrastructure. As 

an inherent part in driving behaviour, decision process performs an important 

role in driving safety analysis. In recent years, decision-theoretic modelling has 

received growing focus in driving safety literature (Dixit, 2013, Dixit et al., 2014, 

Talebpour et al., 2011, Hamdar et al., 2015). 

 

However, prior research has seen limited developments in decision-theoretic 

modelling of vehicle following. In particular, Hamdar et al. (2008) pointed out 

the investigation of drivers’ decision process is missing from previous studies. It 

provides a promising direction for improving driving behavioural models and 

analysis of driving safety. The author of this thesis believes explicitly modelling 

the decision process is the key to enhancing safety analysis of vehicle following. 
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Perception and decision making, underlined in Figure 1.1, are the two decision 

sub-processes of vehicle following that the study of this thesis puts emphasis on. 

They are thus used as the subheadings of literature review. 

 

2.2    Perception in Vehicle Following 

In the decision process of vehicle following by Rothery (1992), shown in Figure 

1.1, there are two critical components that decision-theoretic modelling relies on: 

perception and decision making. Each of the two plays an important role in 

model formulation and research findings obtained. Perception in vehicle 

following has become an indispensable component as human factors have seen 

increasing attention from driving safety research. In particular, the perception of 

traffic dynamics and risk perception have developed from being overlooked in 

the early studies, to receiving a wide range of investigations.  

 

2.2.1    Perception of Traffic Dynamics 

On reviewing road traffic accidents occurred in the United Kingdom during 

1987, Brown (1990) summarised perceptual problems (e.g., misperception of 

speed and headway) are one of the most contributory human factors, accounting 

for about 25% of accidents. It necessitates the consideration of human perception 

in driving behavioural modelling. 

 

The incorporation of perception of traffic dynamics has been rare in the early 

vehicle following literature (Chandler et al., 1958, Herman et al., 1959, Gazis et 
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al., 1959, Gazis et al., 1961, Herman and Rothery, 1965, Kometani and Sasaki, 

1959, Newell, 1961). In the late of 1950s, for instance, the General Motor models 

by Chandler et al. (1958), Gazis et al. (1959) and Herman et al. (1959) assume 

driving responses in vehicle following are closely associated with the stimulus 

(e.g. difference in speeds or headways) stemming from the leading vehicle. With 

this hypothesis, they proposed the stimulus-response relationship describing 

vehicle following behaviour, as shown in Equation [2.1] (Saifuzzaman and 

Zheng, 2014). 

 

𝑅𝑒𝑠𝑝𝑜𝑛𝑠𝑒 = 𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 × 𝑆𝑡𝑖𝑚𝑢𝑙𝑢𝑠                                                                   [2.1] 

 

In the stimulus-response relationship, Chandler et al. (1958) and Herman et al. 

(1959) defined stimulus as the actual speed difference between the leading 

vehicle and the following vehicle, in which possible errors due to human 

perception are unrecognised. 

 

As vehicle following modelling gains the influence of behavioural realism, many 

studies got started to recognise the perceptual dimension. Wiedemann (1994) 

proposed ‘psychophysical’ models by introducing the concept of ‘perceptual 

threshold’ to vehicle following modelling. The perceptual threshold is used to 

determine the perceptual minimum of drivers with regard to the stimulus (e.g., 

speed difference and spacing relative to the leading vehicle). Michaels (1963) 

stated drivers’ perception of stimuli while following the leader is identified with 
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the changes in the visual angles towards the leading vehicle. He calculated the 

visual angle and angular velocity to substitute spacing and relative speed in the 

conventional stimulus-response models, respectively. Subsequently, Andersen 

and Sauer (2007) and Jin et al. (2011) adopted visual angle to modify desired 

spacing model (Helly, 1959) and full velocity difference model (Jiang et al., 

2001) that both follow the stimulus-response hypothesis, respectively. 

 

However, drivers’ perception of traffic dynamics has not been mathematically 

specified in decision-theoretic modelling of vehicle following, let alone empirical 

calibration and validation against field observations. 

 

Until the seminal study by Hamdar et al. (2008), drivers’ perception of the 

leaders’ velocity is assumed to follow a normal distribution with the actual speed 

of the leading vehicles as the mean value. Subsequent studies inheriting the 

theoretical framework by Hamdar et al. (2008) have performed empirical 

calibration and practical validation against observations of vehicle following 

behaviour (Hamdar et al., 2009, Hamdar et al., 2015). The study by Hamdar et al. 

(2008) introduces a novel direction by incorporating the heterogeneity of drivers’ 

perception in modelling vehicle following. It also leaves considerable research 

potential for exploring drivers’ perception of other aspects of traffic dynamics, 

such as distance and time headway. 
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This thesis thus introduces the time-headway perception as the subjective 

representation of traffic dynamics in decision-theoretic modelling of vehicle 

following. The deviation of perception from the reality is statistically revealed by 

calibration against field trajectory data. 

 

2.2.2    Risk Perception 

Risk perception is a mental representation of the potential threat associated with 

an action, activity or situation (Bijkerk, 2007). Risk perception is also a human 

factor that depends upon individual characteristics and the type of danger. Risk 

perception in the driving context has been extensively investigated in previous 

research (Finn and Bragg, 1986, DeJoy, 1992, Brown and Groeger, 1988, 

Matthews and Moran, 1986), and been shown to have an influence on driving 

behaviour (Grayson and Groeger, 2000, Grayson et al., 2003). 

 

Literature exhibits two approaches to investigating risk perception which stem 

from different theoretical backgrounds. Under the theories of risk homeostasis 

(Wilde, 1982a, Wilde, 1982b, Trimpop, 1996, Vrolix, 2006, Malnaca, 2008, Lu 

et al., 2012, Lu et al., 2013), risk compensation (Dulisse, 1997, Taylor, 1964), 

behavioural adaptation (Hoedemaeker and Brookhuis, 1998, Jonah et al., 2001, 

Reinhardt-Rutland, 2001, Charlton and Lewis-Evans, 2006, Lewis-Evans and 

Charlton, 2006) and risk adaption (Koornstra, 2009), risk perception is used as an 

index that measures the magnitude of the risk perceived by people. Risk 

perception in the driving context is usually quantified by surrogate indicators 
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such as stated concern about traffic accidents (Rundmo and Iversen, 2004), stated 

crash probability (Arbis et al., 2016), safety margin (Lu et al., 2012), time-to-

collision and time headway (Kondoh et al., 2008). With this method, researchers 

have studied risk perception among elderly drivers (Siren and Kjær, 2011), 

adolescent drivers (Ulleberg and Rundmo, 2003, Rundmo and Iversen, 2004), 

SUV and car drivers (Thomas and Walton, 2007) as well as French and Dutch 

drivers (Bijkerk, 2007). Despite the significance of this approach, the following 

one is developed to interpret risk perception from the decision-making 

perspective explicitly. 

 

The second approach describes risk perception as the representation of the 

probability and severity of risk in one’s mind. This complies with the statement 

by Slovic and Weber (2002) that two key factors of risk perception are the extent 

to which a potential danger is dreadful (i.e., the severity of risk) and the extent to 

which it is unknown (i.e., the probability of risk). To be specific, the risk 

associated with vehicle following refers to the rear-end crash that may occur. 

According to the statement of Humphrey (1998) with the support of Ward et al. 

(1998) along with Christensen and Amundsen (2005), both the probability and 

severity of crash have an impact on drivers’ speed choices. The study of this 

thesis thus takes risk perception into account from the following two aspects: the 

perceived probability and perceived severity of a crash. 
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Many transport studies have practised the inclusion of the perceived probability 

and perceived severity of crash into driving behavioural modelling. Hamdar et al. 

(2008) derived the perceived crash probability (i.e., the subjective crash 

probability in Hamdar et al.’s statement) from the stochasticity of drivers’ 

perception of traffic dynamics which has been covered in Section 2.2.1. As for 

the perceived crash severity, Hamdar et al. (2008) assumed that it corresponds to 

a crash seriousness term weighted by the coefficient of sensitivity to crash loss 

which is embedded into the crash disutility function. In the latest version of their 

model, Hamdar et al. (2015) replaced it with the crash severity weighting factor. 

Dixit et al. (2014) explored drivers’ risk perception using the data collected from 

standard lottery choices (Holt and Laury, 2002) and the gap-selection-and-

turning experiment in a controlled virtual-reality lab environment. The gap-

choice experiment is to let the subject choose a gap in ten gaps of oncoming 

traffic in ascending order of size and then make a turn. There are two possible 

outcomes which are mutually exclusive and collectively exhaustive: crashing or 

turning successfully. Risk perception is represented by the perceived crash 

probability which is assumed to follow the Weibull distribution as a function of 

gap size in seconds. They found that drivers who crash perceive less crash risk 

(i.e., smaller perceived crash probability) than those who do not crash regardless 

of driving skills. With the similar methodology to Dixit et al. (2014),  Arbis et al. 

(2016) investigated the interaction between two drivers at a signalised 

intersection from a game-theoretic perspective. The experimental setup is that 

one driver is approaching the intersection when the signal is going to turn red, 
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while the other is stopping in front of the intersection waiting for the green 

signal. In this conflicting situation, there are two options for each driver: drive or 

wait. The perceived crash probability is formulated as a function of crash 

likelihood parameter in a standard logistic form. The parameter of crash 

likelihood is estimated using the data collected from the Holt and Laury lottery 

choice task (Holt and Laury, 2002) and the intersection-manoeuvre experiment. 

Their finding is in accordance with that reported by Dixit et al. (2014): drivers 

who crash ignore more crash risk than those who drive safely. Tarko (2009) 

incorporated crash risk perception, together with subjective time value and speed 

enforcement, into the trip disutility function. There is a trade-off between a 

higher speed (i.e., less travel time and more time saved) and the perceived risks 

of crashing and receiving a speeding ticket. On the basis of the meta-analysis of 

actual risks by Elvik et al. (2004), Tarko (2009) defined crash risk perception as 

a function of road characteristics and speed. With the presence of wide 

pavements, truck drivers are shown to perceive less crash risk than car drivers. 

Residential areas and wide lateral clearance have no effect on drivers’ crash risk 

perception. It should be noted that Tarko (2009) didn’t specify the so-called 

perceived crash risk as probability or severity. A subsequent study by Dixit 

(2013) takes Tarko’s perceived crash risk as the measurement of perceived crash 

severity. Apart from that, he assumed that the perceived probability of a crash is 

related to the proportion of the average running time per mile in the average 

travel time per mile. The perceived crash probability monotonically increases 

with the average running time per mile of vehicles in the urban network. He also 
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assigned parameters to represent the perceived crash likelihood factor (i.e., how a 

driver perceives the crash likelihood) and the perceived crash severity factors 

(i.e., the crash impact factor and the crash disutility weighting factor in Dixit’s 

statement). The perceived crash likelihood factor is embedded into the perceived 

crash probability function, while both the crash impact factor and the crash 

disutility weighting factor are integrated into the crash disutility function. By 

using the data of urban traffic network characteristics for various cities from 

Ardekani et al. (1992), Dixit (2013) analysed the effects of different network 

features on risk perception. It is found that more one-way streets would lower 

drivers’ perception of crash likelihood, while drivers’ perceived crash severity 

would increase due to less one-way streets, higher signal density, more lanes per 

street and actuated signals. 

 

Since risk perception is essentially an internal activity of human brains, it is quite 

difficult for transport researchers to observe directly. Alternatively, risk 

perception can be either derived from observable transport quantities (e.g., 

velocity and time headway) or represented by parameters that can be calibrated 

empirically. The study of this thesis thus derives the perceived crash probability 

from actual time headway (a probability distribution also assumed) and 

represents the perceived crash severity with the perceived crash severity factor 

that is embedded into the crash disutility function. 
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2.3    Decision Making in Vehicle Following 

The field of decision making can be classified according to whether the decision 

maker is an individual or a group of people (Luce and Raiffa, 2012). The key 

difference between an individual and a group of people is not a matter of the 

number of decision makers involved, but all about how decisions are finally 

made. In the context of vehicle following, drivers are assumed to be an 

independent decision-maker. In other words, drivers are able to make any speed 

choices on his/her perception and decision making without caring about what 

others think. Therefore, the decision making in vehicle following is an individual 

decision making. 

 

Besides the classification by decision maker, a decision making can also be 

categorised according to whether decisions are made under conditions of 

certainty, risk or uncertainty. The certainty-risk-uncertainty classification will be 

elaborated through some examples. 

 

A decision making is under certainty if one is fully confident about the outcomes 

of decisions. For instance, one can buy any priced merchandise when shopping. 

If he/she can afford it, the probability of a successful purchase is 100%. If not, 

the probability of the purchase is 0%. 

 

A decision making is under risk if a decision does not necessarily result in a 

certain outcome, which is the reality most of the time. Fortunately, one knows all 
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of the possible outcomes and all of the probabilities related to each outcome. 

Most of the decision making under risk occurs in the analysis of gambling. For 

example, in a roulette game, the probability of a ball falling into each number is 

known even though one cannot tell the winning number before the wheel stops 

spinning. Another example is randomly tossing a coin with a 50% chance of 

getting a head or tail. 

 

A decision making is under uncertainty if one does not even know the probability 

of each possible outcome. Taking an example proposed by Luce and Raiffa 

(2012), one has already broken five good eggs into a bowl to make an omelette. 

He/she will break the sixth egg into the bowl. If the egg is in a good state, he/she 

would manage to make a six-egg omelette. If the egg is rotten and he/she cannot 

tell it from the appearance, it would end up destroying other five eggs and having 

no omelette made. In this case, one knows two possible outcomes (good egg or 

rotten egg). However, how likely each outcome would occur is uncertain. In fact, 

most of the real-life decision makings are under uncertainty. 

 

Neither decision making under certainty nor decision making under uncertainty 

is suitable to define the decision making in vehicle following. In contrast, 

decision making under risk offers the promising potential of modelling vehicle 

following mathematically, which makes more sense from the research 

perspective. Hence, the decision making in vehicle following is hypothesised to 

be an individual decision making under risk within the scope of this thesis. 
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2.3.1    Decision Theory under Risk 

Decision theory under risk is to describe individual decision making under risk. 

The expected utility hypothesis tracing back to Cramer (1728) and Bernoulli 

(1738) is the pioneer of decision theory under risk. The Bernoullian expected 

utility model determines the basic mathematical form of decision theory under 

risk, i.e., 𝐸𝑈𝑖 = ∑ 𝑃𝑗
𝑛
𝑗 𝑈𝑗. For a certain alternative 𝑖, 𝑛 includes all possible 

outcomes. 𝑃𝑗 and 𝑈𝑗 denote the probability and the utility associated with each 

outcome 𝑗, respectively. The decision maker would end up choosing the 

alternative that yields the maximum expected utility 𝐸𝑈. 

 

2.3.1.1    Prospect Theory 

As a major variant of the Bernoullian expected utility model (Schoemaker, 

1982), prospect theory by Kahneman and Tversky (1979) has received a small 

but growing interest in transport behavioural research (Hamdar et al., 2008, Li 

and Hensher, 2011, Hamdar et al., 2015, Avineri and Prashker, 2005, Senbil and 

Kitamura, 2005, Avineri, 2006, Connors and Sumalee, 2009, Talebpour et al., 

2011). 

 

Prospect theory evolves the Bernoullian expected utility model by incorporating 

two functions: value function and probability weighting function. The value 

function of prospect theory is a utility function that shows concave in the gain 

domain and convex in the loss domain, reflecting decreasing marginal utility 

over both gains and losses (i.e., diminishing sensitivity). The asymmetry of the 
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value function between gains and losses is defined as loss aversion which means 

a loss brings more disutility than the utility of an equivalent gain. The features of 

diminishing sensitivity and loss aversion can be found in Figure 2.1. The 

probability weighting function is an inversely S-shaped probability function that 

underestimates the original probability near certainty and overestimates the 

original probability near impossibility, reflecting the subjective probability under 

extreme situations (Figure 2.2). Gains and losses in prospect theory are measured 

relative to a reference point which serves as the zero point of prospect theoretic 

utility. Kahneman and Tversky, however, provided little clarification on how the 

reference point is determined (Barberis, 2013). Kőszegi and Rabin (2006, 2007, 

2009) argued the reference point refers to expectations or beliefs of the outcome 

people held in the recent past. 
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Figure 2.1 Typical value function in prospect theory (Tversky and 

Kahneman, 1986) 

 

 

Figure 2.2 Probability weighting functions for gains (𝒘+) and losses (𝒘−) 

(Tversky and Kahneman, 1992) 
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Hamdar et al. (2008, 2015) initiated the first application of prospect theory to 

vehicle following modelling. They developed a value function to evaluate 

drivers’ utility/disutility over gains/losses of acceleration. The concept of 

probability weighting function is not adopted in the two studies. Hamdar et al. 

(2008) assumed driver could receive the utility of acceleration gains only if no 

collision occurs, while Hamdar et al. (2015) relaxed the restriction. Additionally, 

Talebpour et al. (2011) enriched the value function by proposing a value function 

for the congested traffic condition and inheriting the value function by Hamdar et 

al. (2008) for the uncongested condition. 

 

The key assumption within prospect theory is that people derive their utility only 

from gains and losses (Barberis, 2013). That is, the equal gains/losses under 

different circumstances still yield the same utility. Following this assumption, 

Hamdar et al. (2008) defined drivers’ utility/disutility over acceleration 

gains/losses regardless of the speed level. The implication is, for instance, that 

the utility/disutility of an acceleration gain/loss at the speed of 10 𝑘𝑚/ℎ is the 

same as the one of the equivalent acceleration gain/loss at the speed of 50 𝑘𝑚/ℎ, 

which is surely unrealistic. As a result, prospect theory falls short for the analysis 

of decision process in vehicle following in which the effect of the speed level on 

utility matters. 
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2.3.1.2     State-Dependent Expected Utility Theory 

State-dependent expected utility theory proposed by Karni et al. (1983) and 

elaborated by Karni (1985) is another powerful tool for modelling decision 

process under risk, which defines utility over the final state, including 

gains/losses and the initial state. In consideration of drivers’ diminishing 

marginal utility of speed, state-dependent expected utility theory is therefore a 

more plausible approach for modelling decision process in vehicle following than 

prospect theory. 

 

Karni et al. (1983) developed state-dependent expected utility theory to include 

two core concepts: subjective probability and state-dependent utility. In the early 

studies of decision theory by Bernoulli (1738) and Von Neumann and 

Morgenstern (1947), probability is interpreted as the frequency that a random 

outcome occurs in repeated trials, which can be discovered empirically or 

mathematically (Anscombe and Aumann, 1963). This definition, regarded as the 

objective probability (Hacking, 1984), is not suitable for unique events that 

cannot be observed in the past (e.g., a third world war and someone being guilty) 

although it fits well for repetitive events such as spinning a roulette wheel, 

tossing a coin, rolling a die and winning a prize in a lottery. The notion of the 

subjective probability comes into being as a necessary complement to the 

definition of probability, which is advocated by Ramsey (1926), De Finetti 

(1937, 1974), Koopman (1940), Good (1950), Savage (1954), Davidson and 

Suppes (1956), Kraft et al. (1959), Pratt et al. (1964) and Suppes (1969). From 
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their perspective, the subjective probability refers to a measure of the degree of 

one’s belief in the likely occurrence of events. Drawing upon the subjective 

probability and Von Neumann-Morgenstern utility (1947), Savage (1954) 

proposed a standard analytical framework for decision theory under risk, known 

as subjective expected utility theory. It consists of three sets: acts, states and 

consequences. Acts are the alternatives when making decision. States are the 

states of the world, which are mutually exclusive and jointly exhaustive. 

Consequences are something that happens to a person in certain states due to the 

conduct of certain acts. Mathematically, acts are mappings (i.e., functions) that 

map each state to each consequence. Within this framework, Savage successfully 

proved the existence of the subjective probability and the Von Neumann-

Morgenstern utility function such that the agent’s preference among acts can be 

represented by the maximum subjective expected utility (i.e., the maximum 

product of the subjective probability and the Von Neumann-Morgenstern utility). 

Subsequently, Anscombe and Aumann (1963) introduced the state-independence 

utility function (i.e., the utility function that doesn’t vary with the states of the 

world) to subjective expected utility theory in order to guarantee that the agent’s 

preference among acts is immune from the states of the world. However, it would 

fall short when the states of the world have an impact on people’s preference 

among acts. For example, one’s health condition (i.e., the states of the world) 

takes an important role in his/her purchase of life insurance policy (i.e., selecting 

the act preferable to the others). To handle this problem, Karni et al. (1983) 

proposed a framework for proving that the agent’s preference among acts can 
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also be uniquely represented by the maximum product of the state-dependent 

utility and the subjective probability, namely state-dependent expected utility 

theory in my statement. The subjective probability measures the degree of belief 

with respect to the likely states while the state-dependent utility represents the 

degree of satisfaction with respect to consequences in certain states. Karni (1985, 

1987, 1990, 1993a, 1993b) subsequently provided a complete elaboration on 

state-dependent expected utility theory. 

 

The early application of state-dependent expected utility theory mainly 

corresponds to the choice of health and life insurance (Karni, 1985, Viscusi and 

Evans, 1990, Dionne and Harrington, 1992, Kelsey, 1992, Wakker and Zank, 

1999, Kremslehner and Muermann, 2009), in which the preference among 

insurance policies is dependent on health status. It has also received a few 

interests from transport behavioural research in recent years. Dixit et al. (2012) 

modelled the evacuation departure choice under hurricane threat to investigate 

the effect of household demographic characteristics on evacuees’ risk attitude, 

the evacuation time and the preparation time for fighting the storm. He assumed 

that the set of acts and the set of states are {stay, leave} and {hit, miss} 

respectively, so that the set of consequences is {stay when hit, stay when miss, 

leave when hit, leave when miss}. Dixit (2013) proposed a behavioural 

framework based on state-dependent expected utility model to interpret the 

classical two-fluid model proposed by Prigogine and Herman (1971) that 

describes urban traffic flow (Ardekani, 1984, Vo et al., 2007). The utility 
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functions over speed are dependent on two states {crash, no crash}. It should be 

noted that Section 2.2.2 gives a detailed literature review on the subjective 

probability (i.e., the perceived probability) in driving behavioural modelling. The 

existing literature displays no application of state-dependent expected utility 

model to modelling the decision process of vehicle following, which provides 

additional motivation for the study of this thesis. 

 

2.3.2    Risk Attitudes 

An important property of expected utility hypothesis is risk attitudes (namely risk 

aversion in the context of economics). It is initially used to describe one’s 

preference between a guaranteed gain and a risky bet with the equivalent 

expected value. The person is said to be: risk-averse if the guaranteed payoff is 

preferred; risk-taking if the risky bet is selected; and risk-neutral if he/she is 

indifferent to the two alternatives. Under expected utility theory, risk attitudes 

refer to the personal appraisal of the consequences of decisions under risk. 

People with different risk attitudes view the consequences in different ways. 

Specifically, an agent possesses: risk aversion if his/her utility function is 

concave as shown in Figure 2.3a (i.e., the payoff associated with a risky 

alternative is considered to be less valuable by this person); risk seeking if the 

utility function is convex as shown in Figure 2.3b (i.e., the payoff of a risky 

alternative is considered to be more valuable); and risk neutrality if he/she has a 

linear utility function as shown in Figure 2.3c (i.e., risk of an alternative doesn’t 

affect the subjective appraisal of its payoff). 
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                                 (a)                                                            (b) 

 

 

                                 (c) 

Figure 2.3 Utility functions of three risk attitudes: (a) risk aversion, (b) risk 

seeking, and (c) risk neutrality 

 

To determine the exact value of risk attitudes, Pratt (1964) and Arrow (1965) 

proposed two measures of risk attitudes: Arrow-Pratt measure of absolute risk 
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aversion (−
𝑈′′(𝑥)

𝑈′(𝑥)
) and Arrow-Pratt measure of relative risk aversion (−

𝑥∗𝑈′′(𝑥)

𝑈′(𝑥)
), 

where 𝑥 is a payoff and 𝑈(𝑥) is the utility function of that payoff, along with 

𝑈′(𝑥) and 𝑈′′(𝑥) denoting the first and second derivate of the utility function 

respectively. Each type of risk attitudes measure has three sub-classes: 

increasing, constant and decreasing absolute/relative risk aversion. From the 

perspective of forming a portfolio with a risky asset and a riskless asset, the 

increasing/constant/decreasing absolute risk aversion indicates that one would 

increase/maintain/decrease the actual amount of the wealth in the risky asset as 

the wealth increases. Similarly, the increasing/constant/decreasing relative risk 

aversion suggests that one would increase/maintain/decrease the proportion of 

the wealth in the risky asset with the wealth increasing. The measure of relative 

risk aversion is still valid even if the utility function is not strictly concave or 

convex, which offers an advantage over the measure of absolute risk aversion. 

Notably, the Arrow-Pratt measures of risk attitudes facilitate the comparison of 

risk attitudes across individuals with different forms of utility function (i.e., 

positive affine transformation).  

 

Of numerous utility functions, the constant relative risk aversion model, 

proposed by Friedman and Savage (1948), is one of the most commonly used 

tools for capturing individual risk attitudes. Since it is generally formulated as a 

power function, the study of this thesis takes the form, 𝑈(𝑥) =
𝑥1−𝑟

1−𝛾
, which is 

now in common use (e.g., Holt and Laury (2002) and Andersen et al. (2009)). 
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Unsurprisingly, it has a constant relative risk aversion (i.e., −
𝑥∗𝑈′′(𝑥)

𝑈′(𝑥)
= 𝛾) based 

on the Arrow-Pratt measure, which implies one’s risk attitude stays constant 

throughout the range of his/her payoff. The constant relative risk aversion model 

has been shown to be a more plausible specification of individual risk attitudes 

than any other types of utility functions (Blanchard and Fischer, 1989, Wakker, 

2008, Camerer and Ho, 1994), and been widely applied to various fields of study 

such as behavioural economics (Holt and Laury, 2002, Palacios-Huerta and 

Serrano, 2006, Harrison and Rutström, 2009, Tversky and Kahneman, 1992, 

Andersen et al., 2009), financial option (Henderson and Hobson, 2002), 

sociology (Harrison et al., 2007), psychology (Luce and Krumhansl, 1988) and 

health science (Bleichrodt et al., 1999).  

 

Many transport studies have successfully investigated the effect of risk attitudes 

on travel time variability (Hensher et al., 2011, Li et al., 2012), turning gap 

choices (Dixit et al., 2014, Dixit et al., 2011), intersection manoeuvre choices 

(Arbis et al., 2016), route choices (Dixit et al., 2015, Dixit et al., 2013), public 

transit choices (Rey et al., 2016) and evacuation departure choices (Dixit et al., 

2012) by using the constant relative risk aversion utility function. Despite the 

wealth of the application of risk attitudes within transport research and beyond as 

well as the importance of improving model prediction against reality, the existing 

literature displays a rare introduction of risk attitudes into modelling the decision 

process of vehicle following. This motivates the author of this thesis to develop 

vehicle following models that explicitly incorporate drivers’ risk attitudes. 
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2.4    Conclusions 

Literature concerning modelling vehicle following behaviour is reviewed, 

showing two gaps in the existing research. The first one is the insufficient 

mathematical specification and empirical calibration of drivers’ perception 

(especially perception of traffic dynamics) in the decision process of vehicle 

following. Another lacuna lies in the lack of theoretic variation in modelling 

decision making of vehicle following. Due to the vital significance of perception 

and decision making in the decision process of vehicle following (Rothery, 

1992), exploring research enhancements to these two components would provide 

novel insights into human decision associated with vehicle following. 

 

As an important attribute of driving, risk is indispensable in characterising the 

decision process of vehicle following. The consideration of risk in perception and 

decision making brings about the inclusion of risk perception and risk attitudes, 

respectively. These two risk attributes are the subjective appraisal of the 

probabilities and consequences of risks. They advance decision theoretic 

modelling by taking into account the presence of risk and quantifying the impact 

of risk on human perception and decision making. The literature on risk 

perception and risk attitudes has also been reviewed, demonstrating their 

significance within various areas of decisions under risk and their absence in the 

vehicle-following context. The author of this thesis thus expects they are of the 

similar significance in modelling the decision process of vehicle following. 
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CHAPTER 3. MODEL FORMULATION 

 

3.1    Introduction 

Vehicle following which describes the interaction between a vehicle and its 

leader in a single-lane roadway has been extensively studied for more than sixty 

years. Vehicle following models are the core part of modern traffic flow theory 

and traffic microsimulation, which give insights into the interplay between 

individual driving behaviour and macroscopic traffic flow. A vehicle following 

model that could reproduce the real-life traffic dynamics is necessitated to give 

people a better understanding of latent factors that affect driving behaviour and 

road safety. 

 

3.2    Theoretical Framework 

Among many dimensions of vehicle following that are worth attention, the 

decision process is within the scope of this thesis. Rothery (1992) presented a 

research framework, as shown in Figure 1.1, which suggests that the decision 

process of the single-lane vehicle following is made up of perception, decision 

making and control. In particular, perception and decision making are under the 

major consideration of this thesis.  
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3.2.1    Perception of Traffic Dynamics 

Hamdar et al. (2008) assumed that drivers’ perception of the leaders’ velocity 

follows a normal distribution with the actual speed of the leading vehicles as the 

mean value, which introduces a novel direction by incorporating the 

heterogeneity of drivers’ perception in modelling vehicle following. It provides 

considerable research potential for exploring drivers’ perception of other aspects 

of traffic dynamics, such as distance and time headway. The study of this thesis 

thus introduces the time-headway perception as the subjective representation of 

traffic dynamics in modelling the decision process of vehicle following. 

 

3.2.2    Risk Perception 

Risk perception is a mental representation of the potential threat associated with 

an action, activity or situation (Bijkerk, 2007). Slovic and Weber (2002) stated 

that two key factors of risk perception are the extent to which a potential danger 

is dreadful (i.e., the severity of risk) and the extent to which it is unknown (i.e., 

the probability of risk). The risk associated with vehicle following refers to the 

rear-end crash that may occur. According to the statement of Humphrey (1998) 

with the support of Ward et al. (1998) along with Christensen and Amundsen 

(2005), both the probability and severity of crash have an impact on drivers’ 

speed choices. The study of this thesis takes risk perception into account from the 

two aspects: perceived crash probability and perceived crash severity.  
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Since risk perception is essentially an internal activity of human brains, it is quite 

difficult for transport researchers to observe directly. Alternatively, risk 

perception can be either derived from observable transport quantities (e.g., 

velocity and time headway) or represented by parameters that can be calibrated 

empirically. The study of this thesis therefore derives the perceived crash 

probability from actual time headway (a probability distribution also assumed) 

and represents the perceived crash severity with the perceived crash severity 

factor that is embedded into the crash disutility function. 

 

3.2.3    Decision Theory under Risk 

Decision theory under risk is an effective tool for mathematically modelling 

decision making under risk. As one of the classical decision theories under risk, 

state-dependent expected utility theory proposed by Karni et al. (1983) is used 

for modelling the decision making in vehicle following. State-dependent 

expected utility theory includes two core concepts: subjective probability and 

state-dependent utility. The subjective probability measures the degree of 

drivers’ belief with regard to the likely states while the state-dependent utility 

represents the degree of satisfaction with respect to consequences in certain 

states. The study of this thesis therefore utilises these two features to characterise 

probabilities and utility functions in two states of vehicle following, i.e., staying 

safe and crashing into the leading vehicle. 
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3.2.4    Risk Attitudes 

Risk attitudes refer to the subjective appraisal of the consequences of decisions 

under risk. People with different risk attitudes view the consequences in different 

ways. Specifically, an agent possesses: risk aversion if his/her utility function is 

concave (i.e., the payoff associated with a risky alternative is underestimated by 

this person); risk-seeking attitude if the utility function is convex (i.e., the payoff 

of a risky alternative is overestimated); and risk neutrality if he/she has a linear 

utility function (i.e., risk of an alternative doesn’t affect the subjective appraisal 

of its payoff). The constant relative risk aversion model, proposed by Friedman 

and Savage (1948), is one of the most commonly used tools for capturing 

individual risk attitudes. The constant relative risk aversion model has been 

shown to be a more plausible specification of individual risk attitudes than any 

other types of utility functions (Blanchard and Fischer, 1989, Wakker, 2008, 

Camerer and Ho, 1994). The study of this thesis thus incorporates the parameter 

of risk attitudes by deriving utility functions from the constant relative risk 

aversion model. 

 

3.3    Main Assumptions 

Some basic assumptions of the proposed vehicle following model are specified 

before introducing the mathematical modelling. First of all, single-lane vehicle 

following behaviour is the focus of this thesis, which describes that a vehicle (car 

or truck) immediately follows the predecessor (car or truck) in the same lane. 

Secondly, vehicle following would end if any interruptions happen such as other 
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vehicles merging into the gap, rear-end crashing and lane changing. Another 

assumption is that the driver of the following vehicle aims to reach the 

destination as quickly as possible under the condition of driving safety. For this 

purpose, the driver needs to maximise the expected utility by doing a speed-

safety balance. The last hypothesis is that the time period of a complete vehicle 

following consists of a series of equal time intervals. At the beginning of each 

time interval, the driver of the following vehicle makes a choice of speed that is 

expected to reach at the end (i.e., the beginning of the next time interval). The 

following vehicle travels at a constant acceleration/deceleration to reach the 

selected speed. If a crash happened to the following vehicle during a time 

interval, the crashing speed is assumed to be the speed at the beginning of this 

time interval. During each time interval, the leading vehicle is assumed to travel 

constantly at the initial speed. 

 

3.4    Microscopic Formulation 

As depicted in Figure 3.1, consider at the moment 𝑡 driver 𝑛 is evaluating the 

speed 𝑣𝑛(𝑡 + 𝜏) for the next moment 𝑡 + 𝜏 where 𝜏 is the time interval. This 

speed is to be obtained by a constant acceleration/deceleration 
𝑣𝑛(𝑡+𝜏)−𝑣𝑛(𝑡)

𝜏
 where 

𝑣𝑛(𝑡) is the current speed. 
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Figure 3.1 Constant acceleration/deceleration taken by the vehicle 𝒏 

 

Driver 𝑛 cannot anticipate the acceleration/deceleration of the leading vehicle 

𝑛 − 1, thereby assuming that the leading vehicle 𝑛 − 1 continues to travel at the 

current speed 𝑣𝑛−1(𝑡), as shown in Figure 3.2. 

 

 

Figure 3.2 Constant speed of the leader 𝒏 − 𝟏 assumed by the vehicle 𝒏 

 

Then the distance that the leader 𝑛 − 1 travels during the time interval 𝜏 can be 

calculated as: 

 

𝐷𝐼𝑆𝑇𝑛−1(𝜏) = 𝑣𝑛−1(𝑡) × 𝜏                                                                                         [3.1] 
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The distance that the vehicle 𝑛 passes during 𝜏 can be written as: 

 

𝐷𝐼𝑆𝑇𝑛(𝜏) = 𝑣𝑛(𝑡) × 𝜏 +
1

2
× (
𝑣𝑛(𝑡 + 𝜏) − 𝑣𝑛(𝑡)

𝜏
) × 𝜏2                                    [3.2] 

 

With the vehicle 𝑛’s current space headway denoted as 𝑆𝐻𝑛(𝑡), the space 

headway for the next moment 𝑡 + 𝜏 can be expressed as: 

 

𝑆𝐻𝑛(𝑡 + 𝜏) = 𝑆𝐻𝑛(𝑡) + 𝐷𝐼𝑆𝑇𝑛−1(𝜏) − 𝐷𝐼𝑆𝑇𝑛(𝜏)                                                [3.3] 

 

With Equations [3.1] and [3.2], Equation [3.3] can be rewritten as: 

 

𝑆𝐻𝑛(𝑡 + 𝜏) = 𝑆𝐻𝑛(𝑡) + 𝑣𝑛−1(𝑡) × 𝜏

− (𝑣𝑛(𝑡) × 𝜏 +
1

2
× (

𝑣𝑛(𝑡 + 𝜏) − 𝑣𝑛(𝑡)

𝜏
) × 𝜏2)                        [3.4] 

 

 

Figure 3.3 Rear-end crash between the vehicle 𝒏 and its leader 𝒏 − 𝟏 
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Let 𝐿𝑛−1 denote the length of the leader 𝑛 − 1. As shown in Figure 3.3, a rear-

end crash occurs when the space headway of the vehicle 𝑛 at 𝑡 + 𝜏 is equal to or 

less than the leading vehicle’s length: 

 

𝑆𝐻𝑛(𝑡 + 𝜏) ≤ 𝐿𝑛−1                                                                                                       [3.5] 

 

Combining Equations [3.4] and [3.5], we can obtain that: 

 

𝑆𝐻𝑛(𝑡) + 𝑣𝑛−1(𝑡) × 𝜏 − (𝑣𝑛(𝑡) × 𝜏 +
1

2
× (

𝑣𝑛(𝑡 + 𝜏) − 𝑣𝑛(𝑡)

𝜏
) × 𝜏2) 

≤ 𝐿𝑛−1                                                                                                                             [3.6] 

 

With the assumption of 𝑣𝑛(𝑡) ≠ 0, Equation [3.6] can be written as: 

 

𝑆𝐻𝑛(𝑡)

𝑣𝑛(𝑡)

≤
𝐿𝑛−1 − 𝑣𝑛−1(𝑡) × 𝜏 + (𝑣𝑛(𝑡) × 𝜏 +

1
2
× (
𝑣𝑛(𝑡 + 𝜏) − 𝑣𝑛(𝑡)

𝜏
) × 𝜏2)

𝑣𝑛(𝑡)
         [3.7] 

 

In Equation [3.7], the left side is equal to the vehicle 𝑛’s time headway at time 𝑡 

denoted by 𝑇𝐻𝑛(𝑡), so we can get: 

 

𝑇𝐻𝑛(𝑡) =
𝑆𝐻𝑛(𝑡)

𝑣𝑛(𝑡)
                                                                                                         [3.8] 
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And the right side is defined as: 

 

𝑇𝐻𝑛
𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙(𝑡)

=
𝐿𝑛−1 − 𝑣𝑛−1(𝑡) × 𝜏 + (𝑣𝑛(𝑡) × 𝜏 +

1
2
× (
𝑣𝑛(𝑡 + 𝜏) − 𝑣𝑛(𝑡)

𝜏
) × 𝜏2)

𝑣𝑛(𝑡)
         [3.9] 

where 𝑇𝐻𝑛
𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙(𝑡) represents the critical time headway of the vehicle 𝑛 at  

                                time 𝑡, which is a crash indicator for the next moment 𝑡 + 𝜏. 

 

Equation [3.7] indicates that there would be a crash happening at the next 

moment 𝑡 + 𝜏 when the current time headway is equal to or smaller than the 

critical time headway, i.e., 𝑇𝐻𝑛(𝑡) ≤ 𝑇𝐻𝑛
𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙(𝑡). 

 

Driver 𝑛 would compare the perceived time headway with the critical time 

headway for crash-risk perception. Therefore, driver 𝑛 perceives a crash for the 

next moment 𝑡 + 𝜏 when the perceived time headway at 𝑡 is equal to or less than 

the critical time headway: 

 

𝑇𝐻𝑛
∗(𝑡) ≤ 𝑇𝐻𝑛

𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙(𝑡)                                                                                             [3.10] 

 

The probability of perceiving a crash for the next moment 𝑡 + 𝜏 is expressed as: 

 

𝑃𝑐 = 𝑃 (𝑇𝐻𝑛
∗(𝑡) ≤ 𝑇𝐻𝑛

𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙(𝑡))                                                                           [3.11] 
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The study of this thesis assumes that driver 𝑛’s perceived time headway at 𝑡 is 

not the same as the actual time headway, but normally distributed with the actual 

time headway 𝑇𝐻𝑛(𝑡) as the mean and 𝜎 as the standard deviation: 

 

𝑇𝐻𝑛
∗(𝑡) ∽ 𝛮(𝑇𝐻𝑛(𝑡), 𝜎

2)                                                                                         [3.12] 

 

As one of the model parameters to be calibrated, 𝜎 indicates how drivers’ 

perception of time headway deviates from the reality. 

 

The perceived time headway at 𝑡 can also be expressed by a standard normal 

variable 𝑍: 

 

𝑇𝐻𝑛
∗(𝑡) = 𝑇𝐻𝑛(𝑡) + 𝜎𝑍                                                                                            [3.13] 

 

With Equation [3.13] embedded, Equation [3.11] is rewritten into: 

 

𝑃𝑐 = 𝑃 (𝑍 ≤
𝑇𝐻𝑛

𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙(𝑡) − 𝑇𝐻𝑛(𝑡)

𝜎
)                                                                  [3.14] 

 

Therefore, driver 𝑛’s perceived crash probability for the next moment 𝑡 + 𝜏 is 

defined as: 

 

𝑃𝑐 = Φ(
𝑇𝐻𝑛

𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙(𝑡) − 𝑇𝐻𝑛(𝑡)

𝜎
)                                                                          [3.15] 
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Equation [3.15] shows that the perceived crash probability has a form of the 

cumulative distribution function of the standard normal distribution. The value of 

𝑇𝐻𝑛
𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙(𝑡)−𝑇𝐻𝑛(𝑡)

𝜎
 determines how driver 𝑛 perceives the crash probability, as 

illustrated in Figure 3.4. When the actual time headway is equal to the critical 

time headway, i.e., 𝑇𝐻𝑛
𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙(𝑡) = 𝑇𝐻𝑛(𝑡), driver 𝑛 perceives 50% chance of 

crashing. As the actual time headway gets greater than the critical time headway, 

i.e., 𝑇𝐻𝑛
𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙(𝑡) < 𝑇𝐻𝑛(𝑡), the perceived crash probability becomes smaller 

and driver 𝑛 feels less likely to crash into the leading vehicle at the next moment 

𝑡 + 𝜏. 

 

 

Figure 3.4 Perceived crash probability 𝑷𝒄 of driver 𝒏 
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Since crash and safety are mutually exclusive and collectively exhausted events 

in vehicle following, the perceived probability of safety maintained for the next 

moment 𝑡 + 𝜏 is: 

 

𝑃𝑠 = 1 −  Φ(
𝑇𝐻𝑛

𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙(𝑡) − 𝑇𝐻𝑛(𝑡)

𝜎
)                                                                 [3.16] 

 

In addition to the perceived probabilities (i.e., subjective probabilities), state-

dependent expected utility theory requires utility functions that are dependent on 

the likely states. Moreover, state-dependent utility functions are derived from the 

constant relative risk aversion model to incorporate risk attitudes. If a crash 

occurred (i.e., in the crash state), driver 𝑛’s disutility (i.e., negative utility) would 

be dependent on the square of the current speed 𝑣𝑛(𝑡)
2: 

 

𝑈𝑐 = −𝜔 ×
(𝑣𝑛(𝑡)

2)(1−𝛾)

1 − 𝛾
                                                                                        [3.17] 

where 𝜔 is perceived crash severity factor; and 

           𝛾 refers to risk attitudes. 

 

Specifically, 𝛾 > 0 indicates risk aversion; it reveals risk-prone behaviour when 

𝛾 < 0; and 𝛾 = 0 represents risk-neutral behaviour. 𝜔 measures drivers’ 

sensitivity to crash losses, and 𝛾 shows the impact of crash risks on drivers’ 

behaviour. They are another two parameters to be calibrated. 
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In the state of safety, driver 𝑛 would successfully reach the speed 𝑣𝑛(𝑡 + 𝜏) at 

the next moment 𝑡 + 𝜏. Therefore, the corresponding utility function depends on 

the new speed: 

 

𝑈𝑠 =
(𝑣𝑛(𝑡 + 𝜏))

1−𝛾

1 − 𝛾
                                                                                                 [3.18] 

 

 

                        (a)                                       (b)                                       (c) 

 

                       (d)                                       (e)                                       (f) 

Figure 3.5 Utility functions with different risk attitudes for (a-c) crash state 

with 𝝎 = 𝟏 and (d-f) safety state  
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The utility functions with different risk attitudes 𝛾 are plotted in Figure 3.5. The 

legend is on the top of each graph, in which each number represents a value of 

risk attitudes. For example, 0.2 means 𝛾 = 0.2, which refers to risk averse. The 

utility functions with three types of risk attitudes (𝛾 = −0.2, 𝛾 = 0 and 𝛾 = 0.2) 

are compared in the states of crash and safety, as shown in Figure 3.5 (a) and (d). 

Figure 3.5 (b) and (e) compare the utility functions with risk aversion (𝛾 =

0.2, 𝛾 = 0.4 and 𝛾 = 0.6), while Figure 3.5 (c) and (f) depict the comparison of 

the utility functions with different risk-taking attitudes (𝛾 = −0.2, 𝛾 = −0.4 and 

𝛾 = −0.6). It is shown that the disutility in the state of crash in Figure 3.5 (a-c) 

far outnumbers the utility in the state of safety in Figure 3.5 (d-f). This reflects 

that driver 𝑛 is certainly unwilling to be involved in a crash due to a great deal of 

disutility caused. Hence, driver 𝑛 takes safety as the priority while driving, which 

is consistent with the reality. In Figure 3.5 (a-c), the disutility keeps growing as 

the crashing speed increases, no matter which type of risk attitudes it is. The 

more risk-taking driver 𝑛 is, the greater disutility he/she suffers from a crash. 

Figure 3.5 (d-f) suggest that driver 𝑛 obtains more utility with the increase in 

travel speed, and a more risk-taking attitude produces larger utility. 

 

Driver 𝑛’s state-dependent expected utility associated with the speed 𝑣𝑛(𝑡 + 𝜏) 

can be described as: 

 

𝑆𝐷𝐸𝑈[𝑣𝑛(𝑡 + 𝜏)] = 𝑃𝑐𝑈𝑐 + 𝑃𝑠𝑈𝑠                                                                            [3.19] 
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Driver 𝑛 is assumed to choose the speed that brings the maximum state-

dependent expected utility. Hence, the first derivative of 𝑆𝐷𝐸𝑈[𝑣𝑛(𝑡 + 𝜏)] 

should be equal to zero: 

 

𝑑𝑆𝐷𝐸𝑈[𝑣𝑛(𝑡 + 𝜏)]

𝑑𝑣𝑛(𝑡 + 𝜏)
= 0                                                                                             [3.20] 

 

Based on Equations [3.15]-[3.20], the vehicle following model is proposed as: 

 

𝑆𝐻𝑛(𝑡) = 𝐿𝑛−1 − 𝑣𝑛−1(𝑡) × 𝜏 +
𝜏

2
× (𝑣𝑛(𝑡 + 𝜏) + 𝑣𝑛(𝑡)) + 𝑣𝑛(𝑡) × 𝜎 

× √−2 × 𝑙𝑛 (
2 × 𝑣𝑛(𝑡) × √2 × 𝜋 × 𝜎 × 𝑣𝑛(𝑡 + 𝜏)

−𝛾 × (1 − 𝛾)

(𝑣𝑛(𝑡 + 𝜏)
1−𝛾 + 𝜔 × (𝑣𝑛(𝑡)

2)(1−𝛾)) × 𝜏
)               [3.21] 

 

It should be noted that  𝑣𝑛(𝑡 + 𝜏) ≠ 0 is assumed in the model derivation. The 

detailed model formulation is presented in Appendix A. 

 

3.5    Macroscopic formulation 

3.5.1    Flow-density relation 

The flow-density relation can be derived from the proposed vehicle following 

model in the steady-state condition. Each vehicle travels at a constant speed 𝑣̅ in 

the steady-state condition, as shown in Figure 3.6. 
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Figure 3.6 Vehicle following in the steady-state condition 

 

Substituting 𝑣̅  for 𝑣𝑛−1(𝑡), 𝑣𝑛(𝑡) and 𝑣𝑛(𝑡 + 𝜏) in Equation [3.21], the average 

space headway can be obtained as: 

 

𝑆𝐻̅̅ ̅̅ = 𝐿̅ + 𝑣̅ × 𝜎 × √−2 × 𝑙𝑛 (
2 × √2 × 𝜋 × 𝜎 × (1 − 𝛾)

(1 + 𝜔 × 𝑣̅(1−𝛾)) × 𝜏
)                        [3.22] 

where 𝐿̅ is the average length of all the vehicles in the steady state condition. 

 

Given that density is the inverse of the average space headway, density can be 

expressed as: 

 

𝑘 =
1

𝑆𝐻̅̅ ̅̅
                                                                                                                         [3.23] 

 

Density in the unit of vehicles per km per lane is hence written as: 

 

𝐾 =
1000

𝑆𝐻̅̅ ̅̅
                                                                                                                    [3.24] 
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Flow in the unit of vehicles per hour per lane is also obtained as: 

 

𝑄 =
1000

𝑆𝐻̅̅ ̅̅
× 𝑉                                                                                                             [3.25] 

where 𝑉 refers to the space mean speed in the unit of km per hour,  

              and is equal to 3.6 × 𝑣̅. 

 

With Equations [3.22], [3.24] and [3.25], the resulting flow-density relation is 

presented in Figure 3.7. The congested branch of the flow-density relation is 

plotted by the proposed vehicle following model with 𝛾 = 0.5, 𝐿̅ = 7m, 𝜔 = 5, 

𝛿 = 1s and 𝜏 = 0.5s. 

 

 

Figure 3.7 Flow-density relation with the congested branch based on the 

proposed vehicle following model 
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3.5.2    Sensitivity analysis 

This section is to study how varying values of parameters and variables impact 

on the resulting flow-density relation. There are totally four parameters and one 

variable in Equation [3.22] that could affect the flow-density relation. The four 

parameters are risk attitudes (𝛾), perceived crash severity (𝜔), time interval (𝜏) 

and standard deviation of perceived time headway (𝜎), while the one variable is 

average length (𝐿̅). When varying one of these parameters and variable, it is 

necessary to fix others’ values. Hence, the default values are listed as follows: 

𝛾 = 0.7, 𝜔 = 3.5, 𝛿 = 1s, 𝜏 = 0.6s, and 𝐿̅ = 5m. 

 

 

                                 (a)                                                            (b) 

 

                                 (c)                                                            (d) 
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                                 (e) 

Figure 3.8 Flow-density relations with varying values of (a) risk attitudes, 

(b) perceived crash severity, (c) standard deviation of perceived time 

headway, (d) time interval, and (e) average length 

 

Figure 3.8 displays the flow-density relations with different values of the selected 

parameters and variable. When individual drivers in vehicle following have a 

more risk-averse attitude, the perception of a more severe crash, a greater 

standard deviation of perceived time headway, a longer time interval for 

calculating the future speed and a longer vehicle, it is found to reduce the 

capacity of traffic facilities and cause more congestion in macroscopic traffic. 

 

3.6    Conclusions 

The modelling of this thesis focuses on perception and decision making in the 

decision process of vehicle following behaviour given by Rothery (1992). The 

theoretical framework of modelling perception and decision making in vehicle 

following is presented, as shown in Figure 1.2. For perception of traffic 
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dynamics, how the perception of time headway differs from the reality is studied 

by introducing the normal distribution of the perceived time headway. As for risk 

perception, the perceived crash probability is derived from the normal 

distribution of the perceived time headway while the perceived crash severity 

factor is embedded into the crash disutility function. As one of the classical 

decision theories under risk, state-dependent expected utility theory provides a 

solid framework for mathematically modelling the decision making in vehicle 

following. Specifically, the concepts of subjective probability and state-

dependent utility are utilised by the modelling of this thesis. Two states 

associated with vehicle following behaviour are crashing into the leading vehicle 

and staying safe. The parameter of risk attitudes is incorporated by deriving 

utility functions from the constant relative risk aversion model. 

 

Furthermore, some underlying assumptions of the modelling of this thesis are 

elaborated, which is necessary for understanding the scope of the proposed 

vehicle following model. First of all, single-lane vehicle following behaviour is 

under the consideration of the modelling of this thesis. Secondly, vehicle 

following would end if any interruptions happen such as other vehicles merging 

into the gap, and the occurrence of lane changing. Thirdly, the driver of the 

following vehicle aims to reach the destination as quickly as possible under the 

condition of driving safety. The last hypothesis is that the time period of a 

complete vehicle following consists of a series of equal time intervals. At the 

beginning of each time interval, the driver of the following vehicle makes a 
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choice of speed that is expected to reach at the end. The following vehicle travels 

at a constant acceleration/deceleration to reach the selected speed. If a crash 

happened to the following vehicle during a time interval, the crashing speed is 

assumed to be the speed at the beginning of this time interval. During each time 

interval, the leading vehicle is assumed to travel constantly at the initial speed. 

 

Under the above assumptions, the vehicle following model is successfully 

proposed. In addition, the incorporation of the perceived time headway, risk 

perception and risk attitudes is mathematically specified. Besides the 

microscopic modelling, the flow-density relation is derived from the suggested 

vehicle following model. Through macroscopic sensitivity analysis, a more risk-

averse attitude, the perception of a more severe crash, a greater standard 

deviation of perceived time headway, a longer time interval for calculating the 

future speed and a longer vehicle length are found to reduce the capacity of 

traffic facilities and cause more congestion in macroscopic traffic. 
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CHAPTER 4. MODEL CALIBRATION AND VALIDATION 

 

4.1    Introduction 

Model calibration is a technique of using statistical and mathematical methods to 

find the optimal values of model parameters against the field data. Model 

validation is to verify the effectiveness of model by comparing the predicted 

values of variables calculated by the model with the observed counterpart. These 

two techniques are of vital significance to demonstrate the validity and feasibility 

of a mathematical model. 

 

This chapter is to introduce the calibration and validation of the proposed vehicle 

following model against the field observation. The field data used for calibration 

and validation will be detailed. The techniques used for processing the data are 

also specified. The calibration results are obtained by using a nonlinear least-

squares method written in Stata by Danuso (1992) and Royston (1993). As 

statistical analysis software, Stata enables users to utilise built-in statistical 

methods and automate the analysis process by programming. In the study of this 

thesis, Stata 13.1 MP Edition is used. After that, the results of model calibration 

and validation are discussed. Some key findings are also presented. 
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4.2    Data collection 

The vehicle-trajectory data collected at a freeway section of I-80 Emeryville are 

used for the empirical calibration and validation. To make the original data 

suitable for the use of model calibration and validation, some data processing 

techniques are applied. The Stata code for data processing is displayed in 

Appendix B. 

 

4.2.1    Data description 

The study of this thesis uses vehicle trajectories of NGSIM I-80 Emeryville data 

to empirically calibrate and validate the proposed vehicle following model. The 

vehicle-trajectory dataset includes the information regarding vehicle ID, time, 

lateral coordinate, longitudinal coordinate, vehicle length, vehicle velocity, lane 

position, preceding vehicle ID, and space headway. Vehicle trajectories were 

recorded every 0.1 seconds. Since vehicle following usually occurs in the peak-

hour traffic, the vehicle-trajectory dataset collected from 5:15pm to 5:30pm on 

April 13th, 2005 is used by the study of this thesis. The study area is a straight 

503-metre-long section in the northbound direction of Eastshore Freeway in 

Emeryville, California, U.S., as shown in Figure 4.1. The study area carries the 

concurrent traffic of I-80 East and I-580 West. There are six lanes on the main 

roadway (lane 1-6) and one freeway on-ramp. Lane 1 is an HOV lane that is 

restricted to high-occupancy vehicles. 
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Figure 4.1 Study area at the concurrency of I-80 East and I-580 West 

(Alexiadis et al., 2004) 

 

4.2.2    Data smoothing 

In the vehicle-trajectory data, velocity and space headway are numerically 

derived from vehicle positions without any processing (Thiemann et al., 2008). 

Therefore, errors of position measurements would inevitably cause biases in 

velocity and space headway. For this reason, the smoothing method of symmetric 

exponential moving average (sEMA) developed by Thiemann et al. (2008) is 

applied to velocity and space headway. The procedure of getting velocity 

smoothed is differentiating original position to velocity, then smoothing velocity 

with the method of sEMA. The first step of getting space headway smoothed is to 
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smooth original position by means of the sEMA method. Hence, smoothed space 

headway is the difference in smoothed position between a vehicle and its leader. 

 

4.2.3    Data filling 

In addition to the following vehicle’s velocity and space headway, the preceding 

vehicle’s velocity and length, as well as the following vehicle’s future velocity 

after the time interval, are required for the empirical calibration and validation. 

These missing data need to be obtained from the existing data. This is done by 

matching vehicle ID with preceding vehicle ID to obtain velocity and length of 

the preceding vehicle, and matching vehicle ID and time to get the following 

vehicle’s future velocity after the time interval. 

 

4.2.4    Global filtering 

The study of this thesis focuses on modelling a complete vehicle following. 

Specifically, a vehicle following would end if any interruptions occur such as 

other vehicles merging into the gap, rear-end crashing and lane changing. These 

interruptions have therefore been filtered out. As mentioned in Section 3.4, 𝑣𝑛(𝑡) 

and 𝑣𝑛(𝑡 + 𝜏) cannot be zero. Hence, only the data with the non-zero following 

vehicle’s velocity and the non-zero following vehicle’s future velocity after the 

time interval have been kept. 
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4.2.5    Data segmentation 

The study of this thesis aims to investigate four types of vehicle following: Car 

follows Car, Car follows Truck, Truck follows Car, and Truck follows Truck. 

The vehicle-trajectory dataset has been split into four corresponding sub-datasets. 

Vehicle length is used as a criterion to classify vehicles into two types (i.e., car 

and truck). According to the length-based vehicle classification scheme 

introduced by Weinblatt et al. (2013), the length of 6.75 feet (2.0574 metres) is 

the boundary between motorcycles and cars while the length of 22 feet (6.7056 

metres) separates cars and trucks. In other words, the car length ranges from 

2.0574 metres to 6.7056 metres while any vehicles with the length more than 

6.7056 metres are categorised as a truck. 

 

4.2.6    Additional filtering 

Vehicle following is a common phenomenon in traffic congestion. To find the 

vehicle-trajectory data that describe the vehicle following in heavy traffic, an 

appropriate range of time headway needs to be determined. On the one hand, too 

short time headway (less than 1s) is found to be more accident-prone (Evans and 

Wasielewski, 1982), thus interrupting vehicle following. On the other hand, 

traffic with overlong time headway (more than 3s) is in a less congested 

condition and hence outside the scope of vehicle following. Therefore, the time-

headway range for Car follows Car and Truck follows Car is set to be 1-3s. Since 

truck-following vehicles generally keep a relatively long headway due to truck 

length and safety reasons, the upper bound of time headway for following a truck 
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is set to 5s. The resulting ranges of time headway for four types of vehicle 

following are listed as follows: 1-3s for Car follows Car and Truck follows Car, 

1-5s for Car follows Truck and Truck follows Truck. The vehicle-trajectory data 

with the unqualified time headway have therefore been filtered out. 

 

4.3    Results and discussion 

This section presents the results of the model calibration and validation against 

the vehicle-trajectory data. In addition, the results under four types of vehicle 

following are compared. Stata (statistical analysis software) is used for 

performing the model calibration and validation. The calibration results are 

obtained by using a nonlinear least-squares method written in Stata by Danuso 

(1992) and Royston (1993). The Stata code for model calibration is shown in 

Appendix C. Each sub-dataset of the vehicle-trajectory data is randomly divided 

into a calibration set (70%) and a validation set (30%). The calibration set is 

utilised for calibrating the model parameters (i.e., standard deviation of perceived 

time headway, risk attitudes, perceived crash severity factor and time interval). 

After that, the parameter estimates obtained by calibration are used to calculate 

the predicted space headway of the validation set. The model validation is 

implemented by comparing the predicted space headway with the corresponding 

observations of the validation set. The Stata code for model validation can be 

seen in Appendix D. 
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4.3.1    Model calibration 

4.3.1.1    Time interval 

Drivers are assumed to anticipate the future speed after a certain time interval. It 

is necessary to calibrate the time interval of drivers’ anticipation. The calibration 

of the time interval is measured by the root-mean-square error (RMSE). A 

smaller value of RMSE indicates a better prediction of space headway. The 

optimal time interval yields the least value of RMSE. 0.5, 0.6, 0.7, …, 2s are 

taken as time interval candidates. 

 

 

Figure 4.2 Time interval and the corresponding RMSE for four types of 

vehicle following 

 

Figure 4.2 depicts the RMSE obtained with each time interval candidate for four 

types of vehicle-following. In general, a smaller time interval has a lower RMSE 
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indicating a better prediction of space headway. In Car follows Truck, Truck 

follows Car, and Truck follows Truck, the value of RMSE increases slightly with 

the time interval. In Car follows Car, the value of RMSE starts a fluctuating 

growth when the time interval is larger than 1 second. The explanation behind 

this is that the massive number of the Car-follows-Car observations amplify the 

impact of the time interval on RMSE. For Car follows Car and Truck follows 

Truck, the time headway of 0.6 seconds has the lowest RMSE. The optimal time 

interval for Car follows Truck and Truck follows Car is 0.5 seconds. 

 

4.3.1.2    Risk attitudes, perceived crash severity and perceived time 

headway 

Besides the optimal time intervals, the estimates of risk attitudes, perceived crash 

severity and standard deviation of perceived time headway are obtained by using 

a nonlinear least-squares method written in Stata by Danuso (1992) and Royston 

(1993). The detailed calibration results are listed in Table 4.1. 
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Table 4.1 Model calibration results for four types of vehicle following 

 

It should be noted that the proposed vehicle following model is developed based 

on an individual driver, and the vehicle-trajectory data used in the study of this 

thesis include multiple drivers. The calibration results presented in Table 4.1 

therefore indicate the collective risk attitudes and perceived crash severity which 

represent the average behaviour of multiple drivers. 

 

Before drawing the findings, it is necessary to reiterate what the parameters stand 

for. 𝜎 refers to the standard deviation of perceived time headway, which 

measures how drivers’ perception of time headway deviates from the reality. As 

for risk attitudes (𝛾), it reflects people’s behavioural pattern under risk. 𝛾>0 

suggests risk-averse behaviour; 𝛾=0 indicates risk-neutral behaviour; and 𝛾<0 

represents risk-loving behaviour. In the context of vehicle following, risk is 

related to read-the end crash. The perceived crash severity factor (𝜔) suggests 
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drivers’ sensitivity to crash losses. The greater crash losses (i.e., the more serious 

crash) a driver perceives, the larger 𝜔 it is in his/her disutility function. 

 

In Table 4.1, car drivers following a truck are found to have the highest standard 

deviation (𝜎=1.538s) across four types of vehicle following, which indicates the 

strongest fluctuation in drivers’ time-headway perception under this situation. 

Conversely, car drivers following a car have the perception closer to the reality 

(𝜎=1.047s). The reason for this is that trucks usually have a larger variability of 

length than cars, and it is also difficult to know the exact length of a truck from 

the behind, let alone under the pressure of following a truck. Therefore, 

compared with following a truck, car drivers following a car have the more 

accurate time-headway perception. A similar finding is also revealed for truck 

drivers following a car (𝜎=1.217s) and truck (𝜎=1.413s). Hence, following a car 

facilitates a more accurate time-headway perception, which is consistent with the 

reality. 

 

Table 4.1 also reveals that car drivers have a larger difference in the standard 

deviation (𝜎) than truck drivers when the leading vehicle switches from a car to a 

truck. This suggests that car drivers’ time-headway perception shows a stronger 

sensitivity to the leading vehicle. This is because truck drivers are generally more 

well-trained than car drivers in terms of perception and driving skills, and 

professional truck drivers can maintain a relatively stable time-headway 

perception in any vehicle following. 
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Table 4.1 shows positive coefficients of risk attitudes (𝛾) across four types of 

vehicle following, which suggests that drivers’ behavioural pattern is risk 

aversion. Specifically, truck drivers following a car have the least risk aversion 

(𝛾=0.512), which means that they are not as worried about crash risk as drivers in 

the other three situations. The reason is that the height advantage of trucks 

provides a broad field of driving vision and facilitates a thorough observation of 

the surroundings, which gives truck drivers more confidence of safety and makes 

them less risk averse. Car drivers following a car (𝛾=0.725) are aware of more 

crash risks than following a truck (𝛾=0.656). This result seems to clash with 

intuition. However, according to a survey of rear-end crashes from 2006 to 2010 

in the metropolitan area of Australia (Beck, 2015), the struck vehicles in 77.7% 

of rear-end casualty crashes and the striking vehicles in 82.9% were private cars 

and 4WDs, while the struck vehicles in 5.1% of rear-end casualty crashes and the 

striking vehicles in 7.9% were trucks and buses. This suggests that rear-end 

crashes between cars are much more common than those between a car and a 

truck. With the greater risk of crashing into a car, car drivers following a car are 

more risk averse than following a truck. 

 

As for perceived crash severity factor (𝜔) for four types of vehicle following, 

Truck follows Car (𝜔=4.929) and Car follows Truck (𝜔=4.559) are higher than 

the other two situations, which indicates that both car and truck drivers are more 

concerned about crash losses when following a different type of vehicle. In other 

words, they perceive a greater seriousness of crashing into a different type of 
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vehicle. This is attributed to the huge difference between a car and a truck in 

terms of height, weight and general safety. By contrast, car (𝜔=3.476) and truck 

(𝜔=2.665) drivers following the same type of vehicle tend to perceive a less 

severe crash. 

 

Table 4.2 displays the results of z-test for comparing the coefficients between 

four types of vehicle following to identify the statistical difference. In Table 4.2, 

CfC, CfT, TfC and TfT represent Car follows Car, Car follows Truck, Truck 

follows Car and Truck follows Truck, respectively. This statistical test is based 

on the work by Clogg et al. (1995). 

 

Table 4.2 Z-test results for comparing coefficients between four types of 

vehicle following 

 

 

Table 4.2 reports that all the calibrated standard deviations of perceived time 

headway (𝜎) are mutually different at a 95% confidence level, which statistically 

differentiate one vehicle-following situation from another. In addition, drivers in 

Car follows Car and Truck follows Truck (p>0.1) do not have a statistically 

significant difference in risk attitudes (𝛾), nor do drivers in Car follows Truck 
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and Truck follows Truck (p>0.1). The perceived crash severity factor (𝜔) is 

found to be significantly different between each pair of the vehicle-following 

situations (p<0.05), with the exception of Car follows Truck and Truck follows 

Car (p>0.05). However, the perceived crash severity factors of Car follows Truck 

and Truck follows Car are statistically different at a 90% confidence level 

(p<0.1). 

 

4.3.2    Model validation 

Besides the optimal time intervals and the parameter estimates obtained by 

calibration as shown in Table 4.1, vehicle speed and length of the validation sets 

are used to generate the predicted space headway for model validation. For each 

type of vehicle following, 30% of the sub-dataset is randomly selected to form 

the validation set. The comparison of predicted and observed space headway for 

four types of vehicle following is presented subsequently. 

 

4.3.2.1    R-squared and root-mean-squared error 

Figure 4.3 shows that the predicted space headway closely approximates the 

observed counterpart with the fitting line of y=x for four types of vehicle 

following. 
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                                 (a)                                                            (b) 

 

                                 (c)                                                            (d) 

Figure 4.3 Comparison of observed and predicted space headway with the 

fit of y=x for (a) Car follows Car, (b) Car follows Truck, (c) Truck follows 

Car, and (d) Truck follows Truck 

 

In addition, the R-squared for the fit of y=x and root-mean-square error (RMSE) 

are calculated to measure the accuracy of the space-headway prediction, as 

shown in Table 4.3. The results of R-squared and RMSE quantitatively validate 

the prediction of the proposed model for four types of vehicle following. 

 



Perception and Decision Making in Vehicle Following: Modelling, Calibration, Validation and Simulation 

70 

 

Table 4.3 R-squared for the fit of y=x and RMSE of space-headway 

prediction for four types of vehicle following 

 

 

4.3.2.2    Kernel density 

The kernel densities of predicted and observed space headway for four types of 

vehicle following are compared in Figure 4.4. It is evident that the kernel 

densities of predicted space headway show a similar curve with those of 

observed counterpart across four types of vehicle following despite a few 

imperfect matches. 

 

 

                                 (a)                                                            (b) 



Perception and Decision Making in Vehicle Following: Modelling, Calibration, Validation and Simulation 

71 

 

 

                                 (c)                                                            (d) 

Figure 4.4 Comparison of kernel densities of observed and predicted space 

headway for (a) Car follows Car, (b) Car follows Truck, (c) Truck follows 

Car, and (d) Truck follows Truck 

 

4.3.2.3    Histogram of deviation 

The histograms of the deviations between predicted and observed space headway 

for four types of vehicle following are plotted in Figure 4.5. The majority of the 

deviations for Car follows Car and Car follows Truck lie between -10 and 10 

metres, and Truck follows Car has most of the deviations between -5 and 5 

metres with most of the deviations of Truck follows Truck within -3 and 3 

metres. The majority of the deviations in each histogram of Figure 4.5 are around 

0, which further demonstrates the proposed model’s ability to reproduce the 

observed space headway in four vehicle-following situations. 
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                                 (a)                                                            (b) 

 

                                 (c)                                                            (d) 

Figure 4.5 Histograms of deviations between observed and predicted space 

headway for (a) Car follows Car, (b) Car follows Truck, (c) Truck follows 

Car, and (d) Truck follows Truck 

 

4.4    Conclusions 

The vehicle-trajectory data collected at a freeway section of I-80 Emeryville are 

used for the empirical calibration and validation. To make the original data 

suitable for model calibration and validation, some data processing techniques, 

such as smoothing, filtering, filling and segmentation, are applied. To investigate 

the proposed model in four types of vehicle following, the vehicle-trajectory data 
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are segmented into four corresponding sub-datasets: Car follows Car, Car follows 

Truck, Truck follows Car, and Truck follows Truck. Each sub-dataset is 

randomly separated into a calibration set (70%) and a validation set (30%).  

 

The calibration results are obtained by using a nonlinear least-squares method 

written in Stata by Danuso (1992) and Royston (1993). It is found that drivers 

when following a car show a more accurate and stable time-headway perception 

than following a truck. Truck drivers tend to have a more stable time-headway 

perception and less risk aversion than car drivers. When following a different 

type of vehicle, drivers are shown to perceive greater crash losses.  

 

Subsequently, the proposed model is utilised to predict space headway by using 

the optimal time intervals, parameter estimates, vehicle speed and length data. 

The predicted space headway is compared with the observed values of the 

validation sets in terms of RMSE, R-squared of y=x fit, kernel density, and 

deviation histogram. The comparison results further validate the effectiveness of 

the proposed model and the relevant findings. 

 

 

 

 

 

 



Perception and Decision Making in Vehicle Following: Modelling, Calibration, Validation and Simulation 

74 

 

CHAPTER 5. MODEL SIMULATION 

 

5.1    Introduction 

Traffic simulation is commonly used in transport research for studying driving 

behaviour. Traffic simulation can provide visual demonstrations of traffic states 

or scenarios and even reproduce continuous traffic dynamics of the field 

observation. Simulation results can be used for detailed data analysis and 

validating driving behavioural models. 

 

The objective of traffic simulation in this chapter is to transform the theoretical 

vehicle following model proposed by this thesis into an effective simulation tool 

that can be used to reproduce the real-life traffic dynamics of the study area. The 

effectiveness of the simulation tool is measured by empirical comparison of 

traffic quantities such as flow, space mean speed, time mean speed, inflow and 

outflow. Furthermore, simulated traffic states of the before- and after-on-ramp 

sections of the study area are studied through fundamental diagrams. The 

heterogeneity (i.e., scattered patterns) of the fundamental diagrams are also 

analysed. 

 

The simulation is implemented with a microscopic traffic simulator (Aimsun). 

Aimsun provides the abilities to accurately create any road geometry, externally 

load user-defined microscopic models written in C++, numerically present the 

simulation results, and animatedly output the simulation runs in 2D and 3D. In 
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the study of this thesis, Aimsun 8.2.1 Advanced Edition is used in the operating 

system Windows 7 Enterprise Edition.  

 

The incorporation of the proposed vehicle following model into Aimsun is 

achieved by writing the corresponding C++ code and running the code via 

Aimsun microSDK (Software Development Kit). To activate the function of 

microSDK, a licence of Aimsun Microscopic Simulator Behavioural Models 

SDK is needed. All the licence information is stored in an Aimsun dongle. The 

C++ code is written by using Microsoft Visual Studio 2017 Enterprise Edition. 

 

5.2    Construction of Simulation Model 

The first step of running traffic simulation in Aimsun is to build a simulation 

model (i.e., a simulated traffic network or a road section). In the study of this 

thesis, the main purpose of the simulation is to reproduce traffic dynamics on the 

freeway section of NGSIM I-80 in Emeryville of California, U.S., where the data 

used for calibration and validation were collected. Therefore, the creation of the 

simulation model is based on the geometric characteristics of the freeway 

section. 

 

The summary report prepared by CambridgeSystematics (2005b) includes an 

illustration for the geometric design of the study area, as shown in Figure 5.1. 
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Figure 5.1 Geometric design of the study area on NGSIM I-80 

(CambridgeSystematics, 2005b) 

 

Figure 5.1 shows that the study area is a 1650-feet-in-length (503 metres) straight 

freeway section with six lanes on the main roadway and one on-ramp. Lane 1 is 

restricted to high-occupancy vehicles (i.e., HOV Lane). The merging of the on-

ramp traffic and the mainstream traffic starts at the location 420 feet (128 metres) 

away from the freeway entrance. The merging section has the length of 310 feet 

(95 metres). The speed limit along the study area is at 65mph (105kph). The 
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width of each freeway lane is 12 feet (3.66 metres). With the detailed geometric 

information of the study area, the simulation model is created in Aimsun, as 

shown in Figure 5.2. The left-most lane is set to be an HOV lane. 

 

 

Figure 5.2 Simulation model of the study area in Aimsun 



Perception and Decision Making in Vehicle Following: Modelling, Calibration, Validation and Simulation 

78 

 

5.3    Setting of Traffic Demand 

After the creation of the simulation model, traffic demand needs to be 

determined. In the study area, there are two origins (freeway entrance and on-

ramp) and one destination (freeway exit). The summary report by 

CambridgeSystematics (2005b) gives the flow from the origins for every five 

minutes from 05:15 p.m. to 05:30 p.m. This flow is used as the input flow for the 

simulation model. 

 

A warming-up simulation is also undertaken to create traffic flow at the 

beginning of the simulation exercise. To reproduce the real traffic dynamics of 

the study area, the flow from the origins from 05:00 p.m. to 05:15 p.m. presented 

by CambridgeSystematics (2005a) is inputted into the simulation model. 

 

5.4    Integration of Vehicle Following Model 

Aimsun allows users to overwrite the default driving behavioural models, 

including vehicle following and lane changing models, via microSDK (i.e., 

Software Development Kit), which offers the potential of running traffic 

simulation based on user-defined models.  

 

To facilitate the simulation, the proposed vehicle following model needs to 

output future speed, which is therefore transformed into: 
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𝑣𝑛(𝑡 + 𝜏) = 2 × 𝑣𝑛−1(𝑡) − 𝑣𝑛(𝑡) +
2

𝜏
× 

(𝑆𝐻𝑛(𝑡) − 𝑣𝑛(𝑡) × 𝜎 × √−2 × 𝑙𝑛 (
2 × √2 × 𝜋 × 𝜎 × (1 − 𝛾)

(1 + 𝜔 × 𝑣𝑛(𝑡)
(1−𝛾)) × 𝜏

) − 𝐿𝑛−1)  [5.1] 

where 𝑣𝑛(𝑡 + 𝜏) refers to the future speed of driver 𝑛 after time interval 𝜏  

                           from time 𝑡. 

 

In addition, the proposed vehicle following model is combined with the lane 

changing model proposed by Gipps (1986a, 1986b) offered by default in Aimsun 

for the implementation of the simulation exercise. 

 

Since the driving behavioural models of Aimsun are written in C++ language, the 

default vehicle following model is rewritten into the proposed vehicle following 

model as shown in Equation [5.1] by using Microsoft Visual Studio 2017. The 

complete C++ code is presented in Appendix E. It should be noted that the values 

of the model parameters used for simulation are obtained by the calibration and 

validation against the empirical data. The calibration and validation of the 

proposed vehicle following model are articulated in Chapter 4. 

 

5.5    Simulation Results 

Figure 5.3 gives a glance at the simulated traffic scenarios at four different 

locations of the study area, i.e., freeway entrance, freeway exit, on-ramp and 

merging section. 
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(a) 

 

 

(b) 
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(c) 

 

(d) 

Figure 5.3 Simulated traffic scenarios at (a) freeway entrance, (b) freeway 

exit, (c) on-ramp and (d) merging section 
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5.5.1    Error Measurement 

To measure the difference between the observed traffic dynamics and the traffic 

dynamics simulated by the proposed model, error measurement is needed. There 

are three error measures that have been commonly used: absolute error measure, 

relative error measure and mixed error measure. These error measures are 

defined as: 

 

𝑎𝑏𝑠𝑜𝑙𝑢𝑡𝑒 𝑒𝑟𝑟𝑜𝑟 = √∑(𝑑𝑖
𝑠𝑖𝑚 − 𝑑𝑖

𝑜𝑏𝑠)
2

𝑛

𝑖

×
1

(∑ 𝑑𝑖
𝑜𝑏𝑠𝑛

𝑖 )2
                                       [5.2] 

 

𝑟𝑒𝑙𝑎𝑡𝑖𝑣𝑒 𝑒𝑟𝑟𝑜𝑟 = √∑(
𝑑𝑖
𝑠𝑖𝑚 − 𝑑𝑖

𝑜𝑏𝑠

𝑑𝑖
𝑜𝑏𝑠 )

2𝑛

𝑖

                                                                [5.3] 

 

𝑚𝑖𝑥𝑒𝑑 𝑒𝑟𝑟𝑜𝑟 = √∑
(𝑑𝑖

𝑠𝑖𝑚 − 𝑑𝑖
𝑜𝑏𝑠)

2

𝑑𝑖
𝑜𝑏𝑠

𝑛

𝑖

×
1

∑ 𝑑𝑖
𝑜𝑏𝑠𝑛

𝑖

                                                 [5.4] 

where 𝑑𝑖
𝑠𝑖𝑚 refers to the simulated value of data point 𝑖; 

           𝑑𝑖
𝑜𝑏𝑠 is the observed value of data point 𝑖; and 

           𝑛 represents the total number of data points. 

 

To compare the effectiveness of these error measures, six test data sets, including 

simulated and observed values, are randomly created. In each test data set, there 



Perception and Decision Making in Vehicle Following: Modelling, Calibration, Validation and Simulation 

83 

 

are three pairs of simulated and observed values. For simplicity, observed values 

are constant, and each test data set contains the same error in average value 

between simulated and observed values. In particular, test data sets 1, 2 and 3 

have exactly the same average simulated values with different degrees of data 

dispersion. So do test data sets 4, 5 and 6. Test data sets 1, 2 and 3 have the larger 

values than test data sets 4, 5 and 6. Test data sets 1 and 4 show the same pattern 

of data dispersion. So do test data sets 2 and 5. Likewise, test data sets 3 and 6. 

Table 5.1 illustrates that the absolute error measure underestimates errors while 

the relative error measure overestimates errors across the six test data sets in 

comparison with the mixed error measure. The vehicle following studies by 

Kesting and Treiber (2008) and Hamdar et al. (2015) use the mixed error 

measure as the main measurement for validation and cross-comparison, and 

consider 0.3 as a reasonable mixed error threshold. The mixed error measure is 

therefore utilised by the study of this thesis. 
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Table 5.1 Comparison of three error measures using test data sets 
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5.5.2    Flow, Time Mean Speed and Space Mean Speed 

Flow, time mean speed and space mean speed are three main traffic 

measurements that describe traffic dynamics of a road section or network. The 

simulation results are therefore compared with the observations in terms of flow, 

time mean speed and space mean speed. Flow is the average number of vehicles 

per hour that have passed through a road section or network during the 

simulation period. The vehicles are counted when leaving the road section or 

network via an exit. Time mean speed is the average of the spot speeds of all the 

vehicles that have passed the midpoint of a study section during the simulation 

period, which is calculated using the following equation: 

 

𝑣𝑡𝑖𝑚𝑒(𝑡, 𝑠) =
∑ 𝑣𝑠𝑝𝑜𝑡

𝑖 (𝑡, 𝑠)𝑛(𝑡,𝑠)
𝑖

𝑛(𝑡, 𝑠)
                                                                                 [5.5] 

where 𝑣𝑡𝑖𝑚𝑒(𝑡, 𝑠) refers to the time mean speed measured at the centre of  

                             section 𝑠 during time period 𝑡; 

           𝑣𝑠𝑝𝑜𝑡
𝑖 (𝑡, 𝑠) is the spot speed of vehicle 𝑖 measured at the centre of section 𝑠  

                             during time period 𝑡; and 

           𝑛(𝑡, 𝑠) represents the total number of the vehicles measured at the centre  

                       of section 𝑠 during time period 𝑡. 

 

The calculation of space mean speed is dividing the total distance travelled by all 

the vehicles in a road section or network by the total travel time of these vehicles 

during the simulation period, as shown in Equation [5.6]: 
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𝑣𝑠𝑝𝑎𝑐𝑒(𝑡, 𝑠) =
∑ 𝑑𝑖𝑠𝑖(𝑡, 𝑠)𝑚(𝑡,𝑠)
𝑖

∑ 𝑡𝑡𝑖(𝑡, 𝑠)𝑚(𝑡,𝑠)
𝑖

                                                                                 [5.6] 

where 𝑣𝑠𝑝𝑎𝑐𝑒(𝑡, 𝑠) refers to the space mean speed in section 𝑠 during  

                              time period 𝑡; 

 

           𝑑𝑖𝑠𝑖(𝑡, 𝑠) is the distance travelled by vehicle 𝑖 in section 𝑠 during  

                           time period 𝑡; 

           𝑡𝑡𝑖(𝑡, 𝑠) represents the travel time taken by vehicle 𝑖 in section 𝑠 during  

                         time period 𝑡; and  

           𝑚(𝑡, 𝑠) refers to the total number of the vehicles in section 𝑠 during 

                        time period 𝑡. 

 

The comparisons of flow, space mean speed and time mean speed obtained by 

the simulation and the field observation are shown in Tables 5.2 and 5.3. As 

discussed in the last section, mixed error method gives a more accurate error 

measurement compared to absolute and relative error methods. Thus, mixed error 

method is solely used for measuring the difference between the simulated and 

observed values. Since the field observations were collected from 5:15 p.m. to 

5:30 p.m., the 15-min simulation is implemented for consistency. Table 5.2 

compares the simulated and empirical flow, space mean speed and time mean 

speed by three consecutive 5-minute periods from 5:15 p.m. to 5:30 p.m. The 

simulated flow and space mean speed are considered reasonable with the mixed 
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error less than 0.3. Time mean speed has a larger mixed error, which can be 

explained as follows. Given space mean speed and time mean speed in Table 5.2, 

the standard deviation of spot speeds can be obtained based on the relationship 

between space mean speed and time mean speed, as shown in Equation [5.7] 

(Mathew and Rao, 2017). It is found that the standard deviation of spot speeds in 

the field observation is much greater than the one in the simulation. In other 

words, the observed spot speeds are much more dispersed than the simulated 

values. Based on the relationship between time mean speed and spot speed, as 

shown in Equation [5.5], dispersed spot speeds in the field observation would 

generate a dispersed time mean speed in the field obseravtion which is difficult to 

be simulated. As a result, a relatively large deviation of the simulated time mean 

speed from the observed value occurs. 

𝑣𝑡𝑖𝑚𝑒(𝑡, 𝑠) = 𝑣𝑠𝑝𝑎𝑐𝑒(𝑡, 𝑠) +
𝜎𝑠𝑝𝑜𝑡 𝑠𝑝𝑒𝑒𝑑
2 (𝑡, 𝑠)

𝑣𝑠𝑝𝑎𝑐𝑒(𝑡, 𝑠)
                                                          [5.7] 

where 𝜎𝑠𝑝𝑜𝑡 𝑠𝑝𝑒𝑒𝑑(𝑡, 𝑠) refers to the standard deviation of all the spot speeds  

                                     measured at the centre of section 𝑠 during time period 𝑡. 
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Table 5.2 Comparison of simulated and observed flow, space mean speed 

and time mean speed by time period 

 

 

Table 5.3 depicts the comparison of the simulated and observed flow, space 

mean speed and time mean speed by lane from 5:15 p.m. to 5:30 p.m. The 

simulated flow for each lane is shown to be highly consistent with the field 

observation with the mixed error less than 0.06. The simulation based on the 

proposed vehicle following model also reproduces the real-life space and time 

mean speed for each lane with the mixed errors around 0.16 and 0.23, 

respectively. In addition to the numerical comparison, Figure 5.4 displays the 
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graphical comparison of the simulated and observed flow, space mean speed and 

time mean speed by lane from 5:15 p.m. to 5:30 p.m. The reproduction of flow, 

space mean speed and time mean speed for each lane in the 15-minute period is 

clearly presented in Figure 5.4. 
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Table 5.3 Comparison of simulated and observed flow, space mean speed 

and time mean speed by lane 
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Figure 5.4 Comparison of simulated and observed flow, space mean speed 

and time mean speed by lane 
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5.5.3    On-Ramp Inflow, Freeway Inflow and Freeway Outflow 

The input-output comparison of the simulation and the empirical data for the 

study area is conducted in this section. It should be noted that inflow and outflow 

are calculated by counting entering and exiting vehicles within a certain time 

period (not necessarily within an-hour period), respectively. In the study area, as 

shown in Figure 5.1, there are two entrances via the on-ramp and carriageway of 

the freeway as well as one exit via the carriageway of the freeway. Therefore, on-

ramp inflow and freeway inflow refer to the number of the vehicles entering via 

the on-ramp and carriageway of the freeway, while freeway outflow is the 

number of the vehicles exiting via the carriageway of the freeway. 

 

 The comparison of the simulated and observed on-ramp inflow, freeway inflow 

and freeway outflow is conducted for three consecutive 5-minute periods from 

5:15 p.m. to 5:30 p.m. as shown in Table 5.4. The simulated on-ramp inflow, 

freeway inflow and freeway inflow are shown to be close to the observed data for 

the three consecutive 5-minute periods and the entire 15-minute period with all 

the mixed errors less than 0.17. 
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Table 5.4 Comparison of simulated and observed on-ramp inflow, freeway 

inflow and freeway outflow by time period 
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Table 5.5 presents the comparison of the simulated and observed freeway inflow 

by time period and lane from 5:15 p.m. to 5:30 p.m. Table 5.6 compares the 

freeway outflow obtained by the simulation and the field observation for each 

time period and lane. Based on the mixed error measure, the simulated freeway 

outflow for each time period and lane shows a better fit for the empirical data 

than the simulated freeway inflow. This is because Aimsun only allows users to 

set the overall input flow for each entrance rather than the specific input flow for 

each lane. In contrast, the output flow could be well controlled by the proposed 

vehicle following model along with other default driving behavioural models. 
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Table 5.5 Comparison of simulated and observed freeway inflow by time 

period and lane 
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Table 5.6 Comparison of simulated and observed freeway outflow by time 

period and lane 
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5.5.4    Simulated Traffic States of Before- and After-On-Ramp 

Sections 

The simulated traffic states of the before- and after-on-ramp sections in the study 

area are studied in terms of flow, space mean speed and density. The availability 

of these quantities in Aimsun facilitates the comparison of macroscopic traffic. 

Flow, space mean speed and density are calculated for every one minute during 

the 15-minute simulation period (i.e., 5:15 p.m. to 5:30 p.m.). The before-on-

ramp section is 128 metres long and comprised of six lanes on the carriageway 

and one on-ramp as shown in Figure 5.5. The after-on-ramp section includes six 

lanes on the main roadway (seven lanes in the merging section) and has the 

length of 375 metres as shown in Figure 5.6. 

 

 

Figure 5.5 Before-on-ramp section of the study area in Aimsun 



Perception and Decision Making in Vehicle Following: Modelling, Calibration, Validation and Simulation 

98 

 

 

 

Figure 5.6 After-on-ramp section of the study area in Aimsun 

 

Figure 5.7 displays the flow-density relation of the simulated traffic of the 

before- and after-on-ramp sections by lane. The green arrow in Figure 5.7 (a) 
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shows an increasing flow with density, which suggests free-flow traffic state for 

lane 1 (HOV lane). The red arrows in Figure 5.7 (b) – (f) indicate a decline in 

flow as density grows, which represents congested traffic state for lane 2 to 6. 

Figures 5.8 and 5.9 describe the flow-speed and speed-density relations of the 

simulated traffic of the before- and after-on-ramp sections by lane. The free-flow 

state of lane 1 (green arrow) is also illustrated in Figures 5.8 (a) and 5.9 (a), 

while the congested state of lane 2 to 6 (red arrow) emerge in the rest of Figures 

5.8 and 5.9. 
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Figure 5.7 Flow-density relation of simulated traffic of before- and after-on-

ramp sections for (a) lane 1 to (f) lane 6 
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Figure 5.8 Flow-speed relation of simulated traffic of before- and after-on-

ramp sections for (a) lane 1 to (f) lane 6 
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Figure 5.9 Speed-density relation of simulated traffic of before- and after-

on-ramp sections for (a) lane 1 to (f) lane 6 
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Figure 5.10 displays three fundamental diagrams of the simulated macroscopic 

traffic of the before- and after-on-ramp sections. In all of the three fundamental 

diagrams (flow-density, flow-speed and speed-density relations), the before-on-

ramp section shows a smoother transition from the free-flow state (green arrow) 

to the congested state (red arrow) than the after-on-ramp section. It is also found 

that some scattered points (in the blue circle) appear in the fundamental diagrams 

of the after-on-ramp section. The occurrence of these scattered points is 

attributed to traffic disturbance caused by the merging vehicles originating from 

the on-ramp. 
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Figure 5.10 Comparison of simulated traffic of before- and after-on-ramp 

sections by (a) flow-density, (b) flow-speed and (c) speed-density relations 
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5.6    Conclusions 

A simulation model in Aimsun is built in this chapter, which imitates the 

geometric design of the study area. The observed input flow of the study area is 

set to be traffic demand for the simulation. The proposed vehicle following 

model is incorporated into Aimsun through microSDK (Software Development 

Kit). 

 

The comparison of the simulated and observed traffic dynamics of the study area 

is conducted in terms of flow, space mean speed and time mean speed. The 

input-output flow of the simulation and the field observation is also compared. 

The mixed error measure is used for effectively measuring the errors of the 

simulation. Based on the mixed error measurements, the simulation presents a 

reasonably accurate reproduction of the observed traffic dynamics of the study 

area. 

 

The simulated traffic states of the before- and after-on-ramp section of the study 

area are analysed through fundamental diagrams. It is found that lane 1 (HOV 

lane) for both sections is in the free-flow traffic state while lanes 2-6 are in the 

distinct congested state from 5:15 p.m. to 5:30 p.m. In addition, the before-on-

ramp section displays a smooth transition from the free-flow state to the 

congested state in the fundamental diagrams. As for the after-on-ramp section, 

some scattered points emerge in the fundamental diagrams. The occurrence of 
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these scattered points is due to the traffic disruption caused by the merging 

vehicles originating from the on-ramp. 
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CHAPTER 6. THESIS CONCLUSIONS AND FUTURE 

RESEARCH 

 

The study of this thesis proposes a vehicle following model that mathematically 

characterises perception and decision making. The corresponding flow-density 

relation is also derived. Perception of traffic dynamics and risk perception are 

introduced as the representation of perception while decision theory under risk 

and risk attitudes are incorporated for modelling decision making. Subsequently, 

the proposed model is empirically calibrated against the vehicle-trajectory data 

that were collected at a freeway section of I-80 Emeryville, California, U.S. 

Drivers’ heterogeneity in perception and decision making under different types 

of vehicle following situations are therefore explored. The results of model 

prediction and simulation are further compared with the field observation, which 

demonstrates the ability of the proposed vehicle following model to reproduce 

the real-life traffic dynamics. 

 

The key findings and conclusions drawn from each main chapter of this thesis are 

detailed below. 

 

In Chapter 2, there are two gaps in the existing research of vehicle following. 

The first one is the insufficient mathematical specification and empirical 

calibration of drivers’ perception (especially perception of traffic dynamics). 

Another lacuna lies in the lack of theoretic variation in modelling decision 
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making in vehicle following. Due to the vital significance of perception and 

decision making in the decision process of vehicle following (Rothery, 1992), 

exploring research enhancements to these two components would provide novel 

insights into human decision associated with vehicle following. As an important 

attribute of driving, risk is indispensable in characterising the decision process of 

vehicle following. The consideration of risk in perception and decision making 

brings about the inclusion of risk perception and risk attitudes, respectively. 

These two risk attributes are the subjective appraisal of the probabilities and 

consequences of risks. They advance decision theoretic modelling by taking into 

account the presence of risk and quantifying the impact of risk on human 

perception and decision making. The literature on risk perception and risk 

attitudes has also been reviewed, demonstrating their significance within various 

areas of decisions under risk and their absence in the vehicle-following context. 

The author of this thesis thus expects they are of the similar significance in 

modelling perception and decision making of vehicle following. 

 

In Chapter 3, the theoretical framework of modelling the decision process of 

vehicle following is elaborated. For perception of traffic dynamics, how the 

perception of time headway differs from the reality is studied by introducing the 

normal distribution of the perceived time headway. As for risk perception, the 

perceived crash probability is derived from the normal distribution of the 

perceived time headway while the perceived crash severity factor is embedded 

into the crash disutility function. As one of the classical decision theories under 
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risk, state-dependent expected utility theory is used as a mathematical framework 

for modelling the decision making in vehicle following. Specifically, the 

concepts of subjective probability and state-dependent utility are utilised by the 

modelling of this thesis. Two states associated with vehicle following behaviour 

are crashing into the leading vehicle and staying safe. The parameter of risk 

attitudes is incorporated by deriving utility functions from the constant relative 

risk aversion model. Furthermore, some basic assumptions of the modelling of 

this thesis are presented. Under these assumptions, the vehicle following model is 

successfully proposed. In addition, the incorporation of the perceived time 

headway, risk perception and risk attitudes is mathematically specified. Besides 

the microscopic modelling, the flow-density relation is derived from the 

proposed vehicle following model. Through macroscopic sensitivity analysis, a 

more risk-averse attitude, the perception of a more severe crash, a greater 

standard deviation of perceived time headway, a longer time interval for 

calculating the future speed and a longer vehicle are found to reduce the capacity 

of traffic facilities and cause more congestion in macroscopic traffic. 

 

In Chapter 4, the vehicle-trajectory data collected at a freeway section of I-80 

Emeryville are used for the empirical calibration and validation. To make the 

original data suitable for model calibration and validation, some data processing 

techniques, such as smoothing, filtering, filling and segmentation, are applied. To 

investigate the proposed model in four types of vehicle following, the vehicle-

trajectory data are segmented into four corresponding sub-datasets: Car follows 
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Car, Car follows Truck, Truck follows Car, and Truck follows Truck. Each sub-

dataset is randomly separated into a calibration set (70%) and a validation set 

(30%). The calibration results are obtained by using a nonlinear least-squares 

method written in Stata by Danuso (1992) and Royston (1993). It is found that 

drivers when following a car show a more accurate and stable time-headway 

perception than following a truck. Truck drivers tend to have a more stable time-

headway perception and less risk aversion than car drivers. When following a 

different type of vehicle, drivers are shown to perceive greater crash losses. 

Subsequently, the predicted space headway is compared with the observed value 

of the validation sets in terms of RMSE, R-squared of y=x fit, kernel density, and 

deviation histogram. The comparison results further validate the effectiveness of 

the proposed model and the relevant findings. 

 

In Chapter 5, the simulation based on the proposed vehicle following model is 

successfully implemented in Aimsun. The comparison of the simulated and 

observed traffic dynamics of the study area is conducted in terms of flow, space 

mean speed and time mean speed. The input-output flow of the simulation and 

the field observation is also compared. Based on the mixed error measurements, 

the simulation presents a reasonably accurate reproduction of the observed traffic 

dynamics of the study area. The simulated traffic states of the before- and after-

on-ramp section of the study area are analysed through fundamental diagrams. It 

is found that lane 1 (HOV lane) for both sections is in the free-flow traffic state 

while lane 2-6 are in the distinct congested state during 5:15 p.m. to 5:30 p.m. In 
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addition, the before-on-ramp section displays a smooth transition from the free-

flow state to the congested state in the fundamental diagrams. As for the after-on-

ramp section, some scattered points emerge in the fundamental diagrams. The 

occurrence of these scattered points results from traffic disruption caused by the 

merging vehicles originating from the on-ramp. 

 

Within the scope of vehicle following research, the study of this thesis bridges 

the gap in the existing literature that shows a lack of attention to perception and 

making in the decision process of vehicle following. Within the scope of 

transport research, the study of this thesis develops a fundamental modelling 

framework for unifying traffic operations and safety analysis both 

microscopically and macroscopically. Besides the accurate reproduction of traffic 

dynamics, the proposed model has the potential of interpreting risky driving 

behaviour and identifying dangerous driving spots when utilised for safety 

analysis. In addition, the proposed model provides an opportunity to evaluate the 

impacts of traffic management and road environment on drivers’ perception and 

decision making.  

 

Apart from transport, the study of this thesis has a promising application to 

insurance field. Real-time insurance which changes the insurance premiums 

based on driver performance does affect driving behaviour. The modelling 

framework proposed in the study of this thesis therefore facilitates the evaluation 

of such real-time insurance policies. 
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Future research directions are discussed to demonstrate the potential of the study 

of this thesis. There are three promising directions for future study. The first one 

is to evaluate the safety of the simulated traffic of the study area by using the 

Surrogate Safety Assessment Model (SSAM). The SSAM is an effective tool for 

assessing the safety of traffic facilities before accidents actually occur. Moreover, 

crash patterns of the simulation based on the proposed vehicle following model 

can be investigated by relaxing the safety constraints and compared with the 

realistic crash data.  

 

The second direction is to collect the demographical data of drivers as well as 

their driving data. Through the empirical calibration of the proposed vehicle 

following model, the impact of drivers’ demographical characteristics on risk 

attitudes and risk perception could be investigated. 

 

The last one is to apply the proposed modelling framework to other driving 

behaviours such as lane changing and gap acceptance. A fundamentally new 

modelling framework incorporating risk perception and risk attitudes will be 

developed to study microscopic and macroscopic driving behaviour in a holistic 

manner. 
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APPENDIX A: DETAILED MICROSCOPIC 

FORMULATION 

 

𝑆𝐻𝑛(𝑡 + 𝜏) ≤ 𝐿𝑛−1 

 

𝑆𝐻𝑛(𝑡 + 𝜏) = 𝑆𝐻𝑛(𝑡) + 𝑣𝑛−1(𝑡) ∗ 𝜏 

−(𝑣𝑛(𝑡) ∗ 𝜏 +
1

2
∗ (
𝑣𝑛(𝑡 + 𝜏) − 𝑣𝑛(𝑡)

𝜏
) ∗ 𝜏2) 

 

𝑆𝐻𝑛(𝑡) + 𝑣𝑛−1(𝑡) ∗ 𝜏 − (𝑣𝑛(𝑡) ∗ 𝜏 +
1

2
∗ (
𝑣𝑛(𝑡 + 𝜏) − 𝑣𝑛(𝑡)

𝜏
) ∗ 𝜏2) ≤ 𝐿𝑛−1 

 

𝑣𝑛(𝑡) ≠ 0 

 

𝑆𝐻𝑛(𝑡) + 𝑣𝑛−1(𝑡) ∗ 𝜏 − (𝑣𝑛(𝑡) ∗ 𝜏 +
1
2
∗ (
𝑣𝑛(𝑡 + 𝜏) − 𝑣𝑛(𝑡)

𝜏
) ∗ 𝜏2)

𝑣𝑛(𝑡)
≤
𝐿𝑛−1
𝑣𝑛(𝑡)

 

 

𝑆𝐻𝑛(𝑡)

𝑣𝑛(𝑡)
≤
𝐿𝑛−1 − 𝑣𝑛−1(𝑡) ∗ 𝜏 + (𝑣𝑛(𝑡) ∗ 𝜏 +

1
2
∗ (
𝑣𝑛(𝑡 + 𝜏) − 𝑣𝑛(𝑡)

𝜏
) ∗ 𝜏2)

𝑣𝑛(𝑡)
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𝑇𝐻𝑛(𝑡) =
𝑆𝐻𝑛(𝑡)

𝑣𝑛(𝑡)

≤
𝐿𝑛−1 − 𝑣𝑛−1(𝑡) ∗ 𝜏 + (𝑣𝑛(𝑡) ∗ 𝜏 +

1
2
∗ (
𝑣𝑛(𝑡 + 𝜏) − 𝑣𝑛(𝑡)

𝜏
) ∗ 𝜏2)

𝑣𝑛(𝑡)

= 𝑇𝐻𝑛
𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙(𝑡) 

 

𝑇𝐻𝑛
∗(𝑡) ≤ 𝑇𝐻𝑛

𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙(𝑡) 

 

𝑃𝑐 = 𝑃 (𝑇𝐻𝑛
∗(𝑡) ≤ 𝑇𝐻𝑛

𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙(𝑡)) 

 

𝑇𝐻𝑛
∗(𝑡) ∽ 𝛮(𝑇𝐻𝑛(𝑡), 𝜎

2) 

 

𝑇𝐻𝑛
∗(𝑡) = 𝑇𝐻𝑛(𝑡) + 𝜎𝑍 

 

𝑃 (𝑇𝐻𝑛
∗(𝑡) ≤ 𝑇𝐻𝑛

𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙(𝑡)) = 𝑃 (𝑇𝐻𝑛(𝑡) + 𝜎𝑍 ≤ 𝑇𝐻𝑛
𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙(𝑡))

= 𝑃 (𝑍 ≤
𝑇𝐻𝑛

𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙(𝑡) − 𝑇𝐻𝑛(𝑡)

𝜎
) 

 

𝑃 (𝑍 ≤
𝑇𝐻𝑛

𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙(𝑡) − 𝑇𝐻𝑛(𝑡)

𝜎
) = Φ(

𝑇𝐻𝑛
𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙(𝑡) − 𝑇𝐻𝑛(𝑡)

𝜎
) 

 

𝑃𝑠 = 1 − 𝑃𝑐 = 1 −  Φ(
𝑇𝐻𝑛

𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙(𝑡) − 𝑇𝐻𝑛(𝑡)

𝜎
) 
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𝑈𝑠 =
𝑣𝑛(𝑡 + 𝜏)

1−𝛾

1 − 𝛾
 

 

𝑈𝑐 = −𝜔 ∗
𝑣𝑛(𝑡)

2∗(1−𝛾)

1 − 𝛾
 

 

𝐸𝑈 = 𝑃𝑠𝑈𝑠 + 𝑃𝑐𝑈𝑐  

 

𝐸𝑈 =
𝑣𝑛(𝑡 + 𝜏)

1−𝛾

1 − 𝛾
∗ (1 −  Φ(

𝑇𝐻𝑛
𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙(𝑡) − 𝑇𝐻𝑛(𝑡)

𝜎
)) 

+Φ(
𝑇𝐻𝑛

𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙(𝑡) − 𝑇𝐻𝑛(𝑡)

𝜎
) ∗ (−𝜔 ∗

𝑣𝑛(𝑡)
2∗(1−𝛾)

1 − 𝛾
) 

 

Φ(
𝑇𝐻𝑛

𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙(𝑡) − 𝑇𝐻𝑛(𝑡)

𝜎
) =

1

√2 ∗ 𝜋
∗ ∫ 𝑒−

𝑡2

2 𝑑𝑡

𝑇𝐻𝑛
𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙(𝑡)−𝑇𝐻𝑛(𝑡)

𝜎

−∞

 

 

𝑑 (
𝑇𝐻𝑛

𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙(𝑡) − 𝑇𝐻𝑛(𝑡)
𝜎

)

𝑑𝑣𝑛(𝑡 + 𝜏)

=

𝑑(
𝐿𝑛−1 − 𝑣𝑛−1(𝑡) ∗ 𝜏 + (𝑣𝑛(𝑡) ∗ 𝜏 +

1
2
∗ (
𝑣𝑛(𝑡 + 𝜏) − 𝑣𝑛(𝑡)

𝜏
) ∗ 𝜏2) − 𝑆𝐻𝑛(𝑡)

𝑣𝑛(𝑡) ∗ 𝜎
)

𝑑𝑣𝑛(𝑡 + 𝜏)

=
𝜏

2 ∗ 𝑣𝑛(𝑡) ∗ 𝜎
 

 

Leibniz's rule for differentiation under the integral sign 
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𝑑Φ(
𝑇𝐻𝑛

𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙(𝑡) − 𝑇𝐻𝑛(𝑡)
𝜎

)

𝑑𝑣𝑛(𝑡 + 𝜏)
=
𝑒−

(
𝑇𝐻𝑛

𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙(𝑡)−𝑇𝐻𝑛(𝑡)
𝜎

)

2

2 ∗
𝜏

2 ∗ 𝑣𝑛(𝑡) ∗ 𝜎

√2 ∗ 𝜋
 

=
𝜏 ∗ 𝑒−

(
𝑇𝐻𝑛

𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙(𝑡)−𝑇𝐻𝑛(𝑡)
𝜎

)

2

2

2 ∗ 𝑣𝑛(𝑡) ∗ √2 ∗ 𝜋 ∗ 𝜎
 

 

𝑑𝐸𝑈

𝑑𝑣𝑛(𝑡 + 𝜏)
= 𝑣𝑛(𝑡 + 𝜏)

−𝛾 ∗ (1 −  Φ(
𝑇𝐻𝑛

𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙(𝑡) − 𝑇𝐻𝑛(𝑡)

𝜎
)) 

+
𝑣𝑛(𝑡 + 𝜏)

1−𝛾

1 − 𝛾
∗

(

  
 
−
𝜏 ∗ 𝑒−

(
𝑇𝐻𝑛

𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙(𝑡)−𝑇𝐻𝑛(𝑡)
𝜎

)

2

2

2 ∗ 𝑣𝑛(𝑡) ∗ √2 ∗ 𝜋 ∗ 𝜎

)

  
 

 

+
𝜏 ∗ 𝑒−

(
𝑇𝐻𝑛

𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙(𝑡)−𝑇𝐻𝑛(𝑡)
𝜎

)

2

2

2 ∗ 𝑣𝑛(𝑡) ∗ √2 ∗ 𝜋 ∗ 𝜎
∗ (−𝜔 ∗

𝑣𝑛(𝑡)
2∗(1−𝛾)

1 − 𝛾
) = 0 

 

𝑣𝑛(𝑡 + 𝜏)
−𝛾 ∗ (1 −  Φ(

𝑇𝐻𝑛
𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙(𝑡) − 𝑇𝐻𝑛(𝑡)

𝜎
)) 

=
𝑣𝑛(𝑡 + 𝜏)

1−𝛾

1 − 𝛾
∗
𝜏 ∗ 𝑒−

(
𝑇𝐻𝑛

𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙(𝑡)−𝑇𝐻𝑛(𝑡)
𝜎

)

2

2

2 ∗ 𝑣𝑛(𝑡) ∗ √2 ∗ 𝜋 ∗ 𝜎
 

+
𝜏 ∗ 𝑒−

(
𝑇𝐻𝑛

𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙(𝑡)−𝑇𝐻𝑛(𝑡)
𝜎

)

2

2

2 ∗ 𝑣𝑛(𝑡) ∗ √2 ∗ 𝜋 ∗ 𝜎
∗ 𝜔 ∗

𝑣𝑛(𝑡)
2∗(1−𝛾)

1 − 𝛾
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𝑣𝑛(𝑡 + 𝜏)
−𝛾 ∗ (1 −  Φ(

𝑇𝐻𝑛
𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙(𝑡) − 𝑇𝐻𝑛(𝑡)

𝜎
)) 

= (
𝑣𝑛(𝑡 + 𝜏)

1−𝛾

1 − 𝛾
+ 𝜔 ∗

𝑣𝑛(𝑡)
2∗(1−𝛾)

1 − 𝛾
) ∗
𝜏 ∗ 𝑒−

(
𝑇𝐻𝑛

𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙(𝑡)−𝑇𝐻𝑛(𝑡)
𝜎

)

2

2

2 ∗ 𝑣𝑛(𝑡) ∗ √2 ∗ 𝜋 ∗ 𝜎
 

 

𝑣𝑛(𝑡 + 𝜏)
−𝛾 ∗ (1 −  Φ (

𝑇𝐻𝑛
𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙(𝑡) − 𝑇𝐻𝑛(𝑡)

𝜎
)) ∗ (1 − 𝛾)

𝑣𝑛(𝑡 + 𝜏)
1−𝛾 + 𝜔 ∗ 𝑣𝑛(𝑡)

2∗(1−𝛾)
 

=
𝜏 ∗ 𝑒−

(
𝑇𝐻𝑛

𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙(𝑡)−𝑇𝐻𝑛(𝑡)
𝜎

)

2

2

2 ∗ 𝑣𝑛(𝑡) ∗ √2 ∗ 𝜋 ∗ 𝜎
 

 

𝜏 > 0 

 

2 ∗ 𝑣𝑛(𝑡) ∗ √2 ∗ 𝜋 ∗ 𝜎 ∗ 𝑣𝑛(𝑡 + 𝜏)
−𝛾 ∗ (1 −  Φ (

𝑇𝐻𝑛
𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙(𝑡) − 𝑇𝐻𝑛(𝑡)

𝜎
)) ∗ (1 − 𝛾)

(𝑣𝑛(𝑡 + 𝜏)
1−𝛾 + 𝜔 ∗ 𝑣𝑛(𝑡)

2∗(1−𝛾)) ∗ 𝜏

= 𝑒−
(
𝑇𝐻𝑛

𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙(𝑡)−𝑇𝐻𝑛(𝑡)
𝜎

)

2

2  

 

Suppose  𝑣𝑛(𝑡 + 𝜏) = 0, 

1)  𝛾 = 0, 𝑣𝑛(𝑡 + 𝜏)
−𝛾 becomes 00, and it is undefined. 

2)  𝛾 > 0, 𝑣𝑛(𝑡 + 𝜏)
−𝛾 is infinity 
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3)  𝛾 < 0, 𝑣𝑛(𝑡 + 𝜏)
−𝛾 = 0, thus 

2∗𝑣𝑛(𝑡)∗√2∗𝜋∗𝑣𝑛(𝑡+𝜏)
−𝛾∗(1− Φ(

𝑇𝐻𝑛
𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙(𝑡)−𝑇𝐻𝑛(𝑡)

𝜎
))∗(1−𝛾)

(𝑣𝑛(𝑡+𝜏)
1−𝛾+𝜔∗𝑣𝑛(𝑡)

2∗(1−𝛾))∗𝜏
= 0, which conflicts with 

𝑒−
(
𝑇𝐻𝑛
𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙(𝑡)−𝑇𝐻𝑛(𝑡)

𝜎
)

2

2 > 0. 

Hence, 𝑣𝑛(𝑡 + 𝜏) ≠ 0. 

 

𝑙𝑛

(

  
 
2 ∗ 𝑣𝑛(𝑡) ∗ √2 ∗ 𝜋 ∗ 𝜎 ∗ 𝑣𝑛(𝑡 + 𝜏)

−𝛾 ∗ (1 −  Φ(
𝑇𝐻𝑛

𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙(𝑡) − 𝑇𝐻𝑛(𝑡)
𝜎 )) ∗ (1 − 𝛾)

(𝑣𝑛(𝑡 + 𝜏)1−𝛾 + 𝜔 ∗ 𝑣𝑛(𝑡)2∗
(1−𝛾)) ∗ 𝜏

)

  
 

= −
(
𝑇𝐻𝑛

𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙(𝑡) − 𝑇𝐻𝑛(𝑡)
𝜎 )

2

2
 

 

−2 ∗ 𝑙𝑛

(

  
 
2 ∗ 𝑣𝑛(𝑡) ∗ √2 ∗ 𝜋 ∗ 𝜎 ∗ 𝑣𝑛(𝑡 + 𝜏)

−𝛾 ∗ (1 −  Φ(
𝑇𝐻𝑛

𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙(𝑡) − 𝑇𝐻𝑛(𝑡)
𝜎 )) ∗ (1 − 𝛾)

(𝑣𝑛(𝑡 + 𝜏)1−𝛾 + 𝜔 ∗ 𝑣𝑛(𝑡)2∗
(1−𝛾)) ∗ 𝜏

)

  
 

= (
𝑇𝐻𝑛

𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙(𝑡) − 𝑇𝐻𝑛(𝑡)

𝜎
)

2

 

 

1 − Φ(
𝑇𝐻𝑛

𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙(𝑡) − 𝑇𝐻𝑛(𝑡)

𝜎
)  ≅ 1 

 

Φ(
𝑇𝐻𝑛

𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙(𝑡) − 𝑇𝐻𝑛(𝑡)

𝜎
) < 0.5 

 



Perception and Decision Making in Vehicle Following: Modelling, Calibration, Validation and Simulation 

132 

 

𝑇𝐻𝑛
𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙(𝑡) − 𝑇𝐻𝑛(𝑡)

𝜎
< 0 

 

−√−2 ∗ 𝑙𝑛 (
2 ∗ 𝑣𝑛(𝑡) ∗ √2 ∗ 𝜋 ∗ 𝜎 ∗ 𝑣𝑛(𝑡 + 𝜏)

−𝛾 ∗ (1 − 𝛾)

(𝑣𝑛(𝑡 + 𝜏)
1−𝛾 + 𝜔 ∗ 𝑣𝑛(𝑡)

2∗(1−𝛾)) ∗ 𝜏
) 

=
𝑇𝐻𝑛

𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙(𝑡) − 𝑇𝐻𝑛(𝑡)

𝜎
 

 

−√−2 ∗ 𝑙𝑛 (
2 ∗ 𝑣𝑛(𝑡) ∗ √2 ∗ 𝜋 ∗ 𝜎 ∗ 𝑣𝑛(𝑡 + 𝜏)

−𝛾 ∗ (1 − 𝛾)

(𝑣𝑛(𝑡 + 𝜏)
1−𝛾 + 𝜔 ∗ 𝑣𝑛(𝑡)

2∗(1−𝛾)) ∗ 𝜏
)

=
𝐿𝑛−1 − 𝑣𝑛−1(𝑡) ∗ 𝜏 + (𝑣𝑛(𝑡) ∗ 𝜏 +

1
2
∗ (
𝑣𝑛(𝑡 + 𝜏) − 𝑣𝑛(𝑡)

𝜏
) ∗ 𝜏2) − 𝑆𝐻𝑛(𝑡)

𝑣𝑛(𝑡) ∗ 𝜎
 

 

−𝑣𝑛(𝑡) ∗ 𝜎 ∗ √−2 ∗ 𝑙𝑛 (
2 ∗ 𝑣𝑛(𝑡) ∗ √2 ∗ 𝜋 ∗ 𝜎 ∗ 𝑣𝑛(𝑡 + 𝜏)

−𝛾 ∗ (1 − 𝛾)

(𝑣𝑛(𝑡 + 𝜏)
1−𝛾 + 𝜔 ∗ 𝑣𝑛(𝑡)

2∗(1−𝛾)) ∗ 𝜏
) 

= 𝐿𝑛−1 − 𝑣𝑛−1(𝑡) ∗ 𝜏 + (𝑣𝑛(𝑡) ∗ 𝜏 +
1

2
∗ (
𝑣𝑛(𝑡 + 𝜏) − 𝑣𝑛(𝑡)

𝜏
) ∗ 𝜏2) − 𝑆𝐻𝑛(𝑡) 

 

𝑆𝐻𝑛(𝑡) = 𝐿𝑛−1 − 𝑣𝑛−1(𝑡) ∗ 𝜏 + (𝑣𝑛(𝑡) ∗ 𝜏 +
1

2
∗ (
𝑣𝑛(𝑡 + 𝜏) − 𝑣𝑛(𝑡)

𝜏
) ∗ 𝜏2) 

+𝑣𝑛(𝑡) ∗ 𝜎 ∗ √−2 ∗ 𝑙𝑛 (
2 ∗ 𝑣𝑛(𝑡) ∗ √2 ∗ 𝜋 ∗ 𝜎 ∗ 𝑣𝑛(𝑡 + 𝜏)

−𝛾 ∗ (1 − 𝛾)

(𝑣𝑛(𝑡 + 𝜏)
1−𝛾 + 𝜔 ∗ 𝑣𝑛(𝑡)

2∗(1−𝛾)) ∗ 𝜏
) 

 

𝑆𝐻𝑛(𝑡) = 𝐿𝑛−1 − 𝑣𝑛−1(𝑡) ∗ 𝜏 + 𝑣𝑛(𝑡) ∗ 𝜏 +
𝜏

2
∗ (𝑣𝑛(𝑡 + 𝜏) − 𝑣𝑛(𝑡)) + 𝑣𝑛(𝑡) ∗ 𝜎 
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∗ √−2 ∗ 𝑙𝑛 (
2 ∗ 𝑣𝑛(𝑡) ∗ √2 ∗ 𝜋 ∗ 𝜎 ∗ 𝑣𝑛(𝑡 + 𝜏)

−𝛾 ∗ (1 − 𝛾)

(𝑣𝑛(𝑡 + 𝜏)
1−𝛾 + 𝜔 ∗ 𝑣𝑛(𝑡)

2∗(1−𝛾)) ∗ 𝜏
) 

 

𝑆𝐻𝑛(𝑡) = 𝐿𝑛−1 − 𝑣𝑛−1(𝑡) ∗ 𝜏 +
𝜏

2
∗ (𝑣𝑛(𝑡 + 𝜏) + 𝑣𝑛(𝑡)) + 𝑣𝑛(𝑡) ∗ 𝜎 

∗ √−2 ∗ 𝑙𝑛 (
2 ∗ 𝑣𝑛(𝑡) ∗ √2 ∗ 𝜋 ∗ 𝜎 ∗ 𝑣𝑛(𝑡 + 𝜏)

−𝛾 ∗ (1 − 𝛾)

(𝑣𝑛(𝑡 + 𝜏)
1−𝛾 + 𝜔 ∗ 𝑣𝑛(𝑡)

2∗(1−𝛾)) ∗ 𝜏
) 
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APPENDIX B: STATA CODE FOR DATA PROCESSING 

 

set more off 

gen dvelocitym=. 

local N=_N-1 

forvalues I=2/`N'{ 

 if id[`I']==id[`I'+1]&id[`I']==id[`I'1]&time[`I']==time[`I'1]+1 

     &time[`I']==time[`I'+1]-1{ 

     replace dvelocitym=(localym[`I'+1]-localym[`I'-1])/0.2 if _n==`I' 

     } 

} 

 

merge m:1 leader time using C:\THESIS\Estimation\Micro\0.1-

2secondsdifferenciatefromlocationthensmooth\Method\1Differenciatefromlocatio

n\3-3leaderinformationformergeusing.dta 

drop if _merge==2 

drop _merge 

sort id time 

 

gen dspacingm=. 

replace dspacingm=llocalym-localym 

 

set more off 
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gen reactiontime=. 

forvalues i=1/20{ 

    replace reactiontime=time+`i'  //anticipated velocity 

merge m:1 id reactiontime using C:\THESIS\Estimation\Micro\0.1-  

2secondsdifferenciatefromlocationthensmooth\Method\1Differenciatefromloca 

tion\3-5anticipatedvelocityformergeusing.dta 

    rename dvelocitym dvelocitym`i' 

    drop if _merge==2 

    drop _merge 

    sort id time 

} 

 

merge m:1 leader time using C:\THESIS\Estimation\Micro\0.1-

2secondsdifferenciatefromlocationthensmoothseparately-

supportedbypaper\2Smoothseparately\Method\3-3-2-

1leaderinformationformergeusing.dta 

drop if _merge==2 

drop _merge 

sort id time 

 

set more off 

gen reactiontime=. 

forvalues i=1/20{ 
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    replace reactiontime=time+`i'  //anticipated velocity 

merge m:1 id reactiontime using C:\THESIS\Estimation\Micro\0.1- 

2secondsdifferenciatefromlocationthensmoothseparately- 

supportedbypaper\2Smoothseparately\Method\3-3-2- 

2anticipatedvelocityformergeusingforeachvehicle.dta 

    rename sdvelocitym sdvelocitym`i' 

    drop if _merge==2 

    drop _merge 

    sort id time 

} 

 

set more off 

gen sdvelocitym=. 

local M=0   //the last row of previous vehicle group 

local T=_N  // total rows of all vehicle groups 

local L=1   // the first row of current vehicle group 

local H=0   // the last row of current vehicle group 

while `H'!=`T'{ 

    local N=1  // counter of rows of current vehicle group 

    while id[`M'+`N']==id[`M'+`N'+1]&time[`M'+`N']==time[`M'+`N'+1]-1 

    {   //smooth for each vehicle in consecutive time supported by the paper 

          local N=`N'+1 

} 
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    local H=`M'+`N' 

    forvalues I=`L'/`H'{ 

    local D=min(30,`I'-`M'-1,`H'-`I') 

    //30=3*10(delta=smoothing width) 

    //10=1(T=smoothingtimes)/0.1(dt=time interval) 

    scalar nu=0 

    scalar de=0 

    local X=`I'-`D' 

    local Y=`I'+`D' 

    forvalues J=`X'/`Y'{ 

        scalar nu=nu+dvelocitym[`J']*exp(-abs(`I'-`J')/10)  //delta=10 

        scalar de=de+exp(-abs(`I'-`J')/10)   //delta=10 

    } 

    replace sdvelocitym=nu/de if _n==`I' 

} 

local M=`H'   // update the last row 

local L=`M'+1  // update the first row 

} 

 

set more off 

gen slocalym=. 

local M=0   //the last row of previous vehicle group  

local T=_N  // total rows of all vehicle groups 
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local L=1   // the first row of current vehicle group 

local H=0   // the last row of current vehicle group 

while `H'!=`T'{ 

local N=1  // counter of rows of current vehicle group 

while id[`M'+`N']==id[`M'+`N'+1]&time[`M'+`N']==time[`M'+`N'+1]-1{ 

//smoothen for each vehicle and consecutive time 

    local N=`N'+1 

} 

local H=`M'+`N' 

forvalues I=`L'/`H'{ 

    local D=min(15,`I'-`M'-1,`H'-`I')  //delta=0.5/dt=5 

    scalar nu=0 

    scalar de=0 

    local X=`I'-`D' 

    local Y=`I'+`D' 

    forvalues J=`X'/`Y'{ 

        scalar nu=nu+localym[`J']*exp(-abs(`I'-`J')/5)   //delta=5 

        scalar de=de+exp(-abs(`I'-`J')/5)   //delta=5 

    } 

    replace slocalym=nu/de if _n==`I'   //1second smoothing width 

} 

local M=`H'   // update the last row 

local L=`M'+1  // update the first row 
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} 

 

merge 1:1 id time using 3-4-2lengthinformation.dta 

 

keep if sdspacingm>llengthm 
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APPENDIX C: STATA CODE FOR MODEL 

CALIBRATION 

 

set more off 

gen nclass=. 

gen nlclass=. 

replace nclass=1 if lengthm>2.0574&lengthm<=6.7056 

replace nclass=2 if lengthm>6.7056 

replace nlclass=1 if llengthm>2.0574&llengthm<=6.7056 

replace nlclass=2 if llengthm>6.7056 

gen headway=sdspacingm/sdvelocitym 

gen I=. 

gen Obs=. 

gen R2=. 

gen RMSE=. 

gen Sigma_iv=. 

gen Sigma=. 

gen Sigma_se=. 

gen Sigma_t=. 

gen Sigma_pvalue=. 

gen Gamma_iv=. 

gen Gamma=. 

gen Gamma_se=. 
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gen Gamma_t=. 

gen Gamma_pvalue=. 

gen W_iv=. 

gen W=. 

gen W_se=. 

gen W_t=. 

gen W_pvalue=. 

keep if nclass==1&nlclass==1&sdvelocitym!=0&headway>=1&headway<=3 

forvalues i=1/20 { 

    preserve 

    keep if sdvelocitym`i'!=.&sdvelocitym`i'!=0 

    local N=_N 

    set obs `N' 

    set seed 1234 

    gen rn=runiform() 

    keep if rn>0.3 

    local n=`i' 

    local t=`i'/10 

    local rmse=10 

    local Sigma=1 

    local Gamma=0.5 

forvalues W=500(500)15000 { 

    capture nl(sdspacingm=0.5*(sdvelocitym`i'-sdvelocitym)*`t'+llengthm- 
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    (lsdvelocitym-sdvelocitym)*`t'+sdvelocitym*{sigma}*sqrt(- 

    2*ln(sdvelocitym`i'^(-{gamma})*(1- 

    {gamma})*sqrt(2*3.1415926)*2*sdvelocitym*{sigma}/((sdvelocitym`i'^(1- 

    {gamma})+{w}*sdvelocitym^(2-2*{gamma}))*`t')))), iter(100) in(sigma  

    `Sigma' gamma `Gamma' w `W') 

    if e(converge)==1&_rc!=480 { 

        if e(rmse)<`rmse' { 

            local obs=e(N) 

            local r2=e(r2) 

            local rmse=e(rmse) 

            local sigmaiv=`Sigma' 

            local gammaiv=`Gamma' 

            local wiv=`W' 

            local sigma=_b[/sigma] 

            local gamma=_b[/gamma] 

            local w=_b[/w] 

            local sigmase=_se[/sigma] 

            local sigmat=`sigma'/_se[/sigma] 

            local sigmapvalue=2*ttail(e(df_r),abs(`sigma'/_se[/sigma])) 

            local gammase=_se[/gamma] 

            local gammat=`gamma'/_se[/gamma] 

            local gammapvalue=2*ttail(e(df_r),abs(`gamma'/_se[/gamma])) 

            local wse=_se[/w] 
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            local wt=`w'/_se[/w] 

            local wpvalue=2*ttail(e(df_r),abs(`w'/_se[/w])) 

        } 

    } 

} 

restore 

capture { 

    replace I=`i' in `n' 

    replace Obs=`obs' in `n' 

    replace R2=`r2' in `n' 

    replace RMSE=`rmse' in `n' 

    replace Sigma_iv=`sigmaiv' in `n' 

    replace Sigma=`sigma' in `n' 

    replace Sigma_se=`sigmase' in `n' 

    replace Sigma_t=`sigmat' in `n' 

    replace Sigma_pvalue=`sigmapvalue' in `n' 

    replace Gamma_iv=`gammaiv' in `n' 

    replace Gamma=`gamma' in `n' 

    replace Gamma_se=`gammase' in `n' 

    replace Gamma_t=`gammat' in `n' 

    replace Gamma_pvalue=`gammapvalue' in `n' 

    replace W_iv=`wiv' in `n' 

    replace W=`w' in `n' 
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    replace W_se=`wse' in `n' 

    replace W_t=`wt' in `n' 

    replace W_pvalue=`wpvalue' in `n' 

} 

} 
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APPENDIX D: STATA CODE FOR MODEL VALIDATION 

 

set more off 

gen nclass=. 

gen nlclass=. 

replace nclass=1 if lengthm>2.0574&lengthm<=6.7056 

replace nclass=2 if lengthm>6.7056 

replace nlclass=1 if llengthm>2.0574&llengthm<=6.7056 

replace nlclass=2 if llengthm>6.7056 

gen headway=sdspacingm/sdvelocitym 

gen RMSE=. 

gen R2=. 

keep if nclass==2&nlclass==2&sdvelocitym!=0&headway>=1&headway<=5 

local i=6 

keep if sdvelocitym`i'!=.&sdvelocitym`i'!=0 

local N=_N 

set obs `N' 

set seed 1234 

gen rn=runiform() 

keep if rn<=0.3 

local t=`i'/10 

local sigma=1.412753 

local gamma=.67014921 
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local w=2.665385 

gen espacingm=0.5*(sdvelocitym`i'-sdvelocitym)*`t'+llengthm-(lsdvelocitym-

sdvelocitym)*`t'+sdvelocitym*`sigma'*sqrt(-2*ln(sdvelocitym`i'^(-`gamma')*(1-

`gamma')*sqrt(2*3.1415926)*2*sdvelocitym*`sigma'/((sdvelocitym`i'^(1-

`gamma')+`w'*sdvelocitym^(2-2*`gamma'))*`t'))) 

egen Mean=mean(sdspacingm) 

egen SSM=total((espacingm-Mean)^2) 

egen SST=total((sdspacingm-Mean)^2) 

egen SSR=total((espacingm-sdspacingm)^2) 

count if rn<=0.3 

local RN=r(N) 

replace RMSE=sqrt(SSR/`RN') 

replace R2=SSM/SST 

 

 

 

 

 

 

 

 

 

 



Perception and Decision Making in Vehicle Following: Modelling, Calibration, Validation and Simulation 

147 

 

APPENDIX E: C++ CODE FOR MODEL SIMULATION 

 

//My CF model 

bool behavioralModelParticular::evaluateCarFollowing(A2SimVehicle *vehicle, 

double &newpos, double &newspeed) 

{ 

    double speed = vehicle->getSpeed(vehicle->isUpdated()); 

    double offset = -1; 

    A2SimVehicle *vleader = vehicle->getLeader(offset); 

    double leaderlength = vleader->getLength(); 

    double length = vehicle->getLength(); 

    double leaderspeed = vleader->getSpeed(vleader->isUpdated()); 

    double spacing = vleader->getPosition(vleader->isUpdated()) –  

                                vehicle->getPosition(vehicle->isUpdated()); 

    double gap = spacing - leaderlength; 

    newspeed = vehicle->getAimsunCarFollowingSpeed(); 

    if (gap >= 3 && gap <= 50 && leaderspeed >= 1 && leaderspeed <= 20  

    && speed >= 1 && speed <= 20) { 

        if (length >= 2.0574&&length <= 6.7056) { 

            if (leaderlength >= 2.0574&&leaderlength <= 6.7056 && 5 * gap + 3 *  

            leaderspeed + 5 - 10 * speed > 0 && 0.532*gap + 0.319*leaderspeed –  

            2.107 - speed < 0) { 

                double t = 0.6; 
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                double s = 1.047; 

                double r = 0.725; 

                double w = 3.476; 

                newspeed = (2 / t)*(spacing - speed * s*sqrt(-2 * log(5.01326*s*(1 - r)  

                / ((1 + w * pow(speed, 1 – r))*t))) - leaderlength) + 2 * leaderspeed –  

                speed; 

            } 

            if (leaderlength > 6.7056&&0.44*gap + 0.22*leaderspeed + 0.92 –  

            speed > 0 && 2 * gap + leaderspeed - 5 - 4 * speed < 0) { 

                double t = 0.5; 

                double s = 1.538; 

                double r = 0.65; 

                double w = 4.559; 

                newspeed = (2 / t)*(spacing - speed * s*sqrt(-2 * log(5.01326*s*(1 - r)  

                / ((1 + w * pow(speed, 1 - r))*t))) - leaderlength) + 2 * leaderspeed –  

                speed; 

            } 

        } 

        if (length > 6.7056) { 

            if (leaderlength >= 2.0574&&leaderlength <= 6.7056&&0.476*gap +  

            0.238*leaderspeed + 0.954 - speed > 0 && 0.495*gap +  

            0.2475*leaderspeed - 0.96 - speed < 0 && speed >= 1.1) { 

                double t = 0.5; 
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                double s = 1.217; 

                double r = 0.512; 

                double w = 4.929; 

                newspeed = (2 / t)*(spacing - speed * s*sqrt(-2 * log(5.01326*s*(1 - r)  

                / ((1 + w * pow(speed, 1 - r))*t))) - leaderlength) + 2 * leaderspeed –  

                speed; 

            } 

            if (leaderlength > 6.7056&&0.526*gap + 0.3156*leaderspeed + 1.0024 –  

            speed > 0 && 0.476*gap + 0.238*leaderspeed - 0.236 - speed < 0) { 

                double t = 0.6; 

                double s = 1.413; 

                double r = 0.67; 

                double w = 2.665; 

                newspeed = (2 / t)*(spacing - speed * s*sqrt(-2 * log(5.01326*s*(1 - r) 

/ ((1 + w * pow(speed, 1 - r))*t))) - leaderlength) + 2 * leaderspeed - speed; 

            } 

        } 

    } 

    newpos = vehicle->getPosition(vehicle->isUpdated()) + newspeed *  

    getSimStep(); 

    return true; 

} 
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