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Abstract 

Technical analysis is the study of market movements, primarily through the use 

of past prices and volumes, for the purpose of forecasting future price trends. 

Despite its popularity among practitioners, academics tend to be skeptical about 

its true usefulness. One of the major reasons is that it lacks a theoretical basis 

in finance theory. Alt.hough there is increasing empirical cviclcncc in favor of its 

cffoctivcncss, the empirical debate remains unsettled, meamvhilc the progress on 

strengthening its theoretical basis is relatively slow. To understand b etter tech­

nical analysis as an important and popular investment tooL this thesis aims to 

further tie technical analysis to modem fo1ance theory in an attempt to tighten 

this gap in the literature. This thesis includes two chapters that study portfolio 

choice problems and two additional chapters that study asset pricing problems , in 

which invest.ors make! strategic use of information from technical analysis, specif­

ically the moving averages. Our model approach provides several new insights to 

the field. \Ve develop a model to exan1ine the effects of the uncertain predictive 

power of moving averages on portfolio choice. \Ve find that investors accounting 

for such unccrLainty allocate substa.nt.ially kss wealth to stocks and arc more con­

servative in market timing for longer horizons. Furthermore, the utility loss of 

ignoring this uncertainty can be sizable and increases with horizon at an increas­

ing rate. \Ve present another portfolio choice 1nodel to theoretically illustrate that 

moving averages can be useful for investment ,vhen stock returns are conelated. 
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\Vr, also formulat,r, an a.-;sr,i, pricing modr,l and propose: some: pla usible r,quilibr ia 

in which future prices can be predicted by moving averages. This model provides 

a theoretical basis for some recent empirical findings that moving averages have 

predictive power. \Ve further formulate a similar asset pricing model v.rhich en1-

phasizes development of estimation and testing strategies to empirically test t he 

proposed equilibria. Using S&P ,'500 index and dividend data for t he period .Jan­

uary 1871 to Dr.ccmbcr 2015, we: rmpirically rrjcct !hr p ossibility that. invrs tors' 

trcmd following behavior is the driver of the stock markd in t he long run . 

:3 



7 March 2017

(Jrigi11ali t:Y S tatc111c11t 

'I hereb~,- declare that this submission is m, own work and to the best of m\- knowl­

edge it contains no materials previousl~,- published or written b:v another person, 

or substantial proportions of material which have been accepted for the award 

of am other dele;ree or diploma at U:XS1\" or am other educational institution, 

e,:cept where due acknowled,::;ement is made in the thesis .. \_n, contribution made 

to the research b:v others, with whom I have worked at UI\S\Y or elsewhere, is 

explicitb- acknowled,::;ed in the thesis. I also declare that the intellectual content 

of the thesis is the product of m~- own work, e:-:cept to the extent that assistance 

from others in the project's desi_:::J1 and conception or in st;,-le, presentation and 

lin::;uistic expression is acknowled::;ed.' 

Sie>;ned: Tsz '\\"ane>; Ewon·::-

Date: 

4 



7 March 2017

c:~opyrigl1t a11cl D_LL\I Statc111c11t 

'I hereb, :::;rant the U niversit,· of I\ ew South Y1'ales or its ae:;ents the rie:;ht to archive 

and to make available m:,· thesis or dissertation in whole or part in the University 

libraries in all forms of media, now or here after known, subject to the provisions 

of the Cov,ril':ht A.ct 1•)1: •. s. I retain all proprietar:,· ri::::hts, such as patent ric;hts. I 

also retain the ri,::;ht to use in future works (such as articles or books) all or part 

of this thesis or dissertation. 

I also authorise U niversit:, :- Iicrofilms to use the .350 word abstract of m:, thesis 

in Dissertation .\bstracts International ( this is applicable to doctoral thesis onl:,'). 

I have either used no substantial portions of cop:1.Tight material in m, thesis or 

I have obtained permission to use cop:,ri:::·ht material; where permission has not 

been ,:,;ranted I have applied/will appl, for a partial restriction of the di_e:·ital cop, 

of m:, thesis or dissertation.' 

Si.:2:naturc: Tsz 1Yan.e:: Ewon::c: 

Date: 

0 



7 March 2017

_i\_ ll tl1c11tici (y S tatc111c11t 

'I certif, that the Libran' deposit di;::;ital cop:v is a direct equivalent of the final 

officiall~,- approved version of m~,- thesis. ~'fo emendation of content has occurred 

and if there arc any minor variations in formattinc, the,' arc the result of the 

conversion to di-:,ital format.' 

Si::,:nature: Tsz ·wan'/ Ewong, 

Date: 



Acknowledgements 

I ,vould like to thank all those people who made this thesis p ossible and an un­

forgettable experience for me. 

First of all , I would like to express my gratitude to my three supervisors, Prof 

David Ii'ddman, Dr David Colwell, and Dr Christopher G ibbs , who offered their 

continuous advice and encouragement. throughout. the course of this thesis. 

I am particularly thankful to rny parents for t heir love and patience. I next wish 

to thank my sworn brother for hi s emot ion a l support in my tough ti mes. I am so 

blessed to have them in my life. 

Finally, my very sincere r.hanks r.o my friends and colleagues for making my life 

colorful during my PhD study. Thank you indeed for all the wonderful memories 

you mad e for me. 

7 



Contents 

1 Introduction 

1.1 In1.rod11r:t.ion 

1.1.1 Motivation for the Study 

1.1.2 Aim and Scope ..... 

1.1.:3 Significance of the Study 

1.1.4 Structure oft he 'f'lt esis 

1.2 References .... . ..... . 

2 Technical Analysis with Uncertain Predictive Power: 

on Portfolio Choice 

2.1 Int.roclnction 

2.2 Bac:kg:round 

2.:3 The :rviodcl . 

2.:3.1 The Basic Setting . 

2.:3.2 The Investor 's Optimization Problem 

2.:3.:3 The Invest or's h1ference Problem .. 

2.4 Data, :Model Calibration, and Some Empirical Facts . 

2.5 Analysis and Results . . . . . . . . . . . . 

2 .G. l Mean and Variance Decompositions 

2.5.2 Horizon Effect and Hedging Demand 

8 

12 

12 

14 

14 

15 

Fi 

17 

The Effects 

19 

20 

24 

26 

26 

29 

:31 

:35 

:38 

:38 

4;3 



�

�

�

L

�



4 A Dynamic Model of Asset Prices and Technical Forecasting w ith 

Moving Averages 108 

4.1 Introduction 109 

4.2 The :tvlodel . 11:3 

1.2.1 The Basic Setting . 11 3 

4.2.2 Log-Linearized Economic System ll i'> 

4.:3 Equilibrium Analysis . . . . . . . . . . . 117 

4.:3.1 A Benchmark Rational Expect.at.ions Equilibrium 117 

4.:3.2 Least-Squares Learning and Expectational Stability 119 

4.:3.:3 A Self-Confinning Equilibrimn . . . . . . . . . . 120 

,J.:3A Leama.bility of the Self-Confirming Equilibrium 121! 

4.:3.5 Technical Forecasting ,vith lvloving Averages . . 126 

4.:3.6 Technical Forecasting and Two Rc~strictcd Percept.ions Equi-

libria . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1:31 

4.:3.7 Learnability of the Two Restricted Perceptions Equilibria 1:34 

4.4 Cm1clusicm 

4.i5 References 

1:38 

140 

5 Estimation of a Dy na mic Model of Asset Prices and Technical 

Forecasting with Moving Averages 145 

5 .1 Int.rod nction 146 

5.2 The Modd . 149 

5.3 

5.4 

G.2.1 T hc1 Basic Set.ting . 

5.2.2 Log-Linearized Economic System 

5.2.:3 A Rational Expectations Equilibrimn 

5.2A A Restricted Perceptions J-:,quilibrium 

Estimating the l\fodel . 

T(~sr,ing t.lw Model . . . 

10 

149 

L:51 

152 

I 5:3 

157 

160 



0.0 

5.6 

5.7 

5.8 

5.4.l Testing the Overickntily ing Resl.ric:Lions ......... . 

5.4.2 Comparing ivlodcl Explanatory Powers under the REE and 

the RPE . 

Empirical Results 

5.5.1 Obtaining Detrended Data and Relevant Tests 

5.5.2 Estimating the Dividend lvlodel Parameters 

f>.5. :3 Est,inrn..Ling the Stmct.ural Parameters . 

Testing thc1 :Model . . . . . . . . . . . . . . . . 

5.6.1 Testing the Overidenti(ying Restrictions 

5.6.2 Comparing ivlodel Explanatory Powers under the REE and 

the RPE ...................... . 

Extension: Technical Forecasting with :Moving Averages . 

Discussion 

ii.9 Conclusion . 

5.10 Appendi.x 

5.11 References 

6 Conclusion 

11 

160 

161 

16:3 

16:3 

167 

168 

169 

169 

170 

171 

176 

177 

178 

180 

184 



Chapter 1 

Introduction 

1.1 Introduction 

Technical analysis i!:i the !:itudy of market 1novemenb, primarily through the use 

of past prices and volumes, for the purpose of forecasting future price trends. 

Several techniques and tools in t echnical analysis, most notably moving averages 

and char! ing , have br.r.n widr.ly 11sr.d by prac:1.i1.ioners. :Murphy (1999) s11mma­

rizcs that. there arc three rationales for technical analysis. First., it. is b elieved 

that price act.ions reflect shift.s in demand and supply. As a result, prices should 

contain important information about future movements of that market . Second, 

it is a lso beli eved that prices move in trends. In ot her words, prices are more 

likely to move in the same direction until they reverse. Therefore, t rying to detect 

the beginning of a. t.rr.nd or a prier. rr.vr.rna.l is the primary object.i vc of tedrnical 

analysis. Third, t.cchnical invest.ors believe that history repeats itself that many 

price chart patterns are results of human psyd10logy, which are unlikely to change 

from generation to generation. Thus, in some sense the fut ure is considered just 

a repetition of the past. 

12 



However, clespil.c the pop11larity of technical analysis among practitioners , ar:a­

dcmics tend to be skeptical about its true usefulness. Following Zhu and Zhou 

(2009), the follmving three rea.'lons may explain this attitude towards technical 

analysis. The first reason is that there are limited theoretical studies to j usti(~, 

why technical analysis can have value under certain c::om!itions. \Vhile t here are 

theoretical models, notably noisy rational ex pectations models (see, e.g. \Vork­

ing, 1958; Brown and .Jennings, 1989; \Vang , 199:3) and foxlba.ck modds (sec, 

e.g. De Long et al., 1990; Shlcifor and Summers , 1990) , showing past prices or 

volumes are useful for forecasting future pril:es, they are not closely tie to the ac­

tual techniques and tools used in technical analysis. There is also a literature on 

heterogeneous agent models (see, e.g. Brock am! TTommes, 1997, 1998; Boswijk et 

al. 2007; Hommcs, 201 :3) studying the impacts of different t rading or forecasting 

rules on asset prices, hmvcvcr, the primary objective is to replicat e stylized facts 

of financial time series and thus these studies arc empirically orim1ted. 

The second reason is that the efficient market hypothesis used to be so widely 

accepted that many academics used to posit t hat share prices should exhibit no 

serial dependr.ncies, meaning that past prices should be 11sdess to foreca.st fut.ure 

prices. Alt.hough there is nmv ample evidence that the stock market is indeed 

predictable, in the sense that future stock returns are correlated v,ith the current 

values of smne observable economic variables, how such predictability allmvs for 

the usefuln ess of technica l analysis is not well investigated. T he third reason is 

that empirical findings are mixed and inconclusive. Indeed, it is not uncommon 

that later studies challenge the statistical validity of previous results. At this 

stage, ir. is unlikely r.hat. the statistical debate on the usefulness of technical anal­

ysis ·will be settled soon. 



1.1.1 Motivation for the Study 

Although there is increasing empirical evidence for the usefulness of technical 

analysis (see, e.g. Brock, Lakonishok, and LeBaron, 1992; Han, Yang, and Zhou, 

201 :3: Neely et al., 20H), the progress on strengthen ing its t heoretical basis is 

relatively slow. In particular, little attention has been paid to the strategic use 

of informal.ion gr.nerat.ed by tr.drnical analysis on portfolio dwicr. a.nd how assc! 

prices arc dynamically affected by investors' use of such information. Previous 

studie8 assessing the effectiveness of technical analy8is commonly assume that in­

vestors use an "all-or-nothing" approach, namely investing 100% of wealth into 

the stock when the teclmic:al trading rule says buy but nothing othenvise. This 

is a naive w:;r, of informal.ion from Lcchnir:al analysis in the sr.nsr, Lhat. this wonld 

be too risky for risk-avc'rsc inve~stors, who would not prefer great fluctuations in 

wealth. For asset pricing studies, there arc only a handful of dynamic models 

admitting equilibrium prices as a function of t echnical indicators in closed-form . 

t loreover, it appea.rs tha.t most asset pricing models are confined to solving for a. 

market equilibrium but fall short in providing a mechanism hmv the prices adjust 

to that. r.qnilibri1un. Considr.rr.cl how rr.lr.vant. ancl import.ant Lcchnir:al analysis is 

for real-world investment, there is a need to promote more theoretical studies in 

the literature . 

1.1.2 Aim and Scope 

Follov,ing the foot.steps of some recent attempts, see, e.g. Zhu and Zhou (2009) 

and Zhou a.ml Zhu (201:3) , this thesis aims to furth er tie t echnical analysis to 

modern finan ce theory in an attempt to tighten this gap in the literature. Unfor­

tunately, due to the analytical nature of our st.udie!s, we have! to restrict our atten­

tion to the moving avmagcs, which arc more mathematically tractable1 relative to 

14 



thr information visually drducrd from charting pal.trrns. Although focusing only 

on moving averages may appear to be narrow, moving averages arc undoubtedly 

among the most popular and easy-t.o-use classes of technical trading rules. 1.fore­

over, acade1nically, the seminal work by Brock, Lakonishok, and LeBaron (1992) 

stimu lat.es much subsequent research on the effectiveness of moving averages as 

an investment tool. Therefore, moving averages are in their own right practically 

and academically important. 

1.1.3 Significance of the Study 

This thc1sis attempts r.o contribute to the literature in several ways. First. , it 

provides new insights to the field through studying technical analysis in the per­

spectives of asset pricing and portfolio choice. Second, it demonstrates various 

modelling and solution techniques in different asset pricing and p ortfolio choice 

problrms . Thinl, also as the intended outcome of this thesis , it helps promote 

building a stronger t.hcorctic:al basis for t.hc use of technical analysis as an invest­

ment, tool. 

1.1.4 Structure of the Thesis 

This thesis consists of five further chapters. "\Vhile the next four chapters are 

structured as standalone research papers, they c:rn be conceptually separated into 

two parts: the next two chapters study portfolio choice problems and the further 

nrxl. two cha.plc:rs sl tHly asset pricing problr ms. In Chap! rr 2, we drvrlop a. model 

to examine the effects of the unc:crt.ain predictive power of moving averages on 

portfolio choice. This chapter is characterized by an investor who uses a Bayesian 

approach to continuously infer useful information from moving-average signals for 

15 



inv<:sl mrn1.. In ChapL<:r :3, wr pr<:s<:nt anoLlwr portfolio choicr modd Lo thro­

rctically illustrate that. moving averages can be useful for investment. when stock 

returns are correlated. \Ve show that moving-average based portfolio strategies 

are more profitable than strategies ignoring time-varying invest ment opportuni­

ties. 

In Chaptrr 4, wr present an assct. pricing modcl Lo rkmonsLrat<: the pr<:dicLive 

power of moving averages on future stock prices as an equilibrium phenomenon . 

This model is charaderized by a representative investor who formulates forecasts 

of future stock prices based on different sources of information, one of v.:hich is 

moving averages. Such forecasts then in tum affect equilibrium prices. Differ­

ent equilibria arc therefore obtained by imposing different assumptions on t he 

investor's forecasting rule. \Ve then assess the st.ability of these equilibria and 

comment on their plausibility. In C hapter ii, we formu late anmhcr asset pricing 

model based on that of Chapter 4 but v.:ith i1nportant modifications. Unlike the 

analytica.1 study in the previous chapter, emphasis is instead put m1 devel oping 

estimation and testing strategies to examine ,vhether t he proposed equilibria are 

empirically supported. The general s1.rategy is that we can make 11sc of a se1 

of orthogonality conditions implied by r.hc equilibrium pricing equation and the 

investor 's forecasting rule for GMlvI estimation. Using S&P 500 index and d ivi­

dend data for the period January 1871 to December 2015, we empirically rej ect 

the possibility that investors' trend followin g behavior is the driver of the stock 

market in the long run. Finally, Chapter 6 summa.rizes and concludes this thesis. 

16 
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Chapter 2 

Technical Analysis with Uncertain 

Predictive Power: The Effects on 

Portfolio Choice 

Deviating from a conventional st atistical testing approach, ,ve analyze the eco­

nomic: relevance of technical analysis. Spceifically, we assess how unccrt.aint.y in 

the predictive power of moving average signals affects investors' portfolio choice . 

Calibrating our model with CRSP index data, we find that investors account ing 

for such uncertainty allocate subst ant ially less to stocks and are more conservative 

in market t iming for longer horizons. Furthermore, t he utility loss of ignoring this 

uncertainty can b e sizable and increases with horizon at an increasing rate . 
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2.1 Introduction 

"\Vhcn an investor receives a "buy" signal from a technical trading rule, how much 

should he trust this signal and adjust his allocations to stocks? The literature pro­

vides limited guidance to answer this question because it is comm<:rn ly assu med 

that investors use a naive "all-or-nothing" strategy, namely allocating 100% of 

weall.h l.o stocks whenever Lhey observe a lrny signal b11L nol.hing otherwise. This 

a.':isnmption, however, is unrealistic because it overlooks at. lca.':it. two important 

issues. 

First. investors do not necessarily have strong faith in teclmical analysis and t hus 

bet.ting entire wealth on a. buy signal is far too risky. Aft er all , empirical findings 

of ir.s usefulness arc mixed and inconclusive. Early studies arc generally skep­

tical about its usefulness and this perhaps develops a preconception about this 

investment tool (see, e.g., Famrna and Blume, 1966; J ensen and Beningt on , 1970). 

Although later studies increasingly provide encouraging evidence (see, e.g., Brock , 

Lakonishok, and LeBa.ron, 1992; Lo, f\..famaysky, and \Vang , 2000; Ilan , Yang , and 

Zhou, 20B; Neely el al., 2014), its Lrnc rffec:Livrncss is still in debate (sec, e.g. , 

Allen and Karjalaincn, 1999: Ready, 2002; Bajgrowicz and Scaillet, 2012) . 

Second and more i1nport antly, investors' allocations to st ocks should be optimally 

chosen in a utility ma:x.imi,mtion framework: an investor's optimal allocation may 

depend on, for example, his degree of risk aversion, wealt h level, prior belief 

and curren( assessment. of (.he prrdic!.ivc power of I.he trading rnlr. \Vhrn stock 

returns arc deemed t o hc1 predict.able, his investment. horizon may be also relevant . 

Failing to account for these two issues, the a.d hoc "all-or-not hing" assumption is 

unlikely t o refiect, a legitimate use of tedrnica.l analysis. fo t his articl e, we study 

20 



portfolio choice with technical analysis in a utility maximization framework, with 

an emphasis on how uncertainty in the predictive po,ver of technical analysis 

affects portfolio choice. Specifically, we consider an investor who uses a linear 

prediction model to forecast stock returns with zero-one moving average signals. 

Uncertainty in predictive power is then formulated as an unknown slope para.m­

eter. We assume that the investor uses a simple Bayesian approach1 to update 

prior beliefs about the model parameters and then incorporates the precision of 

the estimates into his expected ut ility. He then chooses how to allocate his wealth 

optimally, between a risk-free asset and a risky stock, by maJ..imizing expected 

utility. This optimization problem is commonly called portfolio choice with pa­

rameter 1tncertainty, and the uncertainty in model parameters is called estimation 

risk. 

This article contributes to the analysis and understanding of portfolio choice with 

technical analysis. First, we develop a model to examine t he effects of uncertain 

predictive power of moving average signals on portfolio choice. Second, we derive 

an approximate solution for t he optimal allocation to stocks. Third, we develop a 

simple numerical procedure to account for and decompose estimation risk. Fourth, 

calibrating the model with real data, we show that shorter horizon investors (say, 

no more t han five years) bear little utility loss even if they ignore estimation risk. 

By contrast, such utility loss is sizable for investors with longer horizons. This 

finding helps explain why short-term speculators appear to use technical analysis 

with less scepticism. 

1 There are alternative econometric approaches to tackle estimation risk, for example, out­
of-sample testing, correction factors, and randomization methods such as bootstrapping and 
Monte Carlo simulation. However, choosing the most appropriate approach is beyond the scope 
of this article. 
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Although there is limited research dircr:t.ly addressing our topic, we do gd some 

insights from the literature. The effects of uncertain return predictability on port­

folio choice are studied by, for example, Stambaugh (1999), Barberis (2000) , and 

Xia (2001) . These studies illustrate that in general ignoring estimation risk results 

in a substantial opportu11ity cost to the investor. \Ve, hc:nvever, co11sider tecln1i­

cal signals rather than the dividend yields prominently studied in t he literature, 

and we show that it is more ma.thematically challenging to account, for estima­

tion risk in this framework. This is because the law of motion of the predictive 

variable, namely the technical signals, is implicitly determined by the return pre­

diction model itself ( as a function of past stock prices) . Therefore, the same source 

of estimation risk, namely l1a:vi11g u11 k11own parameters i11 t he prediction model, 

con curren tly affect s the forecasts of future returns and t echnical signals. This re­

cursive structure implies some important differences to that of other sr.udics when 

the law of motion of divid<md yields is ind<1pcndent of the return prediction model. 

Zhu and Zhou (2009) develop a. model to justi(y why t ech11ic:al a11a.lysis , specifi­

cally the moving average trading rule, can provide useful information for portfolio 

choice. Om model approach differs from t.hcirs in that. we explicitly 11sc a predic­

tion model t.o represent. the investor's perceived lmv of motion for returns and he 

continuously updates t he model parameters to make conditional forecasts. Based 

on a sin1ilar conceptual framework to t hat of Zhu and Zhou (2009) , Zhou, Zhu , 

and Qiang (2012) test th eir one-period moving average strategies and find t hat 

they outperform other strategies that disregard the usefulness of moving averages . 

\Ve instead consider an investor who rebalances continuously and shift t he focus 

to study the effects of estimation risk on portfolio choic<1 and investor welfare in 

the context of technical analysis, which attract little attention in t he literature. 
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As in Zhu and Zhou (2009) and Zhou, Zhu, and Qiang (2012) , we do not consider 

the possible impact on investors' consumption for simplicity. This direction is def­

initely worth future research. Interested readers may refer to, for example, Brandt 

et al. (2005) , Lundtofte (2008) , and Xia (2001) , for consumption-investment mod­

els under parameter uncertainty. \Ve are also aware that the nonparametric Euler 

condition approach by Brandt (1999) appears to be applicable if one defines a set 

of finite states based on some technical signals. 

Beyond academic studies, technical analysis has been widely used by sophisticated 

practitioners and is considered an important tool for stock investment. 1fonkhoff 

(2010) carries out a survey of fund managers in 200:3/2004.2 The respondents 

are 692 fund managers in five countries: United States, Switzerland, Germany, 

Italy, and Thailand and the majority of the surveyed fund managers specialize 

in stock markets. The survey indicated that 87% of respondents use technical 

analysis and a major group (18%) prefers technical analysis to other tools for in­

vestment decisions, including learning fundamental information from the market. 

This survey shows that a substantial proportion of technical analysis users has 

high reasoning power. Therefore, it is relevant to consider a more realistic use of 

technical analysis in a portfolio choice model and examine its economic relevance 

by studying the model implications. 

The article is organi11ed as follows. The next section discusses some issues about 

technical analysis and portfolio choice with a prediction model. Section 2.2 intro­

duces our model. Section 2.:3 calibrates t he model with actual data. Section 2.4 

studies the model implications. Section 2.5 summarizes and concludes the article. 

2 The author justifies his sample choice with two reasons: first, fund managers have evolved 
as the most important group in modern financial markets; second, fund managern are highly 
qualified market participants compared to typical individual investors. 
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2. 2 Background 

There are four issues about technical analysis that are worth clarifying. First, if 

stock returns are predictable;3, then some technical signals may have predictive 

power. By contrast, if stock returns arc simply random noises, then no technical 

signal, not even fundamental information, can have predictive power. At min­

imal, technical analysis summarizes some time-series properties of stock prices, 

although their statistical properties are not well-studied. 

Second, technical analysis is a study of market price adjustments. The equilib­

rium price adjusts to new information every day. The adjustment reflects shifts 

in demand and supply as a result of the reactions of all market participants to 

new information. However , this adjustment can be sluggish clue to various reasons 

such as noise, market frict ions, and investors' herding behavior. Noisy rational 

expectations models and feedback models, among others, attempt to provide the­

oretical justification for sluggish price adjustments. For example, see Working 

(1958), Brown and Jennings (1989), and Wang (199:3) for noisy rational expecta­

tions model; De Long et al. (1990) and Shlcifcr and Summers (1990) for feedback 

models. The common implication of these models is that systematic adjustments 

in stock prices induce short-term serial correlations. That is, the current price 

need not fully reveal all available information. Therefore, technical signals may 

indicate the likely direction of price adjustment. 

3 For example, Bossaerts and Hillon (1990) provide strong evidence in favor of in-sample 
return predictability using an internat ional stock market data set, although they find weak 
evidence for out-of-sample predictability. However, Cochrane (2008) argues t hat poor out-of­
sarnple performance is not a test against predietability. 

24 



R
t+1 = �0 + �1Xt

+ �
t

X
t

T

(R
t+1, Xt

) (

ˆ�T

0 , ˆ�
T

1 ) (�0, �1)

(�0, �1) =

T��(

ˆ�T

0 , ˆ�
T

1 ) (

ˆ�T

0 , ˆ�
T

1 )

Xt = 1 Xt = 0



(

ˆ�T

0 , ˆ�
T

1 )

r

[0, T ]

dP
t

P
t

= µ
t

dt+ �dB�
t

,

�

P
t

B�
t

�



(�,P�,F�
) F� � {F�

t

: t � T}

µ
t

� F�
t

S L 0 < S < L < T

X
t

X
t

=

8

>

<

>

:

1 DS,L

t

> 0

0

DS,L

t

� 1

S

Z

t

t�S

P�d� � 1

L

Z

t

t�L

P�d�

X
t

= 1

X
t

= 0

{P
t

: �L � t � 0} DS,L

t

dDS,L

t

=



1

S
(P

t

� P
t�S

)� 1

L
(P

t

� P
t�L

)

�

dt.

P F
t

� {P� : � � t}

F
t

� F�
t

t

�0+�1Xt

µ
t

P

dP
t

P
t

= (�0 + �1Xt

)dt+ �dB
t

,

(�0, �1) B
t

P F
t



X
t

X
t

�1

X
t

�1

t [0, T ) W
t

T �

max

�
E[U(W

T

)|F
t

],

dW�

W�
= rd� + �(�0 + �1X� � r)d� + ��dB� .

� t

t

T



� t

�

W
T

��
t

� argmax

�
E[U(W

T

)|F
t

].

��
t

U(W
T

) =

W 1��
T

1� �
,

�

� > 1

U(W
T

) =

exp[(1� �) logW
T

]

1� �



logW
T

logW
T

= logW
t

+ [r + �(�0 + �1X T

t

� r)� �2 �
2

2 ](T � t) + ��(B
T

� B
t

),

X T

t

� 1

T � t

Z

T

t

X�d�,

[t, T ] (�0, �1,X T

t

)

F
t

t

�
t

� �0 + �1X T

t

E[U(W
T

)|F
t

] =

Z

R
E[U(W

T

)|F
t

, �
t

]�(�
t

|F
t

)d�
t

,

�(�
t

|F
t

) �
t

R �
t

B
T

� B
t

E[U(W
T

)|F
t

, �
t

] = er(1��)(T�t)U(W
t

) exp

n

(1� �)�(�
t

� r � � ��2

2 )(T � t)
o

.

�
t

m
t

�

�t =
1

T�t

R T
t (�0 + �1X� )d�

�t BT �Bt

10�3

�⇤t �t BT �Bt



E[�
t

|F
t

] v
t

� [�
t

|F
t

]

E[U(W
T

)|F
t

] �exp

�

(1� �)�{(m
t

� r)� �
2 [��

2
+ (� � 1)v

t

(T � t)]}(T � t)
 

,

� �
t

�

��
t

=

m
t

� r

��2
+ (� � 1)v

t

(T � t)
.

� � (�0, �1)

m
t

m
t

� E[�
t

|F
t

] = E

�{EX
[�0 + �1X T

t

|F
t

, �]|F
t

}

= E[�0|Ft

] + E[�1EX
t

(�)|F
t

],

EX
t

: R2 � R

EX
t

(�) � E[X T

t

|F
t

, �],

� E

�{·}

� X T

t

E

X
[·]

P {X� : t < � � T}

{P� : t � � � T} � E[X T

t

|F
t

, �]

� E

�{·}

X
t



m
t

= E[�0|Ft

] + E[�1|Ft

] · E[X T

t

|F
t

]

�

E[X T

t

|F
t

] X
t

v
t

v
t

� [�
t

|F
t

] = E

�{ X
[�0 + �1X T

t

|F
t

, �]|F
t

}

+

�{EX
[�0 + �1X T

t

|F
t

, �]|F
t

}

= E[�2
1VX

t

(�)|F
t

] + [�0 + �1EX
t

(�)|F
t

],

VX
t

: R2 � R+

VX
t

(�) � [X T

t

|F
t

, �],

� �{·}

� X T

t

X
[·]

m�
t

� E[�|F
t

] v�
t

� [�|F
t

]

�

m�
0

v�0 (m�
0 , v

�
0 )

� F
t

m�
t

v�
t

�

m�
0 v�0 m�

t



v�
t

m�
t

=

"

I +
v�0
�2

Z

t

0

(

�X�
�X�
� )d�

#�1 "

m�
0 +

v�0
�2

Z

t

0

�X�
dP�

P�

#

,

v�
t

=

"

I +
v�0
�2

Z

t

0

(

�X�
�X�
� )d�

#�1

v�0 ,

�X
t

� (1, X
t

)

�
2� 1 I 2� 2

m�
t

v�
t

m�
t

=

2

4

m�0
t

m�1
t

3

5 , v�
t

=

2

4

v�0
t

v�0,�1
t

v�0,�1
t

v�1
t

3

5 .

�
i

[f ] � �f/��
i

�
i,j

[f ] � �2f/��
i

��
j

i, j � {0, 1}

f

EX
t

VX
t

m�
t

m
t

m
t

= [m�0
t

+m�1
t

EX
t

] + (

1
2m

�1
t

�0,0[EX
t

])v�0
t

+ (�1[EX
t

] +

1
2m

�1
t

�1,1[EX
t

])v�1
t

+ (�0[EX
t

] +m�1
t

�0,1[EX
t

])v�0,�1
t

+H
t

,

v
t

v
t

= [(m�1
t

)

2VX
t

] + {1
2(m

�1
t

)

2�0,0[VX
t

] + (1 +m�1
t

�0[EX
t

])

2}v�0
t

+ {VX
t

+ 2m�1
t

�1[VX
t

] +

1
2(m

�1
t

)

2�1,1[VX
t

] + (EX
t

+m�1
t

�1[EX
t

])

2}v�1
t

+ {2m�1
t

�0[VX
t

] + (m�1
t

)

2�0,1[VX
t

]

+ 2(1 +m�1
t

�0[EX
t

])(EX
t

+m�1
t

�1[EX
t

])}v�0,�1
t

+O
t

,

EX
t

VX
t

m�
t

H
t

O
t



EX
t

VX
t

n �t � T/n � � �nL/T �

s � �nS/T � �·� n

L � ��t S � s�t �

[���t, T ] �+n

�L � t�� < · · ·� S � t�s

< · · · 0 = t0 < · · · t
n

= T,

t [�L, T ] t
j

t
j�1 < t � t

j

j = ��, . . . , n

�

ˆP
t

j+1 =
ˆP
t

j

+

ˆP
t

j

[(�0 + �1
ˆX
t

j

)�t+ �
�
�t �

t

j

],

ˆDS,L

t

j+1
=

ˆDS,L

t

j

+



1

s
(

ˆP
t

j

� ˆP
t

j�s

)� 1

�
(

ˆP
t

j

� ˆP
t

j��
)

�

,

ˆX
t

j+1 =

8

>

<

>

:

1

ˆDS,L

t

j+1
> 0

0

ˆP
t

j

= P
t�j�t

j � i i = 0, . . . , n�1 �
t

j

{ ˆX
t

j

: j = i, . . . , n � 1} i = 0, . . . , n � 1

(

ˆP
t

i

= P
t

;

ˆX
t

i

= X
t

)



ˆX T

t

� 1

T � t

n�1
X

j=i

ˆX
t

j

�t

X T

t

ˆX T

t,k

k k = 1, . . . , K EX
t

(�)

ˆEX
t

(�;��
t

) � 1

K

K

X

k=1

ˆX T

t,k

,

ˆVX
t

(�;��
t

) � 1

K

K

X

k=1

(

ˆX T

t,k

)

2 �
h

ˆEX
t

(�;��
t

)

i2

VX
t

(�) ��
t

= ({�
t

j

,1}n�1
j=i

, . . . , {�
t

j

,K

}n�1
j=i

) (n � i) � K

( · ; ��
t

) (

ˆEX
t

, ˆVX
t

) ��
t

��
t

t (

ˆEX
t

, ˆVX
t

) �

T

� =

1
252



�
�t � = 0.172

0.382% 0.267%

0.004%

�t r = 0.010 K = 2000

K = 500

s = 1 � = 100

(m�
0 , v

�
0 )

20�252

P
t

j+1 � P
t

j

P
t

j

= (�0 + �1Xt

j

)�t+ �
t

j

,

X
t

j

= 1

t
j

X
t

j

= 0

m�
0 =

2

4

0.058

0.061

3

5 , v�0 =

2

4

0.004 �0.004

�0.004 0.006

3

5 .



(m�0
t

,m�1
t

)

(m�
0 , v

�
0 )

m�0
t

+m�1
t

> m�0
t

�1



(m
t

, v
t

)

m
t

= m̃
t

+ �0
t

v�0
t

+ �1
t

v�1
t

+ �01
t

v�0,�1
t

+H
t

,

v
t

= ṽ
t

+ �0
t

v�0
t

+ �1
t

v�1
t

+ �01
t

v�0,�1
t

+O
t

.

H
t

O
t

m̃
t

� m�0
t

+m�1
t

EX
t

ṽ
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Figure 1. Estimates of intercept and slope parameters of the linear prediction model. 
This figure plots the time series of the intercept and the slope estimates when the investor 
starts investing on 23rd December 1994 until 31st December 2014 ( 20 252×  trading days). 
The ordinary least squares estimates for the subsample period 2nd January 1980 to 22nd 
December 1994 are used as the priors.  
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t

)



�
t

�
t

m
t

M̃
t

m̃
t

(M0
t

,M1
t

,M01
t

)

(v�0
t

, v�1
t

, v�0,�1
t

) �
t

v
t

Ṽ
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Figure 3. Welfare cost for ignoring estimation risk at time zero. This figure plots the 
welfare cost as a function of the investment horizon T  and the risk-aversion parameter γ  at 
time 0.t =  The results show that the welfare cost increases with horizon at an increasing rate. 
Besides, the welfare cost increases as the risk-aversion parameter decreases and the increase 
is stronger for longer horizons. The figures are measured in percent. 
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Chapter 3 

Predictive Power of Technical 

Indicators and its I1nplications for 

Portfolio Choice 

This article is a theoretical examination of the usefulness of technical forecast ing 

for por! folio choice. Assuming sl.ock rel.urns follow a st.ate-space modd t.haL allows 

for serial correlations, we show that moving average (MA) indicators have predic­

tive power for returns in the context of linear prediction rnodeb. Calibrating our 

model with S&P 500 index a.nd dividend yield data, we find that lv1A-based mar­

ket timing ca.11 su bstar1tially improve ammalizecl expected l1olding p eri od returns. 

Our model also implies that shorter-horizon investors optimally time the market 

more aggressively and their portfolio profitability is more robust to parameter 

estimation errors in their return prediction models. 
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3.1 Introduction 

In this article. we dcvdop a simple model to theoretically study the usefulness of 

technical forecasting for portfolio choice. Assuming stock returns follow a state­

spa.ce model that allo,vs for serial correlations, ,ve show that moving average (lvIA) 

indicators have predictive power for returns in the context of linear prediction 

models and t.hns arc 11seful for investment. \Ve t.hen calibrnl.e the model wil.h real 

data and find that :tvIA-bascd market timing can substantially improve annualized 

ex pected holding period returns over strategies that ignore time-varying invest­

ment opportunities. 

This article is motivated by two observations. First, it is now generally accept ed 

that stock returns arc predictable and elms this admit.s potentially useful technical 

indicat,ors because they may be correlated with the time-varying drift, of returns . 

By contrast, earlier theoretical studies oft.en assume that stock price increments 

are independent, which completely rules out any use of technical forecasting. In 

this article, we take stock return predictability as a given fact and study its im­

plications for the usefulness of technical analysis. 

Second, previous empirical studies may not correctly reflect the true profitability 

of technical analysis. This is because most of these studies assume that technical 

investors use a naive "all-or-nothing" strategy, that is a llocati11g "IOO% of their 

wealth into stocks when they observe a buy signal but nothing othenvise. In this 

article, we allow the allocat.ion of wealth Lo vary r:ont.in11011sly with t.he 1IA indi­

cators. 

Our modelling approach is as follows. \Ve consider a two-asset economy wit h a 

risk-free asset a.nd a. risky stock. \Ve assume tha.t the drift of stock returns follows 
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predic1.ion model as a. s1.a.Listical a.pproxima Lion oJ 1.he Lrne return model. Hence, 

we need to define the "best" model parameters in an appropriate s ta t istical sense 

such that we can view the mis8pecified prediction model as a useful approximation. 

The treatment of this chapter is closely related to the previous one . \Ve ,viii cmce 

again consider an individual investor who trades continuously in a two-asset econ­

omy. The key difference is t.hat we now shift. from a Bayesian p erspective 1.o a 

frcquentist. pcrspc1et.ivc when measuring the predictive power of the moving aver­

ages. Such a shift in pernpective is nontrivial because the results from a Bayesian 

perspective are by nature data-dependent and thus fall short in offering a more 

general probabilistic foumlaticm. Tndeed , the Bayesian investor simply proposes 

a linear prediction model without knowing what his estimates of the predictive 

parameters will converge to, or ,vhct.hcr the estimates will converge at all. Such 

concerns am irrelevant. for a Bayesian investor as he believes that the data speak 

for themselves eventually. For example, the slope estinia.te may converge to zero 

over a long period, then he wi ll conclude that his prediction model is not useful 

but before so the model is still considered "useful''. Huwever, for a frequentist 

in vesl or, he considers 1.he effectiveness of his predict.ion model across infinite hy­

pothct,ical trails before data (or very limited data) arc collected. 

The article is organized as follows. The next section discusses some issues about 

measuring predictive power. Section :) .2 introduces our model and provides ana­

lytic results. Section :3.:3 describes the data and calibrates the model. Section :3.4 

presents numerical results. Section :3.5 summarizes and concludes the article. 
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in favor of rrt.urn prrdict.abilit.y. Thr most. powrrfol prrdict.ivr variablrs ind11de 

the dividend yield or t.he net payout, yield (Campbell and Shiller, 1988; Boudoukh 

et al., 2007), the earnings-price ratio (Campbell and Shiller, 1988), the book-t.o­

market ratio (Kothari and Shanken, 1997), and the short-tern1 interest rate (Ang 

and Bekaert, 2007). IT1tuit.ively, such evidence does allmv for the pTedictive power 

of some technical indicators because these indicat ors may be correlated ,vith these 

prrdicti ve variables. This a.rt.iclr a.Lt.empts to provide such a t.heorrtical ba.'lis. 

3.2.2 M easuring Predictive Power 

It, is useful to elaborate on some issues about measuring predictive power proposed 

by Diebold and Kilian (2001) in thc1 context of linear prediction models. 

First, the predictive pmver of a predictive variable should be measured relative to 

a benchmark because it is always a matter of degree. The simplest benchmark 

is the long-run (or 11nconditiona.l) mc:an of the deprndrnt. variable, providc:d Urn,( 

it exists. \Ve can t.hc~n relate the predictive power to the slope parameter in the 

sense that the predictive variable provides addit-ional informat ion (over the long­

run mean) for forecasting if and only if t he slope is nonzero . However, t he value of 

the s lope does not directly measure how useful t he predictive variable is because 

its value depends on the scale of the predictive variable. A better measure is 

thcrrfore ca.llrd for. 

Second, predictive power !:ihould b e rneasured over a relevant forecast horizon and 

loss function. The difference bet-ween the expect ed losses of forecast by using the 

best. liTJear predict.or to that. of the loTJ g-nm mem1 call be iT1terpreted a.s a measure 

of predictive power. For example, if t he difference in expected loss of forecast 

is larger for shorter horizons relative to longer horizons (i.e. , a gain in expected 
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forecast accuracy) then we say that the prcdict.ivc variable ha.s stronger prcdict.ive 

power at shorter horizons. 

Third, predictive power is a pop1tlation concept, not a property of any particular 

sample path. \Vhile we can estimate the predictive p c:nver from a sample pa.th , 

it is important to use an appropriate econometric approach. This issue is related 

to a common critique in the lit.erat.ure that. one can always find a "usc:ful" trading 

rule by an cxtcmsivc rule sc1arching. If the "besf' trading rule is picked by pure 

chance rather than any inherent merit of this rule, then its observed predidive 

power is a positively biased estirnate of its future predictive power. Such bias 

is comrn(nily called <lo.ta-snooping bias (see, e.g. Lo and ivia.cKinlay, 1990). The 

literature proposes several econometric approaches to alleviate data-snooping bias 

such as gc~neric algorithms (Allen and Karjalaincn, 1999) , bootstraps (Sullivan , 

Timmermann, and \Vhi tc, 1999; \Vhitc, 2000), and false discovery rates (Bajgrow­

icz and Scaillet, 2012) . Still, the quality of estimation and statistical inference 

depend highly on the ava.ila.bility of suitable data.. 

This art.iclc takes a new perspect.i vc. \\'e deviate from the st.a.Listic:al tes ting a p­

p roach and propose a simple theoretical model that allows us to measure the pre­

dictive powers of t echnical indicators (specifically, the ivIA indicators) and hence 

the expected profitability of rnarket timing based on these indicators. T his 1nodel 

approach gives us usefu l i11sig ht.s t o m1dersta11d better t he ecorn:nnic releva11 ce of 

technical analysis in practice. 
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3.6 Conclusion 

In practice, it is diffirnlt to identity the state variable determining the drift of 

stock returns. Indeed, most predictive variables studied in the literature cannot be 

observed at a desired frequency for real-time trading. It is also difficult to identi(y 

the stochastic process determining the state variable. In this article, we present a 

port.folio choicr. modr:l t.o 1.hr.on:tically illusLrat.r. that. moving avcragcs (ivIAs) can 

be useful for investment. when stock returns arc correlated. Our modelling strategy 

is as follows. First, ,vc propose a measure of predictive power in t.hc context of 

linear prediction models in continuous tirne, defined over a forecast horizon and 

a loss function. Next, assuming stock return s follow a stat e-spa.ce model (which 

implies serial correlations), we show that :MAs have predictive p ower for returns 

in the scnse 1.hal Lhc associal eel best. linear predict or improvcs expectccl forcx:as! 

accuracy over the long-nm mean of returns alone. T hen, we form :MA-based 

optirna.l portfolio strategies and show their expected profitability. After t hat , we 

calibrate our rnodel with S& P 500 index and dividend yield dat a to illustrate 

the economic significance of our resu lts. Finally, we provide comparative statics 

to examine how some key model parameters of the state-space model for stock 

returns affect t.hc profit.abilir,y of our strategics. 
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Chapter 4 

A Dynamic Model of Asset Prices 

and Technical Forecasting with 

Moving Averages 

This article is a theoretical study of the predictive power of moving averages 

of pa.st. stock prices on futurr prices a.s a.n eqllilibrium phrnomenon. Ada.pi ing 

Lucas' (1978) one-tree representative investor model, we derive and characterize 

equilibrium prices under different assumptions on t he investor 's model for fore­

casting st ock prices. '\Ve provide proof of equilibrium stability to show whether 

the invest.or can learn t hese equilibria (umler different. assumptions) by sta.mla.n l 

least-squares learning rules. 
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4.1 Introduction 

"\Vhile several empirical studies find evidence for the predictive pmver of mov­

ing averages on stock returns, see, e.g. Brock, Lakonishok, and LeBaron (1992), 

Han, Yang, and Zhou (201 :3) , and Neely et ed. (2014) , to the best of our knowl­

edge, Zhou and Zhu (201:3) provide the only theoretical equilibrium model that 

explicitly demom,Lrates Lhe existence of such predicLive power as an equilibrium 

phcnomcmon. However, Zhou and Zhu rely on the rational expectations (RE) as­

smnption, which may not be innocuous for reasons explained as follows (see, e.g. 

Evans and Honkapohja (2001) for a thorough discussion). 

One major difficulty is that the self-referential feature of an asset pricing model 

under RE makes multiple equilibria possible , and thus it is import.ant to examine 

how a particular rational expectations equilibrium (REE) may lw arrived at and 

whether all equilibria are equally vmrth ::;tudying. A second major problem is that 

it neglects the not.ion that investors may only learn adaptively to form RE. Indeed, 

the study of adaptive learning is often used as a selection criterion to reduce t he 

number of aU ainable ( also called lcarna ble, E-sLa hlc, or stable) REEs (sec, e.g. 

Timmermann, 1994, 1996; Barsky and DcLong, 199:3; Branch and Evans, 2010). 

A third major problem is that it neglects thc1 notion that investors may have 

misspecified forecasting models but v.rithin the context of their subjective 1nodel 

they are unable to detect their misspecification (see, e.g. Sargent , 1999; \Vi l Iiams, 

2004). Since Zhou and Zhu also assume perfect RE, it is of theoretical interest 

to j1is1.ily t.he val11e of moving averages by another r:q11ilibri1un model tha.L 1.akes 

into account of these issiws concerning RE, which this article attempts to provide. 

In this article, we replace RE with adaptive learning and provide a t heoretical 

ex ami11aticm of wliether moving averages ca.n be useful to forecast future stock 
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prices, as an cq11ilibri1un phenomenon, and wlwt.hcr investors who HfHlatc their 

ex pectations by t.he least-squares approach can learn the equilibrium. Our mod­

elling approach is an adaption of Lucas' (1978) one-tree model populated by a 

representative investor with a power utility function. \Ve assume that the loga­

rithm of dividends follow a stationary autoregressive process. The main objective 

of this article is to characterize equilibrium stock prices when ·we make different 

a.ssumptions on Lhc investor's foreca.st.ing model t.o predict fut.me prices. From a 

modelling perspective, our model differs substantially from t hat of Zhou and Zhu, 

which is based on Wang (199:3). 

The model has seventl interesting implications. First, as is well-known in t he 

literature, if the investor correctly specifics his forecasting model and perceives 

future prices as depending on dividends only, t.hen there exists a unique learn­

able REE. Second, if the investor overparamctcrizes his forecasting model and 

perceives future prices as depending on both dividends and moving averages of 

past prices, then t here exist two possible equilibria. crne of which is precisely the 

REE identified above while the other is a self-confirming equilibrium implying 

Um! s tor:k prices can br. prcdidr.d by moving averages. However, we Iincl Um! 

the second equilibrium is not lcarnablc, mmming that the investor will eventually 

learn t hat moving averages are redundant in this scenario. 

Third, ,ve assume stock prices a.re generated according to th e Hl1:I·: but consider 

a measure-zero technical investor (interpreted as a minority with no impact on 

the economic system) who misspceifies his forecasting model and perceives stock 

prices as depending on moving avcragc1s only. \Ve show that his misspecified 

model is actually statistically useful in the sense that the optimal slope paran1-

eter is nonzero while the forecast errors are orthogonal to the predictor, namely 
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the moving averages. Finally, we consider the scenario when the representative 

investor is a technical trader who forecasts stock prices as described above. \Ve 

show that it is possible to have an equilibrium, known as a restricted perceptions 

equilibrium1 (RPE), in which the investor cannot detect his misspecification but 

his expectations are otherwise optimal within a limited class of forecasting models. 

We find that a sufficient condition for this RPE to be learnable is t hat when t he 

investor uses a sufficiently short lookback period to compute the moving averages. 

Our model contributes to the literature on providing a theoretical basis for the 

widespread use of technical analysis (sec, e.g. Treynor and Ferguson, 1985; Brown 

and Jennings, 1989; Grundy and :tvicNichols, 1989; Blume, Easley, and O'Hara, 

1994; Zhou and Zhu, 201:3). Our study also relates to the literature on asset pric­

ing models with naive learning, including the least-squares learning approach, for 

example, Hansen and Sargent (1982), :Marcet and Sargent (1989a, 1989b), Barsky 

and DeLong (199:3), Timmermann (1994, 1996) , and Branch and Evans (2010). 

Besides the least-squares learning approach, the Bayesian learning approach is 

also commonly considered in asset pricing models. For example, Brennan and 

Xia (2001), Dothan and Feldman (1986), Feldman (2002, 200:3, 2007), Lewellen 

and Shanken (2002), Pf1stor, ·veronesi (200:3) , and Veronesi (2000) . However, while 

showing the existence (and/ or uniqueness) of t he equilibrium, asset pricing model 

builders often pay relatively less attention to prove equilibrium stability, which 

we demonstrate in our model that existence need not imply that investors can ac­

tually learn the equilibrium by standard adaptive learning rules. Indeed, relative 

to the finance literature, the notion of supplementing an equilibrium study wit h 

an investigation of its stability under learning is more common in the macroeco­

nomic literature (see, e.g. Evans, 1985; Howitt , 1992; Bullard and :tvlitra, 2002; 

1 We follow the terminology by Evans and Honkapohja (2001). 
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Evans and Honkapohja., 200:3). Our study, therdorc, also serves as a.n example of 

ex plicitly examining the equilibrium stability of an asset pricing model. 

Formulating a general equilibrium model is a natural next step to gain more in­

sights about the market pricing mecha11isrn if everyon e, not ,inst an individual , 

adapts some technical-based forecasting strategy. This gives us a.n important 

justiiication why returns arc serially-corrr.latccl in t.hc fi rs t. place which has been 

ta.ken as an assumption or "empirical fact" so far. 

The asset pricing model in this chapter (and the next related chapter) is fonnu­

lated in disc:rete time, not co11t.i11uous time as adopted in t he last two chapters 

on portfolio choice models. This change is necessary. The major reason is due 

to the application of some critical mathematical theorems required to study some 

"learning" problems of interest .. Specifically, the E-stability techniques by Evans 

and Honkapohja (2001) are based on discrete time and so we cannot be sure sin1-

ilar techniques also hold in continuous time. Another reason for t his change is 

that we ,vill use actual dividend data t o formally estimate and test a similar asset 

pricing mocld in I.he nex t. chaptrr. The nature of formal econometric a.sscssmcnt is 

very different, from the model calibration in Chapter :3 in which dividend data arc 

only used to estimate parameter values but do not directly ent er int.o any rnodel 

restrictions to be tested. Since our dividend data are observed mont hly, and thus 

they a.re too "sparse" for the ccrnti1mous-tim e setting to be relevant. Nc:met heless, 

we 'NOuld like to note that b oth discrete time a.ncl continuous t ime a.re equally 

useful depending on t.hc problem in hancl. 
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r:on1.rx 1. of trchnical analysis , that pa.st prier s can contain usdul informat.ion 1.o 

predict future stock prices. However, as discussed in t.hc literature, not only docs 

RE implicitly make some rather strong assumptions ( e.g. investors do no suffer 

from model 1nisspecification, knmv the model paramet ers, and always fonn "per­

fect'' expeetati011s) , there are potential difficulties to int erpret. t he model resu lts. 

For example, it is possible to have multiple equilibria but t he R E assumption 

i1.sdf provirks liUlr g11idancr on sdrcting which is morr plausible:. Also, the exis­

tence! and the uniqueness of a rational expectations equilibrium do not imply that 

investors can actually learn the equilibrium by standard adaptive learning rules, 

even wit h a large sample. This means t hat the equilibr ium need not be robust 

to investors' making small forecast errors initially and neglect s t he noti on t hat 

investors ' expectations evolve over time. 

Adapting Lucas' (1978) one-tree rcprescmative investor framc,vork, this article 

replaces R E by adapt ive learning (least-squares) and shows that moving averages 

of past stock prices can forecast future prices as an equili briu m p henomenon under 

different assumptions on the invest or 's forecasting model. B eyond the derivat ion 

and thr d rnrn.dr rizat.ion of equilibrium solutions, we also focus on proving rqui­

librium stability, i. e., whet.her the investor can eventually learn the equilibrium. 

This study is only an initial attempt to study t he usefulness of t echnical analysis 

throug h an equilibrium model. One important differen ce to most noisy ratio­

nal expect ations models in t he literature is t hat we do not consider an int erac­

tive multi-agent model wit h hierarchical informa tion structure. For example, we 

could ex tend the model by allowing fundam ental and technical investors t o inter­

act strategically. A challenging future task is t o formulat e an equilibrium under 

heterogeneous expect at ions and assess E-stability in this complex sett ing . 
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Chapter 5 

Estimation of a Dynamic Model of 

Asset Prices and Technical 

Forecasting with Moving Averages 

This article formulates a model t o study the predictive puwer of moving aver­

ages a1, an equilibrium phenomenon with special at.tent.ion to devdoping modd 

estimation and testing strategics. Adapting Lucas' (1978) one-tree representative 

investor framework, price1:, are determined endogenously and are affel't ed by t he 

investor's forecasts of next period's price. By imposing different assumptions on 

the investor's forecasting model, ,ve obtain several possible equili bria. A speci al 

feature of this model is that the parameters of the investor 's forecasting model 

arc also determined endogenously. Based on a set of orthogonality conditions 

implied by the equilibrium pricing equation and the investor's forecast ing model, 

we develop estimation and testing strategie1:, to exainine whether the propo:,ed 

equilibria are empirically supported . 
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5.1 Introduction 

"\Vhile several empirical studies find evidencc1 for the predictive pmver of moving 

averages on stock prices, see, e.g. Brock Lakonishok, and LeBaron (1992) , Han , 

Ya.11g, a11d Zhou (201:3), and Neely ct al. (2014), these studies are restricted to 

reduced-form estimation. The reduced-form approach does give us useful insights 

about LlH: sLa!istical rdationship br.Lwr.cn cx:onomic variables but it provides lim­

ited guidance on whether such a relationship is an equilibrium phenomenon and 

how such a relationship is formed. One major difficulty is that the same ( or 

sirnilar) reduced-form rnodel can be arrived at by economic rnodels that impose 

very different assumptions m1 the agents' decisic:m-rnaking and a.cticms. Another 

extreme is that the reduced-form equation being estimat ed cannot be generated 

by any plausible economic model. 

As an attempt to take up this is:rne, this artide formulates a st ructural rnodel 

to study the predictive power of rnoving averages as an equilibrium phenomenon 

with special attention to developing model estimation and testing strategies. We 

begin by formulating an asset. pricing mocld 1rndr.r Lucas' (1978) one-tree repre­

sentative investor framework. Then, we propose several possible equilibria based 

on difforcnt assumptions on the investor's stock price forecasting model. Finally, 

we develop estimation and test ing strategies to exarnine whether the proposed 

equilibria are empirically supported. 

The equilibria considered in 1.his article: are labelled as cit.her a ra1.ional expec­

tations equilibrium (REE) or a restricted perceptions equilibrium (RPE) . A REE 

prevails when the investor's forer:asting model coiIH;ides wit h the equilibrium pric­

ing equation (i .e., with the sa.rne functional forms and parameters). \Ve shmv t hat 

this is the case if the i11vestor formulates forecasts of futu re prices based on c.liv-
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idends and observable shocks to dividends. A RPE prevails when the investor 

misspccifics his forecasting model but his forecasts arc otherwise optimal within a 

limited class of forecasting models (see Evans and Honkapohja (2001) for a more 

detailed discussion about the concept of a RPE). \Ve show that it is possible t o 

arrive at a RPE ,vhen the investor ignores dividemls but forecasts stock prices 

purely based on lagged prices or moving averages of past prices. Our model shows 

that the eq11ilibri11m pricing eq11aLion hai=; I.he same or similar fanct.ional form im­

dcr each of these equilibria. Therefore, reduced-form estimation of t he regression 

relationship implied by the equilibrium pricing equation itself provides little guid­

ance on selecting ·which equilibria is more plausible. 

Csing actual monthly data on dividends and stock index prices, we show that 

while the RPEs arc theoretically au.ainable, they arc empirically poorly supported 

in the sense t.hat some of the model implied sample moment restrictions arc sys­

tematically violated. By contrast, we find that the REE is 1nore plausible with 

superior econometric performance. 

\Vhile t.hen: is a large lit.era.Lure on het.erogeneous a.gent models (HAlvis) which also 

study how equilibrium prices arc affected by investors' forecasts of future prices, 

the para.meters of the investors' forecasting models are directly ta.ken as either 

exogenous parameters or reduced-form estinmtes from data (see. e. g. Brock and 

II0mn1es, 1997, 1998: Boswijk et al. 2007; Ilommes, 20'l:3). In the standpoiHt of 

modelling strategy, our model differs from HAIVIs in that the parameters of the in­

vestor's forecasting model arc determined endogenously, as functions of structural 

parameters representing time preference and risk aversion. The sdf-rcfcrcntial 

feature of the asset pricing model, namely prices are determined endogenously 

and affected by investor's forecasts of next period's price, allows us t o pin down 
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whet hrr there rxist. plausible values of sl.rnct.ural paramrtrrs sm:h tha t, Lhe modd 

as a ,vholc can simultaneously explain both the observed prices and t he param­

eters of the investor' s forecasting model. The equilibrium pricing equa tion and 

the investor's forecasting model are then used to generate a set of population 

orthogcmality conditions for us to develop an identificat ion st rategy based <:m t he 

G:tvHvI approach proposed by Hansen and Singleton (1982) . This feature of iden­

tification is also absrnt in HAJvis. O ur implrmrntation is, howevr r, diffrrrn t from 

Hansen and Singleton in that there is no arbitrary choice of "instrumental vari­

ables" because we make explicit assurnptions about what information does t he 

representative investor use (such that we can empirically identit· his forecast ing 

model). 

Our model also relates to the literature on theoretical examination ab out t he 

usefulness of technical analysis, sec , e.g. Treynor and Ferguson (198ii), Brmvn 

and .Jennings (1989), Grundy and lvkNichols (1989), Blume, Easley, and O'Hara 

(1994), and Zhou and Zhu (201:3) . To t he best of our kn owledge. Zhou a.n d Zhu is 

the only study presenting a model that explicitly illust rat es t he predict ive power 

of moving a.vrragrs as an equilibrium phrnomenon. T hrir modrl follows Lhe work 

by Vlang (199:3) and considers hcterogcnous invest.ors. Csing a different modelling 

strategy, we shmv that it is possible to admit equilibria, namely RPEs, in which 

all investors are ident ical trend followers or technical investors using moving aver­

ages . This suggests th at allowing for het erogem:ms invest ors 11eed HOt be a critical 

assumption to reach a market equilibrium. However, when we go one step further 

and formally test whether these equilibria arc plausible with actual data, we do 

not find any empirical support. 

This chapter can be viewed as an empirical version of Chapter 4. An irnportant 
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Iirst-onler r:orrr.lafrd. However, one may question why an individual would fore­

cast prices based on technical analysis but not dividends directly. A likely answer 

is that dividends may not be observed at a desired frequency useful for the in­

vestors. Not to mention aggregate dividends are difficult to calculate. Therefore, 

investors need to seek a.11 alternative forecasti11g strategy. 

Tcr:hnica.l analysis thcrcforc providcs a. simplc solution as it. only rcq 1ures ea.<,­

ily obtainable data such as pa.st, prices. Hence, it is reasonable to imagine that 

investors can rely on technirnl analysis for higher frequency trading but once fun­

damental infonnation is released, typically at a nmch lmver frequency compared 

to stock prices, they adjusts their expectations of prices am! tl1us prices reflect 

such fundamental changes accordingly. Since our estimat ion is based on monthly 

data, we have no direct evidence against the use of technical analysis for high 

frequency trading. 

5. 9 Conclusion 

In this article, adapti11g Lucas' (l978) one-tree representative investor framework, 

we have formulated a model to study t he predictive power of moving averages as 

an equilibrium phenomenon. A special feature of this model is that prices and 

the paramct.crs of the investor's stock price forecasting model arc all determined 

endogenously, as function:,; of structural parameters repre:,;enting time preference 

and risk aversion. By imposing different assmnptions on the investor's forecast ing 

model, we obtain several possible equilibria. The equilibrium pricing equation 

and the invcst.or's forecas ting model imply a sd, of orthogonalit.y conditions which 

provides the basis for estimation and testing strar.cgies to examine whet.her the 
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Chapter 6 

Conclusion 

The aim of this thesis is to further tie technical analysis to modern finance theory 

in an attempt to tighten this gap in the literature. The intended outcome is t o 

promote building a. stronger theoretical basis for the use of technical analysis as a.n 

invrstmrnt. tool. \Vr havr ckvdoprd four chapt.rrs, rach as a st.andalonr r rsra.rch 

paper, to study two portfolio choice problems and two asset. pricing problems in 

which investors make strategic use of information from technical analysis, specif­

ically the moving averages. Our model approach provides several new insight s t o 

the field. \Ve summari1/,e the ma.i11 fi11dings a.11d t heir implicatio11s as follows. 

In C ha.pkr 2, wr build a. modd to study tlw dfoct.s of 1,hc uncrr1.ain prcclict.ivc 

power of moving averages on portfolio choice. \Ve find that investors accounting 

for such uncert ainty allocate substantially less to :;tocks and a.re more conservative 

in market timing for longer horizons. Furthennore, the utility loss of ignoring this 

1mcertainty becomes si:.r,able as investment hori11on increases . T hese fi rnfo1gs help 

justify why long-hori11on investors seem to ignore much information from tcdmi­

cal analysis, while short-horizon investors , who tend to be more speculative, react 

more strongly cwcn though they know that such information need not be reliable. 
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In Chapter :3, we present another portfolio choice model to theoretically illus­

trate that moving averages can be useful for investment when stock returns are 

correlated. Calibrating our model with S&P 500 price index and dividend yield 

data, we find that fvIA-based market tiTni11g can substantially improve am rnalized 

ex pected holding period returns. The model also implies that shorter-horizon 

investors optimally time the market more aggressively and their portfolio prof­

itability is more robust to parameter estimation errors in their return prediction 

models, results that are consistent with that of Chapter 2. 

In Chapter ,J, ,ve forn1ulate an asset pricing model anc.l propose some plausi­

ble equilibria in 1'1·hich future prices can be predicted by moving averages. This 

model provides a r.hcorct.ical basis for some recent empirical findings that moving 

averages have predictive power. Interestingly, we find that even if prices arc de­

termined only by rational fundamental investor::,; who foreca::,;t future prices ba:,ed 

on information from dividends. due to serial correlations in dividends . teclrnical 

investors would still find that moving averages have genuine predictive power. \Ve 

also show that it is possihlr t.o have an cquilibrium in which prices arc determined 

only by technical investors who forecast future prices based on information from 

moving averages. Hmvever, for thi::,; equilibrimn to be ;;table, a relatively ;;hort 

lookback period has to be used to compute the 1noving averages, implying t hat 

the market would have to be relatively informationa lly efficient i11 t he sense t hat 

remote past prices do not affect future prices. 

In Chapter ii , we formulate a similar asset pricing model to that of Chapter 4 

with special attention to developing estimation and testing 1:,trategies to examine 

whether t he proposed equilibria are empirically supported. Using S&P 500 index 
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and clividcncl dat.a for the pcriocl .Ja.111w.ry 1871 Lo December 2015, we empirically 

reject the possibility that investors' trend following behaviour, including the use 

of moving averages, is the driver of the stock market in the long run. Instead, our 

results support the notion that stock prices reflect fundamental values, despite 

the widespread use of tedrnical analysis. This firnfo1g is c::cmsistent with t he theo­

retic::al result from Chapter 4 that even "rational" prices can imply t he predictive 

power of moving avcra.gcs. 

There are several limitations of our study. lviost notably, we have restr icted our 

attention to prin1arily the moving averages. \Vhile 1noving averages are undoubt­

edly a representative class of tools in technical a.na.lysis, more elaborate trading 

rules arc not considered in this thesis. \Ve arc essentially hoping that our moving­

average based models give us sufficient insights and confidence t o generalize our 

claims to other technical indicators , which arc also trend following in nature. 

\Ve a.re also a.ware that some model assumptions are not innocuous as they ap­

pear. In C hapter 1, we assume that the investor ignores hedging demands from 

the dyna.mir: learning oft.hr predict.ion model parameters. Such hedging demands 

can have important effects on portfolio choice hut arc neglected due to mathe­

matical complexity. In Chapter 2, we assume that the drift of the stock returns 

follows the Ornstein-Uhl en beck ( 0 U) process, and in the calibrat ion exercise we 

further assume that it is a linear fm1cticm of log dividend yields (state variable) . 

\Ve ackno,vledge that the choice of this state variable is arbitrary, for example, 

alternatives at. least include term spreads and payout ratios. This choice of state 

variable follows from most previous related sr.udics but we do not investigate 

how the estimated model parameters would change if alternative st ate variables 

were used . Besides, whether the dynarnic::s of the log dividend yield can be ,vell 
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dcsr:ribrd by Lhr O U prncrss is not rmpirically jus1ifird. In an unrrpnr t.ed exrr­

cisc, ,vc find statistical evidence that the log of monthly S&P 500 dividend yields 

are actually second-order autocorrelated, violating the first-order autocorrelation 

assumption commonly imposed in previous studies (the OL process implies first­

order autocorrelaticrn). For mathematical tractability, we nonetheless ignore such 

model misspecification and fit data to the OU process because t he continuous-time 

equiva.lrnce of the second-order autoregressive model is diflicult, to work with. 

In Chapter ;3 and 4, we assume that dividends are stationary and thus the equi­

librium prices are also stationary. This stationarity property clear does not hold 

for most stock market data. \Ve instead detrend both t he logs of price am] div­

idend data and interpret the detrendcd data as observations from an other,visc 

"real-world equivalent" stationary economy. \Vhilc similar dctrcnding approaches 

arc common in the macroeconomic literatun\ the extend to which our testing 

results are affected by such detrending remains undear. Hmvever, our detrending 

approach does preserve the observed correlation between the logs of price an d 

dividend data, ensuring no artificial correlation is created. 

"\Ve also acknowledge that the statistical inforcnce in Ch apter 5 is essentially based 

on the estimation of the risk aversion paramet er and it is estimated under the 

assumption of representative investor with infinite horizon. This assumption is 

1mrealistic but is genera lly considered a usefu l simplifying assu mption in asset 

pricing. One can imagine there are infinite generations of investors ,vho share the 

same risk aversion. Having a sole risk aversion parameter across all generations 

may still sound very strong, we can further imagine we arc seeking an average 

risk aversion parameter such that it. well represents all generations in our sample 

period. Indeed, the literature on tirne-varying risk aversion suggests that risk 
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aversion is mc,w-reverting. 

In light of the results of the thesis, a notable feature of the models introduced is 

the explicit modelling of the interdependency betv,een the stock prices and the 

investor's forecasts of future prices. \Ve have illustrated this feat ure i11 t hree di f­

ferent contexts. In Chapter 2, while the actual stock price process is exogenous, 

the individual (non-representative) investor uses his forecast modd to spcr:ulat,c 

how the price may behave in the longer run. Such subjective speculative beliefs 

have no tu.:tual effect to the economy but is critical for the investor 's portfolio 

choice decision. In Chapter :3, since the investor is assumed to have the log-utility 

preference, he behaves "myopically" and only tl1e next immediate instant of price 

change is relcvant~ with no further feedback considered. In Chapters 4 and 5, ,vc 

demonstrate how the actual process of stock prices and the inves t.or's fore casts 

can form a tight feedback mechanism. 

This thesis opens some possible directions for future ,vork. The following sugges­

tions are illustrative rather than exhaustive. For portfolio choice problems , models 

Um! allow for t.he role of dynamic learning of prediction model rmramet.ers is called 

for. The use of technical analysis in stock markets with time-varying volatility 

also remains uninvestigated. For asset pric:ing problems, an equilibrium rnodel 

allmving for investors' heterogeneous forecasting rules is called for . Estiruating 

the relative proportion of fundamenta l and t echnical investors and empirically 

test such a model a.re also worth attempting. All of these are important and 

challenging topics for future research. 
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