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ABSTRACT 

This thesis presents the results of a comprehensive study conducted to develop a 

practical tool to assist concrete specialists in i) evaluating the risk of early age thermal 

cracking of concrete for a particular concrete element, ii) identifying the optimal 

concrete mix design to reduce the risk of early age thermal cracking, iii) evaluating the 

effectiveness of construction strategies, including sequential placement and internal 

cooling using embedded pipes, in reducing the risk of early age thermal cracking. This 

thesis addresses the gaps in the available literature regarding early age thermal cracking 

including evaluating the accuracy of the available hydration models for Australian 

concrete, a lack of existence of a comprehensive numerical simulation for evaluating 

early age thermal cracking and mix design optimisation with the aim of minimizing the 

risk of early age thermal cracking. A comprehensive experimental study was conducted 

to address the first gap by evaluating the precision of existing hydration heat models 

through extensive calorimetry tests. To address the second gap, an advanced three-

dimensional numerical simulation model was developed and verified by real-world site 

measurements using COMSOL Multiphysics. This model allows direct use of 

calorimetry data as well as existing hydration models as the heat source and is capable 

of modelling the effect of reinforcement, thermal and mechanical boundary conditions, 

etc. This model is also modified to numerically analyze common construction 

methodologies for reducing early age thermal cracking such as sequential concrete 

pouring and using of embedded cooling pipes in concrete. While the proposed 

numerical simulation model makes available a means of evaluating the effect of 

different mixes on early age thermal cracking, try and error to identify an optimal mix 

design which minimizes the risk of early age thermal cracking is highly time-
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consuming. To address this issue, a genetic algorithm multi-objective mix design 

optimisation method was developed to mathematically identify the optimal mix design 

that minimizes the risk of early age thermal cracking in a particular element, while 

considering the practical constraints. The proposed optimisation algorithm was 

developed in MATLAB and was designed to include an embedded finite difference 

model to allow its use as a stand-alone tool.  
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Chapter 1: Introduction 

1.1 Background 

Concrete is the most used manmade material and is widely used in construction 

sites all around the world [1]. Concrete is used predominantly in construction of 

various types of structures and critical infrastructures. This infrastructure comprises the 

structures needed for the provision of transport, energy, water and communication, with 

significant social and economic impacts. Therefore, concrete performance is vital in 

providing essential services and maintaining their economic activities. Concrete is 

generally considered as a durable and long-lasting material [1]. The key performance 

requirements for the design, construction and maintenance of concrete structures relate 

to safety, serviceability and durability [2,3]. The two latter features however can be 

compromised significantly due to volumetric cracking that provides a path for harmful 

materials to ingress into the concrete. One of the dominant causes of cracking, 

especially in mass and high performance concrete, is early-age differential thermal 

stresses due to hydration induced internal heating of concrete and subsequent cooling 

[2]. Dale et al. (2008) reported an informal estimation of an annual $500 million costs 

associated with the required rework and rehabilitation due to early age cracking  

encountered by major ready-mix companies in the U.S. [1].  

The early age cracking problem originates from the exothermic nature of  

cement hydration reaction and low thermal diffusivity of concrete [4]. Because of the 

relatively low thermal diffusivity of concrete, the released heat due to hydration of a 

cementitious system may cause a considerable temperature rise at early ages after 

casting [3]. The increase in the temperature and subsequent cooling leads to volume 

changes and/or considerable temperature differential in concrete elements [3]. Since 
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concrete elements are generally internally and externally restrained, volume changes 

result in considerable thermal stresses [3]. In addition, due to low thermal conductivity 

of concrete, considerable temperature differences may be developed between the cooler 

exterior and hotter interior of concrete elements, leading to the development of 

differential thermal stresses in the concrete [5]. The thermal stresses developed due to 

heat of hydration may consequently lead to initiation of early age thermal cracking in 

concrete when the concrete’s tensile strength is exceeded [6]. This is undesirable from 

the point of view of aesthetics, durability and structural performance [7,8]. Cracking 

increases the permeability and diffusivity of concrete and thus the kinetics of concrete 

deterioration due to steel corrosion, chloride ions penetration, leaching, etc. [7, 8]. In 

addition, another source of deterioration is delayed ettringite formation (DEF) which 

may happen as a result of significant temperatures reached in the core of massive 

structures due to heat of hydration [9].  

The issue of thermal cracking due to hydration heat is significant especially in 

mass concrete in which huge dimensions and the low thermal conductivity of the 

concrete element tends to result in higher internal temperature gradients [10]. It is also 

significant in high strength concrete that usually contains higher amounts of Portland 

cement compared to other types of concrete. Apart from the cement content and 

dimensions of the concrete elements, the risk of early age cracking is affected by 

numerous other factors that determine the rate of heat generation as well as the rates of 

internal and external heat flow. These factors have been summarized by Safiuddin et al. 

as shown in Figure 1-1 and will be discussed in details in Chapter 2 [10]. 
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Figure 1- 1 factors affecting early age cracking [10] 

Various techniques to reduce the maximum temperature in mass concrete have 

been investigated in the literature. These methods are mostly based on lowering the 

internal heat release through adopting concrete mixtures with lower cement contents or 

use of supplementary cementing materials such as fly ash and slag, exhausting the 

generated heat through cooling of water and/or aggregates before mixing operations or 

introducing internal cooling pipes in concrete, delaying the peak heat using retarders, 

and adopting concrete construction schedules that maintain temperature gradients in 

concrete below prescribed limits [11]. Among such techniques, modifying the concrete 

mixes and the use of supplementary materials are usually favoured by the industry, 
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mainly because these methods do not require changes to the construction method and 

plan. However, using other mentioned techniques in conjunction with mix design-based 

methods may be required in severe cases with very high hydration heat generation. 

Optimising the concrete mix, on the other hand, requires the ability to predict 

the effect of a particular mix on temperature rise and development of thermal stresses 

in concrete.  Numerical simulation of concrete elements is commonly used to estimate 

the temperature gradient, and thereby the risk of early age thermal cracking of the 

concrete elements [12, 13]. Reaching an acceptably precise numerical prediction, 

however, depends on both precision of analytical and empirical models used in 

numerical simulation and the precision of input data provided to the numerical 

simulation model. The main models used in numerical simulation of early age 

temperature development and potential cracking of concrete include models that 

estimate of heat generation over time (heat function) and models that the estimate of 

maturity development rate and thus development rate of mechanical properties of 

concrete, which are themselves functions of temperature and thus, the heat generated 

[14, 15]. A number of commonly used empirical hydration heat models are reported in 

the literature [16–18]. These equations are a function of chemical composition of 

cement, supplementary cementitious material, curing temperature, and time [16–18]. 

The current state-of-the-art numerical simulation however faces considerable 

challenges with regards to inadequate precision of such models for new classes of 

concrete used in practice in which different types of admixtures and supplementary 

cementitious are commonly used to regulate fresh and hardened concrete properties and 

reduce the total of amount of cement [6]. Furthermore, the existing numerical 

simulation models suffer from a number of technical limitations including the inability 
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to provide a three-dimensional representation of elements, account for the effects of 

reinforcement, etc., which will be discussed further in Chapter 3.  

While numerical simulation can provide a good understanding of effect of a 

particular mix on risk of early age thermal cracking, identifying the optimal mix design 

through blind try and error in numerical simulation can be cumbersome and highly time 

consuming. Therefore, a smart methodology to guide the mix optimisation process is 

generally required to identify the optimal concrete mix among many alternative 

combinations of different concrete mix proportions. The same issue also applies to 

conventional mix optimisation approaches to identify the optimal concrete mix that 

meets the required mechanical and fresh concrete properties of concrete. With this in 

mind, improving concrete properties by optimising the concrete mix design has been 

under study for a long time [19–21]. The available concrete mix design-based methods 

focus mainly on achieving target mechanical properties of concrete and generally 

overlook the effect concrete composition has on internal hydration heat generation and 

transfer [19–21]. In fact, such methods have been developed based on empirical 

relationships between basic concrete properties and quantities and properties of 

conventional concrete constituents and lack a scientific basis relating the hydration 

kinetics to development of concrete properties. 

 Overlooking the important effects that concrete mix proportioning has on the 

internal temperature profile of concrete at early ages in the design stage over the years 

has led engineers to adopt conservative, worst case, approaches in design of structures 

and use non-conventional construction methods when dealing with mass concrete and 

relatively large high strength concrete elements [3, 22, 23]. In addition, in many cases, 

this has led to a considerable amount of re-work at significant cost to the public [1]. 
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With the increasing awareness about the importance of this challenge, however, the 

availability of the models that assist practitioners in i) identifying the risk of early age 

cracking associated with the use of a particular concrete mix for a given element, and 

ii) identifying the optimal concrete mix that minimizes the risk of early age cracking in 

a concrete element, are among the well-emphasized needs of the concrete industry [3].  

The present study aims to contribute to efforts towards developing methods for 

estimating and reducing the risk of early age thermal cracking by addressing some of 

the major gaps, partly highlighted above, in the available literature on numerical 

simulation of early age thermal cracking and mix optimisation to reduce the risk of the 

latter. The significance of the present study and its objectives are further elaborated in 

the following sections.  

1.2 Research Motivation and Objective 

Concrete is predominantly used for the construction of Australia’s critical 

infrastructure and therefore, its performance is crucial to provide the nation’s essential 

services and maintain its economic activities. Ensuring the durability of concrete is vital 

to ensure the designed infrastructure can reach the planned service life without putting 

undue pressure on future generations to maintain and retrofit this infrastructure. Safety, 

durability and serviceability of concrete infrastructures can be compromised 

significantly due to volumetric early age cracking, which provides a path for harmful 

materials to ingress into the concrete. Early age thermal cracking is a major concern 

especially in construction of mass and high-performance concrete elements. Many 

critical elements of concrete infrastructure such as footings and retaining walls can be 

classified as high risk with respect to early age thermal cracking.  
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By making available improved prediction models to numerically estimate the risk of 

early age thermal cracking as well as making available an effective mix optimisation 

model to provide practical mix design solutions to reduce the risk of early age thermal 

cracking at design stage, costly over design and disrupting repair and retrofitting could 

be avoided. However, developing effective early age cracking prediction numerical 

simulation models and mix optimisation models to reduce the risk of early age thermal 

cracking faces a number of technical challenges including i) difficulties in precisely 

predicting the internal heat generation and transfer in a particular concrete mix given the 

outdated nature of existing heat generation estimation models and a lack of update 

numerical models to account for the effects of different types of supplementary 

cementitious materials and admixtures on hydration kinetics; ii) a gap in the knowledge 

about relationships between heat of hydration and development of concrete properties, 

including strength, elasticity, heat capacity, thermal expansion coefficient, thermal 

conductivity, etc., as well as variations in such relationships with changes in the mix; 

iii) difficulties in modelling the effects of variations in internal temperature at early ages 

on hydration kinetics; iv) difficulties in modelling realistic boundary conditions at air-

concrete, formwork-concrete and soil-concrete interfaces; v) difficulties in modelling 

the internal constraints caused by hardening of concrete and the presence of reinforcing 

bars; and vi) difficulties in capturing the impacts of changing the construction plans 

such as sequence concrete pouring and using an internal cooling system on temperature 

development [9, 11, 24, 25].   

The components of this study are: 

 A systematic approach is adopted to address the above challenges to meet the 

key objectives which are outlined in the following: Verifying the accuracy of the 
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existing hydration heat prediction models in capturing the effects of SCMs and 

admixtures using local concrete compounds in Australia through calorimetry tests 

 Develop a three-dimensional time-dependent numerical simulation method for 

prediction heat of hydration, early age thermal stresses and strains as well as thermal 

and mechanical properties of concrete. 

 Eliminate the sensitivity of thermal modelling of concrete to accuracy of 

hydration heat models by allowing the model to accept direct calorimetry 

measurements as input. 

 Develop a multi-objective mix design optimisation model that minimizes the 

risk of early age thermal cracking of concrete elements while meeting also meeting the 

strength development requirements. 

 Numerically investigate the effectiveness of various construction strategies for 

mitigating the risk of early age thermal cracking of concrete including sequence 

concrete pouring, pre-cooling of concrete to change the placement temperature, using 

of aggregates with lower thermal expansion and using of embedded cooling pipes to 

capture their efficiency. 

1.3 Research Methodology 

To achieve the objectives, a four-step methodology is followed in this thesis. 

The methodology adopted in each step is briefly described in the following.  

1- Due to the importance of the accuracy of the input heat of hydration data for 

numerical models, a comprehensive series of isothermal calorimetry measurements is 

conducted  to investigate the impacts of using supplementary cementitious materials 

including class F fly ash and ground granulated blast-furnace slag (GGBFS) and the 
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three most used chemical retarders in Australia (Retarder N, Sucrose and Citrate) on 

the heat of hydration development of cementitious materials, as well as the ability of 

existing heat of hydration models in capturing these effects. Furthermore, the 

calorimetry measurements will be is carried out at three different curing temperatures 

of 10, 23 and 30 °C to evaluate the effect of temperature on the rate of hydration.  

2- A comprehensive three-dimensional numerical model is developed in 

COMSOL Multiphysics to predict the temperature development, temperature gradient, 

and thermal stresses and strains within the concrete, as well as the resulting early age 

thermal cracking ratio as an indicator of risk of early age thermal cracking of concrete. 

Coupled finite element analysis of heat transfer and solid mechanics modelling for 

concrete elements subject to thermal loads allows the user to investigate how various 

mix designs, cement types, structural boundary conditions, thermal boundary 

conditions, steel reinforcement and curing methods can affect the magnitude and 

pattern of differential thermal stresses developed due to hydration heat. Moreover, the 

model is developed with an interpolation algorithm to allow for the use of direct 

calorimetry measurements as the heat source in place of prediction of hydration heat 

models. 

3- A genetic algorithm-based optimisation method is proposed to identify the 

optimal mix design for concrete elements subject to the risk of early age thermal 

cracking. The method is a multi-objective optimisation method which aims to reduce 

the temperature gradient within the concrete section while maximizing the tensile 

strength development rate. Bogue’s heat of hydration model and finite difference 

simulation method are used to account for temperature and tensile strength calculation 
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of different points of the concrete element. The mechanical properties of the element 

under study are controlled to be in a pre-defined acceptable range. 

4- While optimising mix design is an effective method to control the risk of 

early age thermal cracking, there may be a need to use other complementary methods to 

decrease the possibility of the occurrence of the early age thermal cracking in cases 

with very high chance of early age cracking. The numerical model explained earlier is 

modified to enable investigating the effectiveness of other common strategies adopted 

in practice to reduce the risk of other early age thermal cracking of concrete. These 

strategies include sequential concrete pouring, use of embedded water-cooling pipes, 

lowering concrete’s placement temperature and using aggregates with lower thermal 

expansion coefficient on early age thermal cracking.  

1.4 Thesis Outline 

The present thesis is organized into seven chapters. A brief illustration of each 

chapter is presented below: 

Chapter 1 discusses the importance of studying early age thermal cracking of 

concrete, the gaps in the previous researches which motivated this study, the goals and 

objectives of this research and the thesis outline.  

Chapter 2 provides a review of the literature on heat of hydration of concrete 

and different factors influencing it, methods for measuring hydration heat, available 

heat of hydration prediction methods, numerical models for analysing hydration heat of 

concrete, mix design optimisation methods and different construction strategies used in 

practice to reduce the risk of early age thermal cracking of concrete.  
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Chapter 3 investigates the precision of available hydration heat models in 

capturing such effects of supplementary cementitious materials and retarders on heat of 

hydration through a comprehensive series of calorimetry measurements.  

Chapter 4 presents a finite element-based simulation method to estimate the 

temperature development and evaluate the risk of early age thermal cracking using 

COMSOL Multiphysics. The accuracy of the obtained results is verified through using 

real world in-situ measurements. 

Chapter 5 proposes a genetic algorithm-based optimisation method for 

optimising concrete mix designs with the objective of minimizing temperature gradient 

within the concrete section while maximizing the tensile strength of concrete. The 

method is applied on a real-world case study and the element is modelled using the 

numerical model introduced in Chapter 4 to investigate the effects of the mix design 

optimisation on reducing the risk of early age thermal cracking.  

Chapter 6 presents a modified version of the numerical model developed in 

Chapter 4 for considering the effect of sequence concrete pour and using embedded 

water-cooling pipes. Moreover, these methods alongside two other early age thermal 

cracking mitigation methods including using lower thermal expansion aggregates and 

lowering the initial temperature of concrete are applied to real life case studies and their 

impact on reducing the risk of early age thermal cracking is investigated. 

Chapter 7 discusses the contributions of this research and future research 

recommendations. 
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Chapter 2: Literature Review 

2.1 Introduction 

Concrete is the most used material in construction sites around the world. One 

of the major issues affecting the structural performance and serviceability of concrete 

elements is cracking, which allows the harmful materials to ingress into concrete, 

thereby causing numerous durability issues. One of the dominant causes of cracking 

especially in mass and high-performance concrete, is early age thermal cracking, that is 

due to hydration induced internal heating of concrete and subsequent cooling [1]. 

Several studies have been conducted on different aspects related to early age thermal 

cracking of concrete including methods to estimate the development of temperature and 

thermal stresses in concrete, and strategies to reduce the risk of early age thermal 

cracking. Furthermore, each of these areas rely on an extensive body of knowledge 

related to cement hydration and hydration heat estimation, modelling of concrete’s 

maturity development and modelling the development of mechanical and thermal 

properties of concrete that provide the scientific backbone to discussions and studies in 

the field.  

The focus of this chapter is current methods for evaluating the heat of hydration 

and maturity of concrete at early ages, which are the underlying concepts of this study. 

The available studies on mix design optimisation of concrete, numerical simulations of 

concrete elements subject to early age thermal cracking and construction strategies to 

reduce the risk of early age thermal cracking are also reviewed. 



13 
 

2.2 Heat of Hydration Prediction Models  

2.2.1 Concrete hydration and hydration products 

The exothermic chemical reaction between cementitious materials, and other 

concrete mix components, with water leads solidification of the concrete, this is known 

as hydration. The products formed as a result of this reaction are called hydration 

products and have varying impacts on the thermal and mechanical properties of the 

concrete.  

Portland cement consists of five main compounds which are presented in Table 

2-1. In the presence of water, silicates in cementitious materials powder create 

Calcium-Silicate-Hydrate (C-S-H) gel, which gives strength to the system and has the 

greatest effect on the mechanical properties of the cement paste. C-S-H replaces C S 

and C S minerals, which are the most plentiful minerals, and is the most abundant 

hydration product, constituting approximately 50% of the paste volume. The second 

most common hydration product, which forms mainly from C S and less from C S, is 

Calcium Hydroxide (CH), also known as Portlandite, and occupies about 15% of 

Portland cement paste volume. The shape and size of the CH crystals varies depending 

on the available space for their growth. CH and C-S-H gel form a cohesive mixture.  

CH decreases the total pore volume of the mix, which leads to a moderate 

increase in concrete strength. However, CH is the most soluble hydration product and it 

dissolves when exposed to water which results in more porosity. Therefore, it is not the 

best concrete binder in terms of durability. There are several additional hydration 

products such as Calcium Sulfoaluminate, Hydrogarnet, Brucite, and Syngenite but  

their impact on the engineering properties of concrete is negligible [26]. 
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Table 2- 1 Main chemical components of Portland cement 

Cement Compound 
Weight 

Percentage 
Chemical Formula 

Tricalcium silicate (C S) 50 % Ca3SiO5 or 3CaO.SiO2

Dicalcium silicate (C S) 25 % Ca2SiO4 or 2CaO.SiO2

Tricalcium aluminate (C A) 10 % 
Ca3Al2O6 or 

3CaO.Al2O3 

Tetracalcium aluminoferrite 

(C AF) 
10 % 

Ca4Al2Fe2O10 or 

4CaO.Al2O3
.Fe2O3 

Gypsum 5 % CaSO4
.2H2O 

 

Figure 2-1 shows the rate of heat evolution during hydration, which noticeably 

impacts the heat liberation [27]. As shown, there are five phases associated with the 

hydration of Portland cement [28]: 

 Stage one: Dissolution stage (<15mins) 

  – Aluminate rich C-S-H gel is produced from the (C A) phase reacting with 

water 

  – Rapid heat generation 

  – Dissolution of ions and initial hydration 

 Stage Two: Dormant period (2-4 hours) 

   – Ettringite is formed from the reaction of the C-S-H gel with sulphate  

   – Cement remains plastic and reaction slows 
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 Stage three: Acceleration phase (2-4 hours) 

  – Greatest rate of heat evolution, initial and final set occur 

  – Initiation of silicate hydration, Alite(C S) and Belite (C S) react to form  

calcium silicate hydrate and calcium hydroxide. (C A) reaction continues 

  – Concrete strength development increases 

 Stage 4: Deceleration stage 

  – Reaction slows, heat peaks and begins to drop, concrete cools and contracts 

  – Depletion of sulphate 

 Stage 5: Steady state stage 

   – Constant reaction rate that can continue for years 

 

Figure 2- 1 Rate of heat generation during the hydration of Portland cement [27] 

The layers of the C-S-H gel expand around the cement particles and cause the 

cement paste to harden. There are two varying types of C-S-H gels that are formed in 

stages three and four of the hydration process as shown in Figure 2-1. Low-density C-

S-H gels are formed rapidly in stage three which is the acceleration phase and high-
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density C-S-H gels start to generate in stage four of the hydration process which is 

known as the deceleration stage. However, the order of formation of these two gel 

types may vary in some cases. This means that it is possible to witness low-density gel 

formation in stage four and high-density gel formation prior to it in stage three [26].  

2.2.2 Heat of hydration 

Hydration is an exothermic chemical reaction. The total heat liberation in the 

hydration process consists of two parts; the heat released by a solution of the anhydrous 

materials and the heat liberated by the precipitation of hydrates from solution  [29]. The 

total heat of hydration and the heat evolution rate are mostly influenced by concrete 

composition, especially the amount and fineness of cementitious materials and the 

water to cementitious materials ratio. However, several external factors such as 

placement temperature and ambient temperature are mentioned in the literature to 

impact the heat of hydration as well [29]. The influence of these factors is discussed in 

detail in the following section. 

2.2.3 Factors influencing the heat of hydration  

 Chemical composition of cementitious materials 

Understanding how the chemical components of cementitious materials hydrate 

is vital to investigate the hydration process. The hydration heats of four Bogue 

compounds introduced in section 2-2-1 are investigated in several studies. Tricalcium 

silicate (Alite), C3S, has a noticeable influence on early age strength of concrete since it 

hydrates and hardens quickly [30]. Rapid hydration of Alite is associated with high heat 

of hydration and increased hydration rate. Dicalcium silicate (Belite), C2S, has the least 

hydration rate leading to less participation in hydration heat and early age strength. 

Tricalcium aluminate, C3A, generates heat instantly upon exposure to water and a 
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notable amount of heat generation continues within the first few days. Tetra-calcium 

aluminoferrite (Ferite), C4AF, hydrates rapidly, however it contributes minimally to 

concrete strength and the heat liberation of C4AF during hydration is lower than C3A. 

Adding gypsum to the concrete mix slows the hydration rate of C3A and prevents rapid 

setting leading to optimum strength being obtained. Generally, about 2.5-8% of 

gypsum is required in the cement mix to control the setting [31]. Moreover, the amount 

of sulphate, SO3, can significantly affect the degree of hydration of concrete by 

increasing the rate of hydration at early ages. Several studies confirmed that the most 

significant components of Portland cement influencing the amount and rate of heat of 

hydration and, therefore, early age strength of concrete are C3A and C3S [29, 31, 32]. 

Bogue also noted here that approximately half of the total generated heat is liberated at 

the age of 1 to 3 days after casting. This value reaches to about three quarters in 7 days 

and to 83-91% in 6 months. He also mentioned that “the total quantity and the rate of 

heat liberation are greatest with those cements high in tricalcium aluminate and 

tricalcium silicate” [29]. 

 Fineness of cementitious materials 

Several studies in the literature mentioned the cement fineness as an effective 

factor on the kinetics of cement hydration [29, 31, 33, 34]. Finer cement particles 

provide more surface area to react with water, which leads to a faster rate of hydration, 

higher heat generation and greater early age strength [30]. However, Bentz and 

Haecker [35] stated that the influence of cement fineness fades for high cement to 

water ratios. Fineness of cement is quantified using the total specific surface area, that 

is, the surface area available for hydration. Generally, the Blaine method is used for 

calculations of specific surface and Blaine values of cement range from 2,600 to 5,000 
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(cm2/g). It should be noted that while cement fineness has considerable impact on the 

rate of heat development at early ages, it does not noticeably affect the total heat of 

hydration [30]. Figure 2-2 demonstrates how the rate of hydration is impacted by the 

fineness of cement.  

 

Figure 2- 2 The influence of cement fineness of the hydration rate of cement [36] 

 Water to binder ratio 

A higher water content provides cement grains with more microstructure space 

available for hydration, forcing the hydration reaction to occur at an increased pace. 

More specifically, the water to binder ratio has the greatest impact on rising the rate of 

hydration during the acceleration phase. The Portland Cement Association [37] stated 

that for Type I cement, equivalent to Australian General Purpose (GP) cement [30], the 

heat of hydration at the age of 7 days is increased about 11% when altering the w/b 

ratio from 0.4 to 0.6. It should be noted that for moderate and low heat cements, 

variations of the hydration heat due to changing w/b ratio is not significant [38]. 
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 Curing temperature 

The effects of curing temperature on the process of hydration have been shown 

to be significant, both experimentally and theoretically. Several studies concur that 

specimens with higher curing temperatures have a higher rate of hydration [31, 33, 39]. 

Termkhajornkit et al. also showed that  increasing the curing temperature decreased the 

long-term compressive strength of concrete [33]. This understanding suggests that the 

hydration kinetics decelerate succeeding the initial acceleration phase [33,39]. Bogue 

confirmed these results experimentally expressing that the heat evolution at the curing 

temperature of 35°C are higher than those evolved at the curing temperature of 25°C, 

however the amount of the difference is not significant [29].  

 Supplementary cementitious material  

Supplementary cementitious materials such as Fly Ash, Ground Granulated 

Blast Furnace Slag (GGBFS), Silica Fume, etc. are added to mix design as a sustainable 

and efficient addition to the cementitious system. It is commonly accepted that these 

mineral admixtures enhance the performance and durability of hardened concrete [39]. 

Moreover, the total heat release and the intensity of heat development is lower for 

mixes with mineral admixtures [40]. Also, as mineral admixtures are finer compared to 

Portland cement, they make the concrete mix less porous which results in more 

durability [41]. Siler et al. showed that increasing replacement levels of Fly Ash delays 

the hydration process and setting time while decreasing the peak heat of hydration [40]. 

A similar impact on hydration was shown when using Ground Granulated Blast 

Furnace Slag (GGBFS) in concrete mix design. Furthermore, Bamforth expressed that 

the temperature rise was reduced by about 40% in mass concrete when 65-80% of 

GGBFS was replaced with Portland cement [42]. However, high replacement levels of 
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GGBFS adversely affects the mechanical properties of fresh concrete. Moreover, 

increasing the proportion of GGBFS decreases workability [43]. It is important to note 

that the results were based on cementitious systems produced in the United Kingdom 

and cannot be directly imposed to Australian cementitious mixes.  

 Chemical Admixtures 

Chemical admixtures are added to cementitious systems in order to enhance the 

performance of fresh and hardened concrete. There are various types of chemical 

admixtures such as retarders, accelerators, super plasticizers, water reducer, etc. [44]. 

Retarders are commonly used for mass concreting and are the most common admixture 

used in concrete elements subject to heat of hydration issues; thus, they are of particular 

interest in this study due to their direct significant effect on hydration heat [27]. The 

benefits of using retarders include controlling setting and hardening of concrete, 

improving workability, improving mechanical properties resistance against frost and 

sulphate. Retarders also impact the hydration process due to their influence on the 

tricalcium silicate and tricalcium aluminate constitutes of Portland cement. Since 

retarders delay the initial set of concrete, the rate of heat generation is reduced [45].  

 Mix design 

Based on what has been discussed earlier, concrete mix design which 

determines the quantity of different components in the concrete, directly influences the 

rate and amount of heat generation and temperature rise in concrete elements [29, 31]. 
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2.2.4 Measuring heat of hydration 

The heat of hydration of concrete can be measured experimentally by means of 

a colorimeter [46]. There are three different methods for calorimetry testing to be 

conducted as explained below.  

 Adiabatic calorimeter: In this method, there is no change in heat through 

the system and any heat generated causes the temperature of the sample to increase. 

However, this definition is the ideal and in the real world no adiabatic calorimeter is 

fully adiabatic. Where the maximum heat loss in a calorimeter is less than 0.02 J/(h.K), 

it is considered as an adiabatic calorimetry [47]. A schematic view of an adiabatic 

calorimeter is shown in Figure 2-2. 

 

Figure 2- 3 Schematic view of a typical adiabatic calorimeter [47] 

 Semi-adiabatic calorimeter: A schematic view of a typical semi adiabatic 

calorimeter is shown in Figure 2-3. The principles of a semi-adiabatic calorimeter are 
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similar to adiabatic calorimeters [48]. The difference is that in the semi-adiabatic 

calorimeters the heat loss is allowed up to 100 J/(h.K) [47].  

 

Figure 2- 4 Schematic view of a typical semi-adiabatic calorimeter using a commercial 

thermos vessel [47] 

 Isothermal calorimeter: In isothermal calorimeters the temperature through 

the system is constant and can be set [46, 49]. The heat evolution of the sample is 

measured with the help of a reference sample. A cutaway view of an eight-channel 

isothermal calorimeter (TAM-Air calorimeter) is presented in Figure 2-3 [49]. The test 

method for isothermal calorimetry is presented in ASTM C1702 [50]. 

The isothermal calorimeters directly measure the rate of heat flow, which is 

continually related to the rate of reaction, whereas adiabatic and semi-adiabatic 

calorimeters measure temperature change and convert it to heat development. 

Considering the focus of this study, isothermal calorimetry is the preferred method for 

quantifying the heat of hydration for this thesis based on ASTM C1702 [47, 49]. The 
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isothermal calorimeter used in this study is the eight-channel TAM-AIR calorimeter. 

The mechanism of this device will be explained in section 3-3-2. 

 

Figure 2- 5 Schematic view of an isothermal calorimeter (Tam Air calorimeter) [49]  

2.2.5 Heat of hydration prediction models  

A number of commonly used empirical hydration heat models are reported in 

the literature. These equations are typically a function chemical composition of cement, 

supplementary cementitious material, curing temperature, and time [16–18]. Two of the 

most commonly used models for heat of hydration prediction are the Schindler and 

Folliard model [16] and the Bogue model [18]. These models will be described in detail 

in Section 3-2 in Chapter 3.  

2.2.6 Maturity functions 

The urge to have a method for calculating the combined effect of time and 

temperature on strength development of concrete for different temperature curing 

methods has been felt for a long time. There are several methods available in the 

literature in this regard [51]. 
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Nurse-Saul Function: In 1949, Nurse and Saul developed a method to relate 

concrete strength and maturity, known as the Nurse-Saul Function. The function 

attempts to predict concrete strength by introducing a maturity index called the 

“temperature-time factor” (TTF). The maturity index is the quantitative amount of 

temperature and time a concrete mixture has accumulated. The function is based on the 

temperature history of the concrete and the assumption that the rate of strength gained 

during the accelerator period behaves linearly with temperature [52]. The Nurse-Saul 

function is defined in ASTM C1074- 98 [53]: 

	 ∑ .                     Equation 2- 1  

where, M is the maturity index at age t (°F.hr or °C.hr),  is the average concrete 

temperature during time interval (°F or °C),  is the datum temperature (°F or °C) and 

 is a time interval (hr). The Nurse-Saul function is governed by the following 

maturity rule “Concrete of the same mix at the same maturity (reckoned in temperature-

time) has approximately the same strength whatever combination of temperature and 

time go to make up that maturity.” [52]. To calculate the maturity index, it is important 

to define a correct datum temperature for the specific concrete mix and curing 

conditions. Computation of the Nurse-Saul maturity function can be explained by 

Figure 2-4. The selection of the datum temperature is based on several factors including 

the type of cement, the usage of chemical admixtures and the water to binder ratio. It 

should be noted that there are limitations to the Nurse-Saul function. One of the most 

important ones is that the results of this method are not accurate enough for varying 

curing temperatures [52].  
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Figure 2- 6 Concrete maturity diagram using Nurse-Saul maturity function  [52]  

Arrhenius maturity function: The limitations of the Nurse-Saul function led 

researchers to look for a more accurate maturity function. In 1977, Freiesleben Hansen 

and Pedersen proposed a new function that basically converts the actual age of the 

concrete to an equivalent age at a specified reference temperature. The equivalent age 

defined as Equation 2-2 assumes that the rate of strength development follows 

Arrhenius’s equation.  

⋅ 	                 Equation 2- 2 

where,  is the equivalent age at a specified temperature (hr), E is the activation energy 

(J/mol), R is the universal gas constant equal to 8.314 J/(mol.K), Tr is the reference 

temperature of concrete during time interval (ºC) (usually considered as 20 ºC or 23 

ºC), Tc is the average concrete temperature for the time interval, , (ºC) and Δt is the 

time interval (hr). Activation energy is a new parameter in this equation which shows 

the dependency of the curing temperature on strength development. Computation of 

activation energy depends on the type of the cement used, the presence and dosage of 

admixtures and w/b ratio.  
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2.2.7 Strength- maturity relationships 

Concrete strength can be predicted at any age using the strength-maturity curve 

of the concrete. The strength-maturity curve for a concrete mix is presented in Figure 2-

5. Several researches have been conducted on modelling strength- maturity 

relationships. Some of the most typical ones are proposed below [52]. 

 Exponential Function: 

Freiesleben-Hansen and Peterson developed a revised exponential function 

based on the research of Nykanen in 1956. The original exponential function was 

predominately dependent on the w/c ratio of the concrete mixture, and as such it did not 

fit the actual strength data very accurately. The modified exponential function has 

proven to be a reasonable fit for the actual strength data of many researchers. This 

function was accepted by ASTM C 1074 as an appropriate model for the strength-

maturity relationship. Freiesleben-Hansen and Pederson’s modified exponential 

function is as follows [52, 53]: 

                   Equation 2- 3 

where  is the compressive strength at age t,  is the limiting compressive strength, M 

is the maturity index (hr),  is the shaper parameter and  is the time constant. 

 Logarithmic function: 

In 1956, Plowman [54] proposed a logarithmic relationship between strength 

and maturity presented in Equation 2-4. Due to the simplicity of the calculation of this 

function, it gained popularity. However, since no limiting strength is considered in the 

function, this function has a limitation in plotting high and low maturity indexes 

accurately. Plowman’s equation is given as: 
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                     Equation 2- 4 

where  and  are constants related to the used mix design and  is the maturity index. 

 Modified hyperbolic function:  

Carino [53] developed a modified hyperbolic strength- maturity function which 

can be found in Equation 2-5 [54]. The hyperbolic introduced an offset time, t0, which 

accounts for the assumption that strength gains begin after some time, t0. Carino’s 

function is recommended in ASTM C 1074 as an acceptable function to model strength 

gain.  

                     Equation 2- 5 

where,  is the rate constant (1/day) and  is the age that strength development starts 

(hr). 

 

Figure 2- 7 Strength- Maturity curve  [52] 

Since the exponential function is introduced as the most accurate method for 

calculating the maturity- strength relationship, it is used in this study [52, 53]. 
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Since no studies have been conducted using the Australian materials and 

admixtures, in this study the heat of hydration of mixes including concrete compounds 

and common chemical admixtures from Australia are utilized. 

2.3 Numerical models of concrete temperature development 

Numerical modelling of heat transfer in concrete by considering cement 

hydration as the heat source allows the designers and contractors to estimate the 

development of temperature and temperature gradient and consequently the risk of 

early age thermal cracking of concrete. Several studies have been conducted in the 

literature to numerically model the heat generation and transfer phenomena in concrete.   

Ye [55] proposed a 2-D numerical simulation to analyse the temperature and 

moisture development in early age concrete pavements (TMAC2) to assist curing 

effectiveness evaluation. He used the conservation of energy concept and law of 

conservation of moisture mass to calculate heat transfer and moisture diffusion in 

concrete and synthesized these models. To consider water movement because of 

relative humidity he used moisture capacity concept and modelled relative humidity 

drop due to self-desiccation using this.  He measured the actual temperature and 

moisture gradients at National Airport Pavement Test Facility (NAPTF) and used the 

results to characterize the concrete thermal conductivity and moisture diffusivity. 

Folliard et al. [56, 57] developed a 2-D software package called ConcreteWorks 

to conduct thermal analysis and chloride diffusion service life. The software is capable 

of analysing the member types presented in Table 2-2. 

Table 2- 2 main chemical components of Portland cement [56, 57]  



29 
 

Mass Concrete 

Rectangular Column 

Rectangular Footing 

Partially Submerged Rectangular Footing 

Rectangular Bent Cap 

T-Shaped Bent Cap 

Circular Column 

Drilled Shaft 

Precast Concrete Members 

Box Beam (Type 5B40) 

Type IV I-Beam 

U40 Beam 

U54 Beam 

Precast 1/2 Depth Panels 

Bridge Deck Types 

Permanent Metal Decking 

Removable Forms 

User-Defined 

Pavements User-Selected Layers 

 

ConcreteWorks allows the users to define different mix designs including 

supplementary cementitious materials and chemical admixtures. Also, the cement 

compositions can be defined by the user. The boundary conditions are imposed on 

concrete members to model the effects of ambient temperature, different types of curing 

methods, form liners, and cure blankets. ConcreteWorks uses the conservation of 

energy concept to predict the temperature development of several predefined points in a 

concrete section. It also informs the user of the time to corrosion initiation and damage 

expected in the concrete element. Moreover, this software gives the cracking probability 

classification. A low cracking probability category does not guarantee that the structural 

member will be free of cracks. It only indicates that the probability of cracking is lower 
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than if the concrete cracking probability classification were moderate, high, or very 

high. It is expressed that any classification, including the low cracking probability 

includes some chance that cracking will occur. ConcreteWorks, which is one of the 

most comprehensive models for investigating early age thermal cracking, however, has 

a number of important limitations. These include i) the 2-D nature of the analysis which 

limits the applicability of the model solely to cases that can be simplified to 2-D; ii) the 

limited number of pre-defined geometries and the inability to add new customized 

element geometries; iii) the limited postprocessing ability which limits the analysis 

output to a simplified range of cracking probabilities; iv) inability to account for the 

effect of reinforcement on heat transfer; v) inability to accept direct calorimetry 

measurements as heat source which limits the precision of the model to the precision of 

the hydration heat estimates.   

Cervera et al. [58] used hydration degree to model the hydration and aging 

phenomena of hardening concrete by implementing finite element spatial discretization 

and a time integration based on the explicit Euler scheme. They used a thermo-

chemical model to consider the hydration process. This method was applied to normal 

and high-performance concrete and showed that the predictions are accurate during the 

curing process. Moreover, to describe the compressive strength development during the 

hydration process, a novel concept of ageing degree (κ) was defined by linking it to 

hydration degree and curing temperature. The calculation for compressive strength was 

defined as: 

 	 	                                                      Equation 2-6 
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where   and  are the current and final compressive strength and reference 

temperature and  is a normalized strength. The rate of ageing degree was defined as 

Equation 2-7. 

                Equation 2-7 

where λ λ 0. They assumed to be defined as a linear equation as defined by: 

                                                                                                   Equation 2-8 

where  and  are material parameters and  introduced the influence of curing 

temperature as: 

                   Equation 2-9 

where  was the reference temperature for determination of  and a regulated the 

impact of temperature on the ageing degree development. The results of the proposed 

method were verified through applying the method to several case studies which 

showed its success in accurately predicting the temperature profile. Some major 

limitations of the proposed method include i) the 2-D nature of the analysis which 

makes the model unable to analyse the cases which can-not be simplified to 2-D, ii) The 

inability of the method to consider different thermal and mechanical boundary 

conditions, and iii) the inability of the model to calculate thermal stresses and strains. 

Martinelli et al. [15] proposed a 1-D theoretical model to simulate the hydration 

heat of concrete based on the Fourier equation of heat flow. They used finite difference 

scheme integration in time and space for analysing the concrete element and analysing 

the evolution of mechanical properties of concrete such as compressive strength, tensile 

strength and elastic modulus using the proposed method. They claimed to present a 
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novel technique to correlate the development of the mechanical properties of concrete 

to the actual hydration process. To do this, they measured the temperature development 

as an indication of the hydration reaction progress. Martinelli et al. validated their 

model by measuring the temperature curves under adiabatic and semi-adiabatic 

conditions. Although, the 1-D nature of this method narrows down the cases that can be 

analysed using it since all elements can-not be simplified to 1-D. also, different types of 

thermal and mechanical boundary conditions are not considered in this method. 

Kuriakose et al. [59]developed a 1D finite element formulation to predict the 

temperature evolution of concrete floor slabs during the construction phase. They also 

extended the developed model to a 2-D prediction model to calculate the temperature 

profile of thick strip footings and considered wind speed, ambient temperature and 

radiation as thermal boundary conditions to simulate the environment condition of the 

concrete element. When accurate data was not available, the ambient temperature in 

this study was calculated by: 

             	 ) (	                         Equation 2-10 

where  is the clock time of day at which the prediction is being made (0 to 24 hours) 

and  is the time at which the minimum overnight temperature occurs (usually at sun 

rise) and  and  are maximum and minimum daily ambient temperatures.  The 

1-D and 2-D nature of this method is one of the limitations of the proposed method. 

Also, the focus of the study is on heat prediction rather that thermal cracking, so the 

mechanical properties of concrete is not considered. Moreover, the method could not 

consider the presence of reinforcements in the element under study. 
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2.4 Mix design Optimisation 

2.4.1 Mix design optimisation methods  

Mix design optimisation tends to be one of the most preferred solutions for 

modifying concrete properties. Traditional mix design methods are mostly empirical 

and tend to focus mainly on achieving targeted mechanical properties, without 

explicitly targeting durability objectives [19, 76]. The increasing complexity of the mix 

design process due to the increasing requirements for serviceability and durability, 

including minimizing the risk of early age thermal cracking, alongside the mechanical 

performance objectives, call for development of systematic concrete mix multi-

objective optimisation methods. Given the complex and non-linear nature of the 

concrete mix optimisation problem, revolutionary algorithms have been adopted widely 

as effective solution methods [77]. A number of researches have been conducted 

focusing on the concrete mix design optimisation. Some of them are briefly explained 

below. 

Lim et al. [68] utilized a Genetic algorithm for designing high performance 

concrete mix proportions. They set compressive strength and slump of HPC as their 

objectives and categorized their mix designs based on the desired strength into two 

ranges: 40-80 MPa and 80-120 MPa. They used multiple regression modelling and 

fitness function to obtain the optimisation functions. In order to find the fitness 

functions of compressive strength and slump by multiple regression modelling, in all 

181 sets of mixtures were used. Authors assumed that the factors affecting compressive 

strength are water to binder ratio, water content, fine aggregate ratio, replacement ratio 

of fly ash, replacement ratio of silica fume, and content of an air-entraining agent; 

while the factors affecting slump are water to binder ratio, water content, fine aggregate 
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ratio, replacement ratio of fly ash, replacement ratio of silica fume, an air-entraining 

agent and content of superplasticizer. Verification of the method indicates 5-35% error 

for both strength ranges. 

Ji et al. [78] proposed a concrete mix proportion design method based on an 

aggregate to paste approach, Modified Tourfar’s Model and artificial neural networks 

(ANNs). They assumed all concrete characteristics such as strength, slump, average 

paste thickness and equivalent water–cement ratio to be functions of five mix design 

parameters including nominal water to cement ratio, equivalent water to cement ratio, 

average paste thickness, fly ash to binder ratio, grain volume fraction of fine aggregates 

which can be transformed into each other using the Modified Tourfar’s Model. Authors 

generated the prediction models of strength and slump based on artificial neural 

networks and calculated the other two mentioned characteristics by reversal deduction 

of these prediction models. As test data is needed to update the connection weights and 

biases of ANNs, they used eighteen groups of concrete mix proportions of which half 

was normal concrete and the other half was fly ash concrete mixed with fly ash and 

superplasticizer and then verified their method by one mix design example. 

Jayaram et al. [77] developed elitist Genetic Algorithm (GA) models for 

optimising 28 days compressive strength of high-volume fly ash concrete (HVFAC) 

mix designs. Their methodology consisted of two main stages: firstly, to find the range 

values for functional parameters and constraint ratios, they performed statistical 

analysis on 350 mix designs available on standard research publications. Secondly, they 

optimised the proportions of concrete constituents for maximum strength incorporating 

the constraints extracted from the first stage. Their analytical method considers three 

constraints of available range, rational ratio and absolute volume. They used a strength 
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estimation equation of concrete which reflects the impact of large volumes of fly ash 

and ran five GA models for optimising HPC mixture proportions corresponding to five 

different strength ranges. The inputs are the bounds of variables and the constraints and 

the outputs are optimised quantities of cement, fly ash, and water content. Low MSE 

values of results are reported in this work compared to those in the literature. 

Chaboki-Khiabani et al. [20] presented a method to optimise the mix 

proportions of high strength concrete after exposure to high temperature. Their goal 

was to maximize compressive and splitting tensile strength. In order to investigate the 

effect of mix proportions such as water to binder material, the ratio of fine aggregate to 

total aggregate, silica fume percentage and the superplasticizer on the remained 

mechanical properties, they tested 400 cylindrical specimens with sixteen different mix 

proportions and assessed the results by the Taguchi approach. According to the results, 

the most effective parameter on the retaining strength is the water to binder ratio. Also, 

the effect of fine aggregate ratio is significant on compressive strength while the other 

parameters do not affect the compressive strength. Moreover, the results indicate that 

superplasticizer has a considerable impact on tensile strength although the other 

parameters do not affect it much. 

Ozbay et al. [79] performed a multi-objective mix proportioning optimisation of 

high-performance concrete. They evaluated the effect of five parameters consisting of 

water to binder ratio, total binder content, silica fume replacement ratio, fine to total 

aggregate ratio and amount of superplasticizer on HPC properties such as slump, 

compressive strength, splitting tensile strength, modulus of elasticity, ultrasonic pulse 

velocity, water absorption, water penetration, and chloride ion penetration of mixtures 

by performing a general linear model analysis of variance (GLM-ANOVA). The 
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authors utilized mix proportion variables to formulate slump, mechanical and 

permeation properties via regression technique. The full linear or quadratic regression 

models are simplified by using a backward stepwise technique. Through multi-

objective optimisation, 42 optimum mix proportions were obtained and the ones with 

highest desirability were produced experimentally. Due to the experimental results, 

they stated that this method can be used to minimize permeation properties of HPCs. 

Xie et al. [21] developed a method for optimising HPC mix designs based on 

the Genetic algorithm toolbox of MATLAB. They defined the objective function for 

per cubic meter cost of concrete which implies the amount of cement, water, mineral 

mixtures, fine aggregate, coarse aggregate and FDN. They also put constraints on the 

range of mixing parameters such as: water to binder ratio, the volume content of coarse 

aggregate, the maximum diameter of aggregate, the sand ratio, the amount of binding 

material, the ratio of water-reducing agent to binding material and expressed them in 

the form of a series of mathematical programming constraints. The authors then used a 

Genetic algorithm and direct search toolbox of MATLAB for optimising the functions 

and applied the method to a certain engineering framework column. The results of 

applying the method to this case study show a reduction in cement content, increase in 

fly ash amount and decrease in cost. The rate of reduction is 20.5% while the 

performance of the concrete is constant. 

Ahmadi Nedushan [80] introduced an instance- based machine leaning 

algorithm called K nearest neighbor algorithm (KNNA) for optimising the compressive 

strength of high strength concrete mix designs. He used five different models (Standard 

kNNA, kNNA with inverse distance weighting, kNNA with optimised Minkowski 

metric, kNNA with attribute selection and kNNA with attribute weighting) to 
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investigate the effects of the number of neighbors, the distance function and the 

attribute weights on the performance of the models.  The author also developed two 

different models based on generalized regression neural network (GRNN) and stepwise 

regression model. He stated that kNNA with attribute weighting has the optimal 

weights. Therefore, this model performs estimating the compressive strength more 

precisely compared to other KNNA, GRNN and stepwise regression models. The 

author proposed the RMS error value of 1.1739 MPa for compressive strengths ranging 

from 38 to 76 MPa. 

Park [81] developed a new genetic algorithm method based on Pareto optimality 

to optimise the mix design of recycled aggregate concrete. The fitness functions for this 

multi-objective optimisation were considered as slump, strength, carbonation speed 

coefficient, price and emission of CO2. He applied this method to several case studies 

and reported an increase of the average fitness value indicating that better mixes were 

obtained. 

Ahmad and Alghamdi [19] suggested a statistical method for optimising the 

concrete mix proportioning based on a statistically planned experimental program. 

They considered three values as the key factors affecting compressive strength of the 

concrete including water to cementitious materials ratio, cementitious materials content 

and fine to total aggregate ratio. The methodology used in their work can be 

summarized in 5 steps: (i) specifying the characteristic performance of concrete, (ii) 

selection of the levels of key factors, (iii) experimental work considering trial mixtures 

using full factorial experiment design for generating data to obtain statistical model for 

optimisation, (iv) statistical analysis of experimental data and fitting of the strength 

model, and (v) optimisation of mixture proportions using the fitted strength model. A 

total of 81 specimens (27 concrete mixtures with three replicates) were tested and the 
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results were used for generating a polynomial regression model for compressive 

strength in terms of the mentioned key factors and conducting analysis of variance 

(ANOVA). The authors concluded that the optimum values of the key factors resulted 

in a higher compressive strength at a lower cementitious materials content which means 

significant cost saving in the concrete production. 

Rahmani [82] expressed that the main part of concrete mix optimisation is 

optimising aggregate proportions. He generated a new Sequential Packing Algorithm 

(SPA) to densify arrangement of arbitrary circles. In order to reach his goal, he 

optimised the porosity packed circle assemblies utilizing GA. He employed a 2-D 

boundless space to investigate the packing degree of circles. The main goal of his 

research is the arrangement of circles with different radii in the densest state. He 

claimed that the developed model can virtually represent and calculate the packing 

degree of any particle size distribution of aggregates. Results indicate that the ideal 

grading curve was proposed based on sand data. 

Wang et al. [83] modified Brouwers particle packing mix design method for 

designing self-consolidating concrete (SCC) mix designs. The target of the proposed 

method is improving particle packing and reducing paste content while maintaining 

concrete quality and performance. They designed a large matrix of SCC mixes made of 

different aggregate types, sizes and supplementary cementitious material (SCMs) types 

to have a particle distribution modulus (q) ranging from 0.23 to 0.29 and assessed fresh 

properties (such as flowability, passing ability, segregation resistance, yield stress, 

viscosity, setting time and formwork pressure) and hardened properties (such as 

compressive strength, surface resistance, shrinkage, and air structure) of these concrete 

mixes experimentally. The authors claimed that the proposed method was able to 
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decrease the binder content by up to 20%, when compared to existing SCC mix 

proportioning methods, while maintaining good performance at the same time. 

Despite the significant achievements in adoption of mix optimisation models to 

meet several key performance objectives of concrete, there is to date no report on mix 

optimisation with the objective of minimizing the risk of early age thermal cracking of 

concrete.  

 

2.4.2 Genetic algorithm optimisation 

The nature of concrete mix design optimisation problems is highly non-linear 

and complex. Thus, among different available optimization methods, revolutionary 

algorithms such as Genetic Algorithms are one of the best solutions for this type of 

problems. Genetic Algorithms (GA) are heuristic problem-solving methods that are able 

to consider different constraints based on natural selection and natural genetics [60]. In 

general, GAs use a population of individuals each representing a possible solution to a 

studied problem. Each individual consists of a set of variables called Genes [61]. In 

each generation of a population, the fitter individuals are able to pass their genes to the 

next generation. To identify the fitter individuals, the fitness function is calculated for 

each individual and the next generation is selected based on that. Generally forming the 

next generation is composed of three operations: Selection, Crossover, Mutation [62]. 

There are several different methods available for each.  

2.4.2.1 Initial population 

A Genetic algorithm starts with an assortment of chromosomes as the first 

generation (initial population). Then, each chromosome in the population is checked to 

satisfy the constraints and is evaluated by the fitness function to see how well it solves 
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the problem. Following this, the best chromosomes are selected for reproduction [63]. 

Several methods are suggested in the literature to select the chromosomes to participate 

in the production of the next generations. Some will be explained in the next part. 

2.4.2.2 Selection  

Selection is the process of choosing individuals from the current population to 

be the parents that participate in producing the next generation. The selection process is 

based on Darwin’s evolution theory which expresses that the best individuals survive 

and engage in creating new offspring. The aim of the selection process is to keep and 

emphasize on fitter individuals which leads to generating fitter offspring. Although, 

strong focus on the fitter individual leads to less diversity needed for the progress, yet 

weak selections make the evolution too slow. Some of the most common selection 

methods are Roulette Wheel Selection, Rank Selection and Tournament Selection. 

 Roulette Wheel Selection  

This method includes creating the basis of the next generation based on the 

stochastical selection from one generation. In this technique for each individual i, a 

proportional probability p(i) to its fitness f(i) is considered (Eq.5.1). In other words, the 

fitter individuals are more likely to be selected. The Roulette wheel selection is 

represented by: 

 
∑

					                                                                             Equation 2-11 

where n is the population size. Although the Roulette Wheel Selection is simple and 

time saving, a main drawback of this method is the probability of premature 

convergence to a local optimum as the dominant individuals have the greater chance to 

be selected as a parent. 
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 Rank Selection 

In order to escape the premature convergence in the Roulette Wheel Selection 

method, Rank Selection is generated. In this method, the individuals are ranked after 

being sorted based on their fitness. The rank of the fittest individual is N, while the rank 

of the worst individual is 1. The probability of the selection of each individual is 

calculated by Equation 2-12. 

           Equation 2-12  

Although this strategy is robust, due to almost similar participation of all 

individuals it may lead to slower convergence.  

 Tournament Selection 

Tournament Selection is an advanced form of Rank Selection. In this method a 

set of individuals are selected randomly from the population. These individuals are then 

ranked based on their fitness values and compete to survive. The number of the selected 

individuals is called tournament size. The fittest individuals are chosen for participation 

in reproduction [64]. This process is repeated n times for the entire population and the 

probability for selection of each individual is defined: 

         
			 ,

,
																 	 ∈ 1, 1

			0																								 	 ∈ ,
                             Equation 2-13 

All individuals have the same chance to enter the selection competition. 

Therefore, the diversity is guaranteed. However, due to this equal chance the 

convergence might take a longer time. In general, this method is one of the most 

popular selection methods due to its efficiency and simple implementation [65]. The 
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selected chromosomes will undergo crossover and mutation process for reproduction. 

These two operations are explained in the next sections. 

2.4.2.3 Crossover  

Crossover is an operation which mixes the genetic information of two parents to 

produce the new offspring. Crossover picks some parts of the bit strings of both parents 

and combines them in the child. This is how to generate new offspring stochastically 

from the current population. In order to control the number of individuals which 

undergo the crossover operation, crossover rate is defined. Crossover rate is the ratio of 

the number of the children generated in each generation by crossover to the population 

size. By considering higher crossover ratios, the operator will be able to find the 

solution in a larger space which leads to reduction in the possibility of finding a false 

optimum. However, this may increase the computation time noticeably. Some of the 

most common crossover methods are single-point crossover, N-point crossover, uniform 

crossover, intermediate crossover, heuristic crossover and arithmetic crossover. 

 Single-point crossover 

  Single-point crossover is one of the most used crossover methods. In this 

method a random spot is selected in both parental chromosomes, and both chromosomes 

are split at this point. Then, the two parts of the chromosomes next to the cross location 

are swapped and generate new offspring (Figure 5-2). In single-point crossover, if both 

parts of the chromosome have good genetic material, the generated offspring will not 

get good features directly [66–69]. 

 N-point crossover 
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The general rule of N-point crossover is similar to single-point crossover. In 

these methods, there are N cutting points instead of one. Two-point crossover is more 

common among all as adding more crossing points increases the probability of the 

disruptions of building blocks and may reduce the performance of Genetic algorithm. 

However, an advantage of having more crossover points is that the problem space may 

be searched more thoroughly [66–69]. 

 Uniform crossover 

Uniform crossover does not split parental chromosomes for generating the next 

generation. This method exchanges individual bits instead of segments of the bit array 

and uses a binary crossover mask to choose the offspring bits from. The length of this 

mask is the same as the length of the parental chromosomes. The bit will be copied from 

the first parent if the bit in crossover mask is equal to 1, and the bit will be taken from 

the second parent if the crossover mask is 0. Therefore, the new offspring is a random 

mixture of genes from both parents [66–69]. 

 Intermediate crossover 

Intermediate crossover uses a weighted average of the parents for 

recombination. This method uses a parameter Ratio: 

1 ∗ ∗ 2 1          

           Equation 2-14 

where the ratio can be a scalar or a vector of scalars. If Ratio has a value between 0 and 

1, the offspring are within the hypercube by the parent’s locations at opposite vertices 

[70].  
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 Heuristic crossover 

Heuristic crossover uses the fitness values of two parental chromosomes to 

generate new offspring. It starts from the worst parent and moves towards parents with 

better fitness value. Equation 2-15 and Equation 2-16 are used to generate the new 

offspring: 

	 	 	 	 	 	 ∗ 	 	  

          Equation 2-15 

 	                                                           Equation 2-16 

where  is a random number between 0 and 1 [69,71].               

 Arithmetic crossover 

In this technique, new offspring are the weighted arithmetic mean of two 

parents. Two chromosomes are selected randomly for crossover and the children are a 

linear combination of the parents. The offspring is calculated using: 

      	 	 	 1        Equation 2-17 

2.4.2.4 Mutation  

Mutation is a genetic operator that aims to preserve diversity between different 

generations. By preventing the new individuals from becoming similar, mutation helps 

the algorithm to avoid local optimum. It is the random change of one or more bits of the 

parents’ chromosomes. This operator protects the Genetic algorithm process from 

premature loss of potentially useful genetic material. Each gene is likely to change with 

a pre-defined probability (typically 0.001). Mutation may change the chromosomes 

entirely. Therefore, in order to avoid a primitive random search, the mutation 
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probability should be set low. In order to control mutation, mutation rate is defined. 

Mutation rate is the percentages of the number of the genes that are altered by mutation 

to the total number of the genes in the population. If the mutation rate is set relatively 

high, the individuals of the next generation lose their resemblance to their parents and 

this causes the algorithm to lose the ability to learn from the previous generations. If the 

rate is too low, the useful genes will never have the chance to be tried out. Some of the 

most common mutation methods are Inversion Mutation, Flip Mutation, Reversing 

Mutation, Uniform Mutation, Gaussian Mutation, Adaptive Feasible Mutation, [63, 72–

74]. 

 Inversion Mutation    

In this method two bits are selected randomly and the bits between them are  

 inverted. Although it keeps most of the genetic information and only breaks two links, 

it causes the disruption of order information [63, 74]. 

 Flip Mutation 

Flip mutation is mostly used in binary encoding. Flipping a bit of a 

chromosomes means changing 0 to 1 and 1 to 0. In this technique, a random bit of the 

parental chromosome flips and the new generation produces [63].  

 Reversing Mutation 

This method is used for binary encoding as well. In Reversing mutation, a 

random spot is selected in the chromosome and the bits next to this spot are reversed 

[63]. 
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 Uniform Mutation 

In this method, the user specifies a lower and an upper bound and a uniform 

random value is selected in this range and this value is added to a random gene [74]. 

 Gaussian Mutation 

In Gaussian mutation, a random number from a Gaussian distribution with mean 

0  is added to the bits of parental chromosomes [72]. 

 Adaptive Feasible Mutation 

This method considers the previous successful or unsuccessful generations and 

generates a random direction accordingly that satisfies the constraints. This method is 

one of the best for constrained problems [63, 74]. 

2.4.2.5 Constraints 

 If there are special specifications of decision variables in the problem, the 

Genetic algorithm does not optimise the fitness function in a random space, and this is 

called a constrained optimisation problem. These constraints can be equality or 

inequality relations. The parameters that are generated by Genetic algorithm will be 

tested under consideration, objective function (to be minimized or maximized) and the 

constraints. If the constraints are violated, the set of parameters are considered to be 

infeasible and have no fitness. If there are no violations, the objective function gives 

the parameter set a fitness value [75]. 
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2.4.2.6 Fitness function 

Fitness functions are calculated based on the chromosome which is a set of 

decision variables. Decision variables are the numerical quantities that are to be selected 

in an optimisation problem [63].  

2.5 Construction strategies to mitigate early age thermal cracking 

Several strategies have been proposed in the literature to reduce the risk of early 

age thermal cracking. These methods aim mainly to reduce internal heat generation by 

specifying a lower cement content or partial replacement of cement with supplementary 

cementitious materials (SCMs), exhausting the generated heat by cooling the mixing 

water and/or the aggregates before mixing operations or using cooling pipes in 

concrete, postponing the peak of heat utilizing retarders, adopting concrete construction 

schedules such as sequence concrete pouring, lowering the placement temperature, 

using lower thermal expansion aggregates, etc. that maintain temperature gradients in 

concrete below the prescribed limits [3, 11]. Although, altering mix design for 

achieving lower risks of early age thermal cracking is favoured since it needs less effort 

and is more economic, sometimes changing the mix design alone cannot reduce the 

heat of hydration enough and several complementary techniques must be applied in the 

construction stage.  

 Sequential construction 

CIRI C660 guidelines on early age thermal cracking [3] specify that lowering 

the degree of restraint is one of the most economic methods for reducing the risk of 

early age thermal cracking [3]. This can be achieved through planning the sequence and 

timing of concrete placement and involves usually dividing a large pour into multiple 

smaller pours. For huge concrete elements, concrete casting happens in several bays or 
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lifts and is called “alternate bay” or “sequential” construction. Several studies have 

investigated the impacts of sequence casting and some of them will be briefly 

explained. 

Mari [84] proposed a numerical simulation method for the nonlinear and time 

dependent three-dimensional analysis of segmentally cast reinforced and prestressed 

concrete. They investigated the structural impacts of the load and temperature 

development, nonlinear behaviour of the materials, shrinkage, concrete ageing, 

relaxation of prestressed steel, and nonlinear geometry. As changing geometry, loading 

and boundary conditions were possible in this method, the author claimed that this was 

a suitable method for simulating current construction strategies. They applied this 

method on a numerical example and used the proposed method to predict the behaviour 

of the concrete during the construction stage. The results proved that the method was 

able to accurately capture the development of stresses, strains, deflections, reactions 

and internal forces along the time, including the interaction between concrete cracking 

and time dependent materials behaviour.  

Kwak et al. [85] studied the effect of sequent casting a slab deck on the short-

term and long-term behaviour of steel box grinder bridges. They considered continuous 

casting and three sequence casting strategies for comparison. They claimed that the 

impacts of slab casting sequence were negligible for short-term and long-term 

behaviour of the bridge and resulting moments; and therefore, continuous casting was 

recommended for closed box sections used in South Korea. 

Dezi et al. [86] developed a finite element model to analyse the construction of 

continuous composite steel-concrete decks in which slab segments were cast in situ by 

using travelling formworks leaning on un-propped steel beams. This model considered 
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thermal shrinkage, creep, loading phases during different construction stages and 

deformability of the shear connectors. They modelled the materials as linear materials 

and assumed that when the optimised sequence of casting was used; no cracking was 

observed. This causes limitations in reliably predicting the behaviour of concrete. They 

used the finite element method to simulate the model and applied the proposed method 

to a real bridge deck. Two different construction strategies were considered including 

continuous pour from one end to the other end of the deck and the optimised scheme. 

Dezi et al. concluded that optimising sequent casting is an important factor in limiting 

tensile stresses of the slab during the construction stage and optimised sequence pour 

led to much lower tensile stress.  

 Lowering placement temperature 

Reducing the initial temperature of concrete is used commonly as an effective 

method to reduce the risk of early age thermal cracking in the literature [2, 3, 87, 88]. 

Bamford mentioned that lower placement temperatures causes slower rate of heat 

development and lower temperature rise within the concrete section, longer stiffening 

time and lower rate of workability loss. This can be achieved by several different 

strategies including cooling the mix constituents before mixing, use of ice in the mix 

water, use of liquid nitrogen to cool the mix right before concrete placement, cooling 

the formwork by spraying cold water before concrete placement, and casting in the late 

afternoon. These methods are briefly explained below [3]. 

 Pre-cooling the concrete components 

Cooling one or all of the concrete components before mixing is the most 

common method of reducing the initial temperature of concrete. This can be achieved 

by storing aggregates in shade to avoid direct sun exposure, controlled water sprinkling 
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of the aggregates, painting all exposed pipes and tanks in white, cooling mix water 

using ice, utilizing liquid nitrogen to cool the aggregates, blowing chilled air through 

the aggregate stockpiles, and spraying water on aggregates on a slow-moving belt. It is 

mentioned that since aggregates have the largest portion in a concrete mix, cooling the 

aggregates significantly affects the concrete temperature. Bamford expressed that while 

aggregates have the greatest mass in concrete, water has the most heat capacity. 

Therefore, cooling the mix water is an effective method of cooling the concrete mix as 

well [3].  

 Cooling of the fresh concrete before placing 

Liquid nitrogen makes it feasible to cool the concrete mix on site. The method 

for using the liquid nitrogen is to spray a mist of liquid nitrogen into the mixer at a 

controlled rate. The heat for boiling of the liquid nitrogen is about 60% of that for 

melting ice and the efficiency of this method is about 100% in practice [3]. 

 Using aggregates with lower thermal expansion aggregates 

Coefficient of thermal expansion (CTE) defines how the size of an object 

changes with a change in temperature. CTE of concrete is an important factor affecting 

the risk of early age thermal cracking. Because of the dominancy of the aggregates in a 

concrete mixture, the CTE of concrete is mainly dependent on the CTE of the used 

aggregates in the mix design [3]. Therefore, using the aggregates with a lower thermal 

expansion coefficient reduces the thermal expansion of concrete in total. Since the 

concrete elements are mostly restrained and restricted, lower thermal expansion 

coefficient leads to lower expansion because of the heat of hydration and successive 

reduction in thermal cracking [89]. The coefficient of thermal expansion of different 
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aggregate types can be found in the literature or defined using the experimental test 

results [3].  

 Internal water-cooling system 

Cooling concrete after casting can be conducted using two methods: using an 

embedded cooling system such as a network of water pipes within the core of the pour 

and surface cooling with water. Using the former method is preferred as it can be used 

for any mix design. Pumping chilled water or air through a network of pipes absorbs 

the heat of hydration of the materials and reduces the temperature rise in concrete. 

When designing this system, it should be noted that it must remove heat at a certain rate 

without inducing an excessive internal temperature gradient. Designing the embedded 

cooling systems can be undertaken using ACI Report 207.IR-35. Several researches 

have been conducted focusing on cooling systems. 

Hedlund and Growth [11] developed an easy-to-use experimental method to 

establish the relationship between the heat transfer coefficient and the flow in cooling 

pipes. They determined heat transfer coefficients for two different cooling pipes for 

different pipe flows in combination with various temperature levels experimentally. 

They used the piping system shown in Figure 2-6. 
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Figure 2- 8 Basin with mounted cooling pipe (strand tube) [11] 

Charpin et al. [90] proposed explicit expressions for the peak temperature of 

concrete as a function of the driving parameters for a simple cylindrical model shown 

in Figure 2-7. They also determined expressions for the required pipe length and the 

separation distance to limit the peak temperature to a prescribed amount. The heat 

equations for concrete and water were evaluated as below.  

                           Equation 2-18 

													 .                                                      Equation 2-19 

where ,  are the temperature of the concrete and the water in the pipe, q is the rate 

of heat production per unit volume in the concrete, and ( 	, , ), ( 	, , ) are the 

density, specific heat and conductivity of concrete and water respectively. The boundary 

condition at all boundaries was defined as: 

													                           Equation 2-20 
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where  is the radius of the cylinder. The temperature distribution in the concrete slab 

was locally defined as: 

             , 1 ∑ 	,                     Equation 2-21 

where 
∈

	is the temperature of the pipe water at a distance  measured 

along the pipe from the inlet.  

 

Figure 2- 9  Cylindrical model: water flux Q at temperature T0 through a pipe cools an 

insulated concrete cylinder [90] 

Qiang et al. [91] used a p-version self-adaption method into the improved 

embedded simulation of concrete temperature history for elements containing water 

pipes. They defined the temperature field function as:  

													 ∑ ∅                                                                                  Equation 2-22 

where ∅  is the ith base function in an element,  is the corresponding temperature, and 

 is the number of base functions in the element, including the point base function, 
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line base function, face base function, and volume base function. Qiang et al. claimed 

that the proposed technique performed better in pre-processing of the finite element 

model since more than one pipe segment can be arranged in one element and 

complicated geometries could be modelled. They applied the developed method on four 

different numerical case studies and showed the ability of the model to reach higher 

accuracy and efficiency. 

Hong et al. [92] proposed a semi-analytical singular boundary method 

formulation for modelling the thermal field in a concrete element including a water 

pipe cooling system. They simplified the problem into a two- dimensional problem 

considering Dirichlet boundary conditions. They used two case studies for verifying the 

method and showed that their methodology can be used as an alternative tool for 

analysing the heat conduction problem in concrete structures with embedded water 

pipes. 

2.6 Conclusions 

A review of available literature on factor affecting the risk of early age thermal 

cracking as well as strategies and methods available to estimate and minimize the risk 

of early age thermal cracking was presented. Several gaps in the available literature 

were identified which provide directions for the research conducted in this thesis and 

future research in the field. These include: i) a lack of evidence on applicability of 

existing models for heat of hydration to Australian cement and the ability of such 

models in capturing the effect of admixtures and SCMs, ii) a lack of a comprehensive 

three-dimensional numerical simulation model for early age thermal cracking of 

concrete that allows customization of element geometry, materials properties and the 

models adopted in performing the analysis, iii) a lack of a mix design optimisation 
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method to reduce the risk of early age thermal cracking and  iv) a lack of numerical 

simulation model to evaluate the effective of different strategies to  reduce the risk of 

early age thermal cracking of concrete.  
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Chapter 3: Precision of cement hydration heat models in capturing the 

effects of SCMs and retarders 

3.1 Introduction 

Chemical reaction of cementitious materials is an exothermic reaction and the 

heat generated due to cement hydration causes the internal temperature of concrete to 

increase. This hydration induced internal heating and the subsequent cooling is main 

cause of early age thermal cracking especially in high performance and mass concrete. 

Accordingly, estimating the hydration heat generated in a particular concrete element is 

a key input to predicting the temperature rise and therefore the risk of early age thermal 

cracking of the concrete element. In order to predict the risk several hydration heat 

prediction models have been developed in previous studies and applied extensively in 

numerical simulation of temperature rise in concrete [28, 29, 31]. Furthermore, given 

the direct effect of precision of hydration heat models on precision of temperature rise 

and thermal cracking risk predictions, previous studies have extensively investigated 

and verified the predictions of the existing hydration heat estimation models for 

different cement compositions [4, 31, 93]. However, in addition to composition of 

cement, the amount of hydration heat can be affected significantly by presence and 

quantity of other supplementary cementitious materials (SCMs) as well as admixtures 

including retarders [4, 31, 93]. However, despite the already high and growing use of 

SCMs and retarders in the concrete industry, little effort has been made to investigate 

the accuracy of existing hydration heat models in capturing the effect of SCMs and 

retarders on heat of hydration. This chapter presents the results of a series of isothermal 

calorimetry tests conducted i) to investigate the effects of Class F fly ash, GGBFS and 

three commonly used retarders (viz. Retarder N, Sucrose and Citrate) on the heat of 
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hydration profile of Australian general-purpose cement. The choice of SCMs and 

retarders considered in this study is supported by their widespread use in high 

performance and mass concrete mixes which are commonly prone to risk of early age 

thermal cracking [2,3]; and ii) to evaluate the precision of the two most commonly used 

hydration heat models in capturing the effects of fly ash, GGBFS, retarders and curing 

temperature on the hydration profile. The measurements are performed under different 

curing temperatures of 10, 23 and 30 °C to evaluate the effect of the curing temperature 

on the results.  

3.2 Existing Models for Hydration Heat Prediction  

The focus of this study is placed on evaluating the precision of  the Schindler 

and Folliard model [16] and the Bogue model [18] as most commonly used models for 

heat of hydration (as described in detail in Chapter 2). These models are briefly 

described in the following. 

3.2.1 Schindler and Folliard model 

In this model, the total heat of hydration of Portland cement is estimated based 

on the composition of cement as [16]: 

500 260 866 420 624

1186 850                                         Equation 3-1        

where,  is the total heat of hydration of the cement (J/g), and  is the weight 

percentage of cement component . Furthermore, given total cementitious materials 

content (Cc) (g/m3) and the total heat of hydration of cementitious materials at 100% 

hydration (Hu) (J/g), the ultimate heat of hydration of the concrete (HT) is estimated as 

follows: 
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  .                                   Equation 3-2       

where,  

. ∑ .                             Equation 3-3 

In this equation,  is the weight ratio of cement content in the total cementitious 

content,  is the total heat of hydration of cement,  is the weight ratio of SCM  in 

terms of the total cementitious materials, and  is the heat of hydration of SCMs (J/g). 

The rate of heat generation (QH(t)) is defined as a function of degree of hydration, 

, which is itself a function of time and temperature [17]:  

 Q t H . C . . . α t .                  Equation 3-4 

where,  is the degree of hydration at equivalent age ; , , E and R are the 

hydration time parameter (hours), hydration shape parameter, activation energy (J/mol) 

and universal gas constant (8.3144 J/mol/K), respectively, and ,  and  are the 

ultimate degree of hydration, average concrete temperature (°C) and reference 

temperature (°C), respectively. The following s-shape model is used by Schindler and 

Folliard [16] to estimate :  

 .             Equation 3-5                   

where 	is the equivalent age at the reference curing temperature (hours or days), and 

can be estimated by: 

														 ∑ 	 .                                          Equation 3-6   

In addition, τ, β and  can be estimated using the following best-fit 

multivariate regression models:  
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66.78. . . . . . . . . 	 2.187.

9.5. .                                                                                            Equation 3-7                    

													 181.4. . . . . . . . . 	 0.647. 	            

    Equation 3-8  

												
. .

.
0.5. 0.3. 1.0                   Equation 3-9 

where, pC3S, pC3A, pC2S, pSO3, are the weight ratios of C3S, C3A, C2S and SO3 

compounds in Portland cement, respectively and pGGBFS, pFA and pFA−CaO are the 

percentages of slag, fly ash and CaO content of cementing materials, respectively. 

Blaine [m2/kg] is the Blaine value of cement and w/c is the water to cementitious 

material ratio.   

3.2.2 Original and modified Bogue models 

The model developed by Bogue [18] to quantify the total heat of hydration is 

the same as Equation 1. For the purpose of simulating the effect of a blended 

cementitious system, Maekawa et al. (2009) developed and tested a multi-component 

hydration heat model based on the Bogue model, which considers the addition of blast 

furnace slag, fly ash and silica fume as follows: 

∑

                                 Equation 3-10                    

where,  is the heat generation rate of mineral i per unit weight; pSG, pFA and pSF are 

the weight percentages of slag, fly ash and silica fume of total cementing materials, 

respectively. HC3AET and HC4AFET are the heat components associated with the 

formation of ettringite. The heat generation rate of mineral i can be estimated by [94]: 
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 . . . . ,                         Equation 3-11                  

accounts for reduction in heat generation rate due to reduced availability of free water, 

 is a coefficient that accounts for the change in heat-generation rate of the powder 

admixtures (slag, silica fume), and  is a coefficient that accounts for the change in the 

heat-generation rate in terms of interdependence between alite and belite in Portland 

cement. Consequently, the total heat generation of component i over a given time period 

can be estimated as: 

                 Equation 3-12  

The hydration parameters used in the Bogue Method considering the usage of 

retarders are: 

τ 2.68 0.386. . 105. . 1.75.

5.33. . 12.6. 97.3.                                     Equation 3-13 

	 0.494 3.80. . 0.594. 96.8.

39.4. 23.2. 38.3. 9.07.            Equation 3-14                    

	
. .

.
	 0.885 13.7. . 283. .

9.90. . 339. 98.4.                                Equation 3-15                    

41230 8330. . 8330. .

3470. 19.8. 2.96. . 162. 516.

30900. 1450.                                                                    Equation 3-16                   

where, Gypsum is the weight ratio of gypsum in Portland cement and WRRET, 

PCHRWR, LRWR, MRWR, NHRWR and ACCL are dosages of type B and type D water 
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reducer/retarder, type F Polycarbocylate based high range water reducer, type A water 

reducer, midrange water reducer, type F naphthalene high range water reducer, and type 

C accelerator, respectively. All chemical admixture dosages are in percent solids by 

weight of cementing material. The execution of both models implemented a reference 

temperature of 21° C. 

3.3 Methodology 

3.3.1 Materials  

The materials and the isothermal calorimetry methodology used in this study are 

described in the following.   

The chemical composition of General Purpose cement (AS 3972-2010 [95]), 

Class F fly ash (FA), and GGBFS used in this chapter are summarized in Table 3-1. 

Cement replacement percentages of 0%, 20%, 40% and 50% were investigated for Fly 

ash and GGBFS. These replacement percentages were selected by considering the 

minimum and maximum recommended fly ash and GGBFS contents highlighted in 

previous studies [96–98]. Furthermore, three common types of retarding admixtures, 

namely Retarder N (Sika®), Sucrose and citrate (Table 3-2), are used. Retarder N is 

tested at dosages of 0, 2.5, 5, and 10 mL/kg, while Sucrose and Citrate are tested at 

dosages of 0, 0.05, 0.1, and 0.2% by weight [99–101]. To ensure that the chemical 

composition of water is consistent between all samples, purified ultra-pure Milli-Q 

(MQ), water is used.   

3.3.2 Calorimetry measurements 

A TAM-AIR isothermal calorimeter is used to measure the heat of hydration of 

different mixes investigated in this chapter. The instrument comprises eight-channels 

housed in an air-based thermostat as a single heat-sink block which conducts the heat 
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away from the sample and effectively minimizes outside temperature effects. The 

principal mechanics behind this instrument are defined by measuring the fluctuation in 

heat flow between the active sample and a reference sample. The eight-channel 

calorimeter used in this study has a reported precision of ±20 μW. Furthermore, the 

thermostat uses circulating air and an advanced regulating system to keep the 

temperature stable within ±0.02 °C which makes the measurements accurate and stable 

over time [102]. The heat liberated from the active sample creates a heat flow and a 

temperature gradient that is converted into a voltage signal proportional to the heat 

flow. The heat flow from the active sample is then compared to that of the inert 

reference. The voltage difference is representative of the heat generated within the 

active sample. The TAM Assistant Software monitors the heat liberation throughout the 

entirety of each experiment and records the heat flux of the active samples almost 

continuously (every 1-2 seconds). The water to binder ratio was 0.45 for all the 

experiments. According to ASTM C1702 [50], the difference between sample’s 

temperature and test temperature should not exceed 1 °C. Therefore, the use of smaller 

samples (<6 g dry cement) is generally recommended to ensure isothermal condition 

throughout the test [102]. The total weight of the samples and mixing time are 7 g and 2 

minutes, respectively. The measurements are undertaken at temperatures of 10, 23 and 

30°C to investigate the effects of curing temperature on heat of hydration and the 

accuracy of hydration heat models in capturing this effect. The duration of the 

experiments is between 3 and 6 days.  

3.4 Results and discussion 

3.4.1 The effect of SCMs and retarders on hydration curves 

 Fly Ash 
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Figure 3- 1a demonstrates the effect of the variation in FA content on the 

hydration heat. When comparing the cement mix containing 20% FA with the reference 

mix, the results indicate 22% decrease in the peak heat flow value. Similarly, at FA 

replacement levels of 40% and 50%, the peak heat flow is reduced by 39% and 51% 

compared to the reference sample, respectively. Figure 3- 1a reveals that the addition of 

FA significantly affects the early age hydration kinetics, especially in the first 48 hours, 

while having minimal effect on heat of hydration after 3 days. The replacement level of 

FA can also be shown to have an impact upon the initiation time of the acceleration 

phase and the duration of the acceleration and deceleration phases. 

Table 3- 1 Chemical compositions for OPC, Class F FA and GGBFS (%) 

Oxide OPC Class F FA GGBFS 

Sodium oxide (Na2O) 0.30 0.68 0.44 

Magnesium oxide (MgO) 1.03 0.70 5.57 

Aluminum oxide (Al2O3) 4.96 22.36 13.79 

Silicon dioxide (SiO2) 18.8 66.06 0.44 

Phosphorus oxide (P2O5) 0.10 - 0.02 

Sulphur trioxide (SO3) 3.00 0.09 2.45 

Potassium oxide (K2O) 0.66 1.82 0.28 

Calcium oxide (CaO) 63.8 1.65 41.49 

Titanium oxide (TiO2) 0.26 0.89 1.349 

Vanadium pentoxide (V2O5) 0.01 - - 

Manganese oxide (Mn3O4) 0.15 0.07 0.41 

Iron oxide (Fe2O) 2.84 3.45 0.55 

Loss of ignition (LOI) 4.45 1.34 0.13 
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Table 3- 2 Technical data for retarders 

Retarder Form 
Empirical 
Formula 

pH value 
Other 

Characteristics 

Retarder N 
Liquid-selected 

carbohydrates 
- 

Approx. 

7.5-9.5 
- 

Citrate (Tri-

sodium 

dihydrate) 

White crystalline 

granules 

Na3C6H5O7.2

H2O 

7.5-9 (5% 

Solution) 

Soluble in H2O, 

clear, colorless 

Sucrose Granules C11H22O11 
5.5-7 (1M 

in H2O) 

Soluble in H2O, 

clear, colorless 

 

The results particularly indicate that the dormant period is prolonged with 

increasing replacement levels of FA. Therefore, the initiation of the acceleration phase 

is retarded with time at higher replacement levels. The combined effect of delaying the 

acceleration phase and prolonging the peak of the hydration curve signifies that the 

reaction is being slowed. This is in accordance with previous works showing that 

higher replacement levels of FA contribute to minimize the peak heat evolution of a 

cement paste [16].  

 Ground granulated blast furnace slag  

Figure 3- 1b demonstrates that an increase in the GGBFS content in cement 

results in a relatively proportional decrease in the peak heat evolution of the hydration 

process. The results indicate that 20% cement replacement with GGBFS results in 

about 19% decrease in the peak heat flow. This difference is 34% and 43% for 

replacement levels of 40% and 50%, respectively. The occurrence of the peak flow 
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follows a dissimilar pattern compared with FA, with the peak occurring slightly earlier 

at higher GGBFS content. In addition, the initiation of the acceleration phase occurs 

almost simultaneously for each replacement level. It can also be seen in Figure 3- 1b 

that the hydration curves for each replacement level follow a consistently linear pattern 

for the first half of the acceleration phase. The curves deviate from the linear 

acceleration period preceding the peak heat flow. This indicates that the rate of heat 

evolution is consistent for the early age hydration, up to 4 hours, for each replacement 

level. However, following the initial linear acceleration, the hydration curves differ 

with changing replacement levels. Figure 3- 1b illustrates that after 3 days the rate of 

heat evolution of the reference mix becomes comparable to that of the cement pastes 

that incorporate GGBFS. Moreover, considering Figure 3- 1a and 3- 1b it can be seen 

that increasing the amount of cement replacement causes a second peak in the heat 

evolution curve. This can be the result of the hydration of C3A or aluminate phase in 

the system due to the presence of FA and GGBFS [94].  

 

a. 
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b. 

Figure 3- 1 Heat evolution for OPC pastes with different levels of a. Class F FA and b. 

GGBFS 

 Retarders 

Figures 3- 2a, b and c show the variations in the rate of heat evolution of cement 

after addition of various dosages of Retarder N, Citrate and Sucrose retarders, 

respectively. Figure 3- 2a shows that for the small incremental dosages of Retarder N, 

the peak heat evolution is gradually retarded. In particular, about 24% decrease in the 

heat peak (from 3.2 μW/g to 2.45 μW/g) is observed at the maximum studied Retarder 

N dosage of 10 mL/kg. Figure 3- 2b indicates that the end of the dormant period is 

retarded near proportionally with an increase in the dosage of Citrate. At Citrate 

concentrations of 1, 1.3, 1.7 and 2 mL/kg, the end of the dormant period is retarded by 

3, 4.5, 6.5 and 8 hours, respectively. Furthermore, the magnitude of the peak heat 

evolution is gradually reduced by about 16%, compared to the reference (from 3.2 

μW/g to to 2.7 μW/g) at the maximum considered Citrate dosage of 2mL/kg. On one 

hand, Figure 3- 2c shows that an increase in the level of Sucrose concentration has a 
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significant effect on delaying the peak heat occurrence time. On the other hand, while 

having a minimal impact on the magnitude of the heat peak at small concentrations, 

higher concentrations of Sucrose appear to significantly reduce the heat peak 

magnitude. In particular, results indicate 55% reduction in the heat peak magnitude, 

compared to the reference sample, at Sucrose concentration of 2 mL/kg. Comparing the 

effectiveness of different retarders for cases leading to a maximum of 20 hours 

retardation highlights that Citrate shows the best performance in terms of reducing the 

peak heat evolution for an acceptable extent of retardation. Citrate dosages of 1.7 

mL/kg and 2mL/kg reduce the peak heat flow by 8% and 16%, respectively. The peak 

heat flows for Retarder N and Sucrose are only reduced for high concentrations that 

retarded the peak beyond 24 hours.  

 

a. 
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b. 

 

c. 

Figure 3- 2 Heat evolution for OPC pastes with different dosages of a. Retarder N, b. 
Citrate and c. Sucrose 

 

3.4.2 The effect of curing temperature on hydration curves 

 General Portland cement 

The results of isothermal calorimeter tests illustrate that curing temperature has 

a significant influence over the heat release of a hydrating cement paste. Figure 3- 3 

demonstrates the hydration heat curves of the reference mix, 100% OPC, at three 

different curing temperatures of 10°C, 23°C, and 30°C. It is evident that at higher 

temperatures the normalized peak heat flow is increased and the time to peak is 

reduced. The extent of the retardation of the peak heat flow is presented in Table 3-3. 
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The peak heat flow of the acceleration phase occurred after 5.3, 7.2 and 17.4 hours for 

curing temperatures of 30°C, 23°C and 10°C, respectively. This signifies that reducing 

the curing temperature plays a significant role in prolonging the dormant period and 

delaying the initiation of the acceleration phase of a cement paste. In addition, the 

duration of the acceleration phase and the deceleration phase are increased with 

decreasing temperature, which is evidenced by the width of the peak heat evolution. 

 

Figure 3- 3 Heat evolution for OPC at various curing temperatures 
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Figure 3- 4 Relationship between curing 

 temperature and peak heat flow  

 

Figure 3- 5 Normalized cumulative heat for  

OPC at various curing temperatures  

It is clear that reducing the curing temperature has a significant effect on 

lowering the peak heat evolution. As can be seen in Figure 3- 3, after approximately 96 

hours, the difference in heat flow of each curve is only marginal. Figure 3- 4shows the 

variations in the normalized peak heat flow of the reference cement mix with variations 

in the curing temperature, highlighting a directly proportional relationship between the 

two parameters. Accordingly, Table 3-3 demonstrates a 30% reduction in peak heat 

flow between 30°C and 23°C and a 60% reduction between 23°C and 10°C. Figure 3- 5 

shows the effect of the curing temperature on the cumulative released heat [J/g] of the 

100% GP cement mix in the first six days. The results indicate that the cumulative heat 

of hydration released at early ages increases with an increase in curing temperature. 
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Table 3- 3 Comparison of peak heat flow for OPC at various curing temperatures 

Curing 
Temperature [°C] 

Time at end 
of dormant 
phase [hr] 

Time of peak 
heat flow [hr] 

Magnitude of 
peak heat flow 

[μW/g] 

Change in 
peak heat flow 

(%) 

30 0.80 4.80 5.30 Reference 

23 0.90 6.41 3.70 -30% 

10 3.80 14.17 1.50 -60% 

  

 Pastes containing SCMs 

Figures 3- 6a and 3- 6b demonstrate the hydration curves of OPC paste samples 

with 40% replacement of FA and GGBFS, respectively, at three different curing 

temperatures of 10°C, 23°C and 30°C. It can be seen that the shape of the hydration 

curve is strongly impacted by the curing temperature. Figures 3- 7a, 3- 7b and 3- 7c 

compare the hydration curves of the cement pastes with either 40% FA or 40% GGBFS 

with that of the reference sample containing 100% OPC at different curing 

temperatures. The results clearly highlight that the curing temperature is the most 

dominant factor impacting upon the shape of the hydration curve. Similar to the trend 

observed for reference cement mixes, the peak heat evolution is retarded with time and 

reduced in magnitude as the temperature is reduced. At 10°C, the peak heat flow is 

retarded by approximately 16-19 hours from the time of first contact with water. This 

indicates that the hydration reaction is slowed down at lower temperatures, as expected. 

It can be seen for all temperatures that the peak heat flow for GGBFS systems is larger 

compared to FA systems considering the replacement level of 40% FA or GGBFS. 

Figure 3- 8 plots the variations in the normalized peak heat flow due to different curing 
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temperatures. As can be seen, for a given mix a relatively linear relationship exists 

between the curing temperature and peak heat flow. Comparing the results presented in 

Figures 3-7a to 3-7b and Table 3-4 highlights a number of general trends. In particular, 

the tendency for GGBFS to generate a higher peak heat flow than FA is consistently 

observed at all curing temperatures. In addition, the delay in the initiation period of the 

acceleration phase, and the time of peak heat flow is observed to be greater for FA 

compared with GGBFS.  

3.4.3 Comparing the experimental results with hydration heat 

prediction models 

The two commonly used cement hydration heat models proposed by the Bogue 

model [18] and Schindler and Folliard [16] were reviewed in Section 2. Schindler and 

Folliard’s model considers the effects of fly ash, slag and the curing temperature, while 

Bogue’s model considers the effect of fly ash, slag, curing temperature and chemical 

retarders. The values of the key input parameters used in these models including Bogue 

values, as reported by cement manufacturer (Boral Cement Ltd) are summarized in 

Tables 3-1 and 3-5. Figures 3-9a, 3-9b and 3-10 compare the predictions of the 

Schindler and Folliard’s model for the cementitious systems containing different 

percentages of FA, GGBFS and Portland cement with the experimental measurements. 

The test results show that the delay in heat peak at high FA or GGBFS replacements is 

not matched by the predictions. Furthermore, the effect of SCM’s on decreasing the 

rate of the hydration as indicated by experimental results is not precisely reflected in 

the prediction of Schindler and Folliard’s model. Table 3-7 summarizes the level of 

errors in the estimations of Schindler and Folliard’s model for the time of occurrence 

and magnitude of the peak heat flow. The errors in estimating the time of peak heat are 
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found to increase with an increase in curing temperature. In particular, the error 

increases from 48% to 58% by increasing the curing temperature from 10 to 30ºC for 

the mixes containing 100% OPC. Moreover, it can be seen that the inaccuracy of the 

results of this model for the samples containing GGBFS is generally less than the 

samples containing Fly ash. The predictions of Schindler and Folliard’s model indicate 

a relatively longer retardation for cements containing FA than GGBFS, which is 

consistent with the trend observed in the experimental measurements. The results 

however indicate a good accuracy for Schindler and Follaird’s model in terms of 

predicting the value of heat peak flow. As shown in Table 3-7, Schindler and Follaird’s 

model accurately predicts the peak heat flow of the reference cement mix (100% OPC); 

with a maximum error of only 5.5%. The accuracy of the model in estimating the 

magnitude of the peak heat flow of the reference sample is found to be considerably 

higher at the lower temperatures considered, overestimating the heat peak flow by only 

2% and 2.2% at curing temperatures of 10°C and 23°C, respectively. The results 

presented in Table 3-7 highlight generally a relatively similar range for the errors in 

peak heat and peak heat time estimations of Schindler’s model for mixes with different 

FA and GGBFS content. This indicates that estimation errors are likely to be systematic 

rather than random errors, thus, highlighting re-calibrations as a possible strategy to 

minimize such errors.  
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a. 

    

 

b. 

Figure 3- 6 Heat evolution for OPC pastes at various temperatures with a. 40% FA and 

b. 40% GGBFS 
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a. 

 

b. 

 

c. 

Figure 3- 7 Comparison of heat evolution for cement pastes with 40% FA or GGBFS at 
a) 10 °C, b) 23°C and c) 30°C 
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Figure 3- 8 Relationship between curing temperature and peak heat flow for 40% 

replacement 

 

Table 3- 4 Comparison of selected hydration curve parameters for cement pastes with 

40% FA or 40% GGBFS at various curing temperatures 

Curing 
Temperature 

[°C] 
SCM 

Time at end of 
dormant phase 

[hr] 

Time of 
peak heat 
flow [hr] 

Magnitude of peak 
heat flow 

[μW/g] 

30 GGBFS 1.0 4.3 3.5 

30 FA 1.4 10.7 3.5 

23 GGBFS 1.2 5.8 2.5 

23 FA 1.6 6.6 2.2 

10 GGBFS 2.5 13.2 1.0 

10 FA 3.7 15.3 0.9 
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Table 3- 5 Input parameters for existing hydration models 

Alite, C3S 51.1% 

Belite, C2S 15.5% 

Aluminate, C3A 8.9% 

Ferrite, C4AF 8.4% 

Blaine (m2/kg) 380 

W/b 0.45 

Reference Temperature 21ºC 

 

 

Table 3- 6 Output parameters of existing hydration models 

Mix 

Hu [J/g] Αu Ea 

Schindler & 
Bogue 

Schindler Bogue
Δ 

(%)
Schindler Bogue

Δ 
(%) 

Reference 449 0.720 0.758 5% 46753 35543 -24 

20% FA 365 0.722 0.779 8 37340 35173 -6 

40% FA 281 0.724 0.812 12 27927 34804 25 

50% FA 239 0.725 0.835 15 23220 34619 49 

20% GGBFS 451 0.781 0.781 0 50494 35206 -30 

40% GGBFS 454 0.840 0.819 -3 54234 34868 -36 

50%GGBFS 455 0.871 0.845 -3 56104 34700 -38 
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a. 

 

b. 

Figure 3- 9 Comparison of heat evolution between test results and Schindler and 

Folliard's model for an OPC system containing a. FA and b. GGBFS 
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Figure 3- 10 Heat evolution of test results and Schindler and Folliard’s Model for a 

100% OPC system at varying curing temperatures 

Figures 3-11a, 3-11b and 3-12 compare the Bogue model predictions for the 

samples containing FA, GGBFS and 100% Portland cement with the corresponding 

calorimetry measurements. Several significant inaccuracies are observed with the most 

pronounced being duration of the acceleration and deceleration phases. It is evident in 

Figures 3-11a, 3-11b that the time of occurrence of the peak heat in the hydration curve 

is severely underestimated by the Bogue model. The inaccuracy of the model in 

predicting the peak heat flow is amplified when decreasing the temperature. Figure 3-

12 shows that an increase in ambient temperature results in a decrease in the time taken 

until stabilization of heat profiles to a common value.   As shown, at 30°C the heat flow 

stabilizes to a common value after 60 hours, while a considerably longer duration of 

about 84 and 95 hours is observed for this to happen at 23°C and 10°C ambient 

temperatures, respectively. 
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Table 3- 7 Comparison of peak heat flow time and magnitude between test results and Schindler and Folliard’s Model 

10 

DegC 

100% PC 20% FA 40% FA 50% FA 20% GGBFS 40% GGBFS 50% GGBFS 

Peak 

time 

Peak 

Magnitude 

Peak 

time 

Peak 

Magnitude 

Peak 

time 

Peak 

Magnitude 

Peak 

time 

Peak 

Magnitude 

Peak 

time 

Peak 

Magnitude 

Peak 

time 

Peak 

Magnitude 

Peak 

time 

Peak 

Magnitude 

Test 14.17 1.50 14.17 0.96 15.05 0.92 16.11 0.88 12.13 1.46 13.45 1.01 13.75 0.91 

Model 7.40 1.53 6.60 1.40 5.90 1.21 5.50 1.100 8.50 1.10 9.40 0.833 9.40 0.73 

Δ (%) -47.8 2.00 -53.40 45.8 -60.80 31.5 -65.9 25.0 -29.90 -24.5 -30.10 -17.7 -31.60 -19.40 

23 

DegC 

100% PC 20% FA 40% FA 50% FA 20% GGBFS 40% GGBFS 50% GGBFS 

Peak 

time 

Peak 

Magnitude 

Peak 

time 

Peak 

Magnitude 

Peak 

time 

Peak 

Magnitude 

Peak 

time 

Peak 

Magnitude 

Peak 

time 

Peak 

Magnitude 

Peak 

time 

Peak 

Magnitude 

Peak 

time 

Peak 

Magnitude 

Test 6.41 3.71 6.75 2.89 6.60 2.20 6.71 1.85 6.29 3.02 5.70 2.50 5.85 2.32 

Model 3.11 3.62 3.40 2.79 3.60 2.03 3.60 1.68 3.40 2.79 3.40 2.25 3.30 2.06 

Δ (%) -51.60 -2.21 -49.61 -3.61 -45.50 -7.60 -46.30 -9.00 -45.90 -7.50 -40.40 -10.00 -43.60 -11.30 

30 

DegC 

100% PC 20% FA 40% FA 50% FA 20% GGBFS 40% GGBFS 50% GGBFS 

Peak 

time 

Peak 

Magnitude 

Peak 

time 

Peak 

Magnitude 

Peak 

time 

Peak 

Magnitude 

Peak 

time 

Peak 

Magnitude 

Peak 

time 

Peak 

Magnitude 

Peak 

time 

Peak 

Magnitude 

Peak 

time 

Peak 

Magnitude 

Test 4.80 5.29 4.90 3.38 10.70 3.21 11.12 2.98 4.89 4.77 4.27 3.53 4.71 3.41 

Model 2.00 5.58 2.30 3.94 2.70 2.63 2.90 2.09 2.10 4.56 2.00 3.46 2.50 3.15 

Δ (%) -58.30 5.40 -53.10 16.51 -74.80 -18.00 -73.90 -29.90 -57.12 -4.51 -53.20 -2.00 -46.90 -7.60 
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Figure 3-12 also indicates a considerable lack of accuracy in the Bogue model’s 

predictions in terms of capturing the effect of temperature on hydration heat profile.  

The errors of the Bogue model’s predictions of the peak heat flow and peak heat time 

for different mixes are reported in Table 3-8. As can be seen, the error in estimating the 

time of the peak heat varies from 70% to 80% in all cases and it is not much affected by 

curing temperature. The results indicate that the peak heat magnitude estimation error 

for the reference sample (100% PC) and samples including 20% FA decreases with an 

increase in the curing temperature while in all other cases an increase in curing 

temperature leads to higher errors in predicting the peak heat magnitude. Furthermore, 

the error in estimating the peak heat magnitude tends to be higher at higher levels of 

SCM replacements. For instance, for the samples containing 50% GGBFS at 30°C this 

error alters from 13% to 42.5%. Based on the test results presented in Table 3-7 and 3-

8, Bogue’s model predictions of the peak heat magnitude and time for the reference 

sample (100% PC) show considerably higher deviations from measurements when 

compared to predictions of Schindler’s model. 

 

a. 
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b. 

Figure 3- 11 Comparison of heat evolution between test results and Bogue’s model for 

an OPC system containing a. FA and b. GGBFS 

 

 

Figure 3- 12 Heat evolution of test results and Bogue’s Model for a 100% OPC system 

at varying curing temperatures 
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Table 3- 8 Comparison of peak heat flow between test results and Bogue’s Model for a 100% OPC system 

10 

DegC 

100% PC 20% FA 40% FA 50% FA 20% GGBFS 40% GGBFS 50% GGBFS 

Peak 

time 

Peak 

Magnitude 

Peak 

time 

Peak 

Magnitude 

Peak 

time 

Peak 

Magnitude 

Peak 

time 

Peak 

Magnitude 

Peak 

time 

Peak 

Magnitude 

Peak 

time 

Peak 

Magnitude 

Peak 

time 

Peak 

Magnitude 

Test 14.17 1.50 14.17 0.96 15.05 0.92 16.11 0.88 12.13 1.46 13.45 1.01 13.75 0.91 

Model 2.31 2.21 2.90 1.40 3.50 0.81 3.90 0.58 2.50 1.48 2.70 0.95 2.80 0.74 

Δ (%) -83.80 47.30 -79.50 45.80 -76.70 -12.00 -75.80 -34.10 -79.40 1.40 -79.90 -6.10 -79.60 -18.71 

23 

DegC 

100% PC 20% FA 40% FA 50% FA 20% GGBFS 40% GGBFS 50% GGBFS 

Peak 

time 

Peak 

Magnitude 

Peak 

time 

Peak 

Magnitude 

Peak 

time 

Peak 

Magnitude 

Peak 

time 

Peak 

Magnitude 

Peak 

time 

Peak 

Magnitude 

Peak 

time 

Peak 

Magnitude 

Peak 

time 

Peak 

Magnitude 

Test 6.41 3.70 6.75 2.89 6.60 2.20 6.71 1.85 6.29 3.02 5.70 2.50 5.85 2.32 

Model 1.20 4.29 1.50 2.70 1.80 1.55 2.00 1.11 2.00 2.70 1.40 1.81 1.70 1.70 

Δ (%) -81.30 15.90 -77.80 -6.60 -72.70 -29.50 -70.20 -40.00 -68.21 -10.61 -75.41 -27.60 -70.90 -26.70 

30 

DegC 

100% PC 20% FA 40% FA 50% FA 20% GGBFS 40% GGBFS 50% GGBFS 

Peak 

time 

Peak 

Magnitude 

Peak 

time 

Peak 

Magnitude 

Peak 

time 

Peak 

Magnitude 

Peak 

time 

Peak 

Magnitude 

Peak 

time 

Peak 

Magnitude 

Peak 

time 

Peak 

Magnitude 

Peak 

time 

Peak 

Magnitude 

Test 4.80 5.29 4.90 3.38 10.70 3.21 11.12 2.98 4.89 4.77 4.27 3.53 4.71 3.41 

Model 0.90 5.98 1.10 3.75 1.30 2.15 1.50 1.54 0.90 3.95 1.00 2.52 1.10 1.96 

Δ (%) -81.30 13.00 -77.60 10.90 -87.90 -33.00 -86.50 -48.30 -81.60 -17.20 -76.60 -28.60 -76.60 -42.50 
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Schindler and Folliard’s model does not consider the effect of chemical 

retarders. Therefore, the precision in capturing the effect of retarders is only 

investigated for the Bogue model. The Bogue method does not account for differences 

in the type of the retarders. Table 3-9 shows the errors of the Bogue model in 

estimating the magnitude and time of the peak heat flow for systems containing 100% 

OPC and various dosages of three types of retarders used in this chapter. Figure 3-13 

compares the experimental and modeled heat development curves for pastes containing 

100% OPC and mentioned retarders at their minimum and maximum dosages. It can be 

seen that the Bogue model overestimates the peak heat magnitude by 39% to 54% and 

underestimates the time of peak heat flow by up to 95% when using Sucrose. Table 3-9 

also shows that using the Bogue model for cementitious systems containing different 

dosages of Citrate leads to a 12 to 31% error in estimating the peak heat magnitude and 

up to an 87% error in estimating the time of the peak heat flow. Moreover, the Bogue 

model underestimates the magnitude and the time of the peak heat flow of the systems 

containing Retarder N up to 36% and 60%, respectively.  
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Table 3- 9 Comparison of peak heat flow between test results and Bogue's model for 

100% OPC with chemical retarders 

Retarder 
Type 

Concentration Magnitude of peak heat flow Time of peak heat flow 

[mL/kg] 
Test 

[μW/kg] 
Model 

[μW/kg] 
Δ(%) 

Test 
[μW/kg] 

Model 
[μW/kg] 

Δ(%) 

Sucrose 

0 3.70 4.29 -16% 6.41 1.20 81%

0.5 3.10 4.31 -39% 12.3 1.50 88%

1 3.12 3.83 -23% 20.45 1.80 91%

1.5 2.38 3.43 -44% 30.12 2.20 93%

2 1.43 3.11 -54% 53.30 2.70 95%

Citrate 

1 2.92 3.83 -31% 10.60 1.80 83%

1.3 3.01 3.80 -26% 14.03 2.10 85%

1.7 2.90 3.60 -24% 14.90 20 87%

2 2.75 3.11 -12% 14.93 2.70 82%

Retarder N 

2.5 3.16 2.83 10% 8.15 3.30 60%

5 3.09 1.97 36% 15.63 7.50 52%

10 2.47 1.3 47% 24.95 23.70 5% 
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a. Minimum and Maximum concentration of Sucrose 

 

b. Minimum and Maximum concentration of Citrate 
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c. Minimum and Maximum concentration of Retarder N 

Figure 3- 13 Comparison of heat evolution between test results and Bogue’s 

Model for a General-Purpose cement system containing retarders. 

Overall, the results presented above show that while the existing models, 

especially Schindler’s model, provide valuable input in terms of predicting the heat of 

hydration of cements with different chemical compositions, significant errors may 

occur when using such models for predicting the heat profile of cementitious mixes 

containing fly ash, GGBFS and retarders. The lack of adequate precision in capturing 

the effects of SCMs and retarders may considerably affect the finite element model 

predictions used to estimate the risk of thermal cracking in concrete and evaluate the 

effectiveness of various strategies for minimizing the risk of early age thermal 

cracking. This signifies the need for a comprehensive study to improve the predictions 

of existing models. The results however suggest that the errors in predictions are most 

likely systematic, rather than random errors as evidenced by the close range of errors in 

the models’ predictions for different mixes. Therefore, the results highlight the 

possibility of minimizing the prediction errors by re-calibrating such models for locally 
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used cementitious materials. This is particularly true for Schindler’s model which 

shows a considerably good level of accuracy in predicting the peak hydration heat for 

mixes without SCMs and retarders.   

3.5 Conclusions 

The results of an experimental study conducted to investigate the effects of fly 

ash, GGBFS, retarders and curing temperature on the heat of hydration profiles as well 

as the ability of existing models in capturing these effects were presented. The results 

indicate that addition of fly ash and GGBFS is an effective method to reduce the peak 

heat, with a relatively proportional relationship between the heat reduction achievable 

and cement’s SCM content. About 51% and 43% decreases in the peak heat flow are 

observed at 50% fly ash and GGBFS content, respectively. Furthermore, results show 

that the use of retarders at optimal level can be an effective method in controlling the 

risk of thermal cracking. The use of retarders is observed to not only delay the peak 

heat but also reduce its magnitude, especially at higher concentrations. The type and 

concentration of retarder are found to play a major role in determining the extent of 

retardation and the peak heat flow. Citrate is found to offer the highest level of 

reduction in the peak heat for an acceptable extent of retardation, i.e. maximum 20 

hours. Moreover, results reveal that lowering the curing temperature decreases peak 

heat flow. The results also illustrate significant inaccuracies in the predictions of 

existing hydration heat models for pastes containing fly ash, GGBFS and retarders. A 

common error in both models considered in this chapter is apparent in the modelling of 

the duration and occurrence of the acceleration and deceleration phases of hydration. 

Schindler and Folliard’s model proved to be significantly more accurate for systems 

containing FA and GGBFS, in terms of predicting the magnitude and occurrence of the 
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peak heat flow. However, Schindler and Folliard’s model is unable to predict the effect 

of chemical retarders. A key issue in using the Bogue method for analysing retarded 

cement systems is found to be the model’s inability to account for the type of retarder 

used. The systematic prediction errors can be reduced by recalibrating the mentioned 

models for locally used cementitious materials, especially for Schindler’s model which 

shows a considerably good level of accuracy in predicting the peak hydration heat for 

mixes without SCMs and retarders. Moreover, a practical and more reliable approach in 

terms of reducing the modelling errors is the use of calorimetry measurement as input 

directly into finite element models particularly in mixes containing SCMs and 

retarders.  
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Chapter 4: A Three-Dimensional Customizable Model to Simulate 

Thermal Cracking of Concrete at Early Ages 

4.1 Introduction 

Early age cracking occurs when the tensile strain due to temperature gradient or 

thermal contractions increases and exceeds the tensile strain capacity of the concrete [3, 

22, 103, 104]. Therefore, predicting the variations in temperature gradient and thermal 

stresses over time is critical identifying the risk of thermal cracking in a particular 

concrete element. With this in mind, several efforts have been made in available 

literature to develop numerical simulation models, mainly based on finite element and 

finite difference methods, to evaluate the temperature rise and risk of thermal cracking 

in concrete [103–105]. The input into such models include usually the geometry of the 

element, the properties of the concrete constituent materials, the mix proportions, 

ambient conditions as well as the boundary conditions including the type of formworks. 

The output on the other hand, is typically the variations in the temperature of concrete 

at selected points of a simplified 2D geometry, and a cracking risk potential measure 

defined based on the ratio of thermal stresses and thermal strength of concrete [105, 

106]. However, the existing models have a number of drawbacks rendering them 

unsuitable for use in the present study: i) the existing models provide only a limited 

number of pre-defined geometries, which may not represent the full range of 

complicated geometries encountered in practice. In cases that the geometry of the 

element does not fit within predefined geometries, it needs to be simplified; ii) existing 

modelling packages provide limited flexibility in terms of customizing the input 

parameters into the model and making modification to the formulations used to predict 

heat of hydration, maturity development, etc.; iii) the existing models are in 2D and 
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would require considerable simplifications when dealing with asymmetric geometries; 

iv) the existing models provide a limited post processing options to present the results 

of the analysis; this is mainly limited to 2D graphs of variations in the temperature in a 

given point; v) a majority of existing models tend to use hydration heat equations 

developed in the literature to predict heat generation; however, such models have been 

created mainly through regression on numerous data sets of cements produced in the 

US and as highlighted in Chapter 3 tend to be highly erroneous in presence of 

Australian supplementary cementitious materials and admixtures. vi) the existing 

models tend to overlook the effect of reinforcement on the temperature rise in concrete 

elements. However, given the significantly higher thermal conductivity of steel 

compared to concrete, this can lead to considerable errors in predicting the temperature 

in heavily reinforced concrete elements. In this chapter a numerical simulation model is 

developed to predict the increase in temperature, and temperature gradient in a concrete 

element, as well as the resulting thermal stresses, and cracking potential; vi) designed 

mainly for typical materials and boundary conditions experienced in the US, the 

existing models tend to show considerable errors in predating the temperature rise in 

concrete elements cast in Australia and therefore, there is significant room for 

improvement in precision of modelling through incorporation of local data and 

practices in the model formulation and parameters.  

To address the above gaps, in this chapter a 3D numerical model is developed to 

allow complete flexibility to modifying the formulation and parameters used to predict 

temperature and thermal stresses in concrete elements. The model is developed in 

COMSOL Multiphysics to allow considerable flexibility in defining different 

geometries, material properties, and different types of thermal and structural boundary 

conditions. The latter would in turn allow practitioners to evaluate the comparative 
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performance of various mixes used by the Australian Construction industry by updating 

the mechanical and thermal properties of the materials used in Australia. To address the 

inadequate precision of hydration heat prediction equations, as demonstrated in 

Chapter 3, the model presented in this chapter is designed to accept direct calorimetry 

measurement as the thermal load imposed on the elements. An innovative approach 

involving interpolation between calorimeter inputs at several temperatures is used to 

improve the accuracy of the predictions. While a variety of curing methods and 

boundary conditions are pre-defined in the model, the design of the model allows 

customisation of new curing methods and boundary conditions experienced in practice. 

In addition, the proposed methods are designed to account for the effect of highly 

conductive reinforcing bars on temperature rise in concrete, which has not been 

previously considered.  

The model is developed through coupling of heat transfer and solid mechanics 

finite element modules in COMSOL Multiphysics, where the variables and parameters 

are defined to represent the thermal load developed due to hydration. The heat transfer 

and solid mechanics models are developed by incorporating the concept of equivalent 

age to model maturity development rate and thus the rate of development of thermal 

and mechanical properties, including thermal conductivity, thermal capacity, modulus 

of elasticity, compressive strength and tensile strength. The proposed model is 

validated through an actual case study on a full-scale thick in-situ wall in Queensland, 

Australia, where the temperature development was measured through wireless 

temperature sensors.  
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4.2  Features of proposed model 

The developed numerical model is a comprehensive three-dimensional model 

comprising of three main modules: Heat transfer model, Solid mechanics model, and 

Coupled Heat transfer- Solid mechanic model in COMSOL Multiphysics. Moreover, to 

integrate the time-dependant variable during the calculations, the model is coupled with 

time-dependant Ordinary Differential Equation (ODEs) interface. Figure 4-1 shows the 

framework of the proposed numerical model.  

As shown in Figure 4-1, the initial step of the simulation is defining the input 

parameters needed for the analysis such as concrete mix design, placement temperature, 

time step, analysis duration, geometry of the element under study, etc. The geometry of 

the concrete element and the surrounding conditions can significantly affect the 

generated heat and thermal stress. For instance, increasing the thickness of the element 

can be directly attributed to a higher temperature rise [3]. The proposed model uses the 

Graphical User Interface (GUI) in COMSOL Multiphysics to create different 

geometries. This powerful tool enables the users to simulate different three-dimensional 

geometries with no/little limitations. As can be seen in Figure 4-1, Heat Transfer model 

is used to predict the thermal properties of hardening concrete and temperature 

development. Also, the Solid Mechanics model is utilized to predict the development of 

mechanical properties of concrete. Coupling of the Heat Transfer and Solid Mechanics 

models gives the numerical model the ability to predict the thermal expansion, thermal 

stress and thermal cracking ratio of the concrete element under study. Ordinary 

differential equations are used for the analysis as shown in Figure 4-1.  

Since the developed numerical simulation is time-dependent, preferred time step of 

the analysis as well as the duration of analysis must be defined as an input to the model. 
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It should be noted that smaller time steps lead to more accurate results but in expense 

of a longer analysis duration and therefore a trade-off between level of required 

precision and duration of analysis may be required, when modelling relatively large 3D 

elements [107].  
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Figure 4- 1 the framework of the numerical model 



96 
 

Moreover, the time of formwork removal should be introduced based on the 

construction plan for each project. This is important since formworks affect the 

radiation and the heat exchange between the concrete and the surrounding environment. 

The radiation emitted by the formwork and reflected radiation act as heat sinks [106].  

 Thermal and mechanical behaviour as well as durability performance of concrete 

elements are significantly dependent on concrete mix design [3]. In the current 

numerical model, the effect of concrete mix design on thermal behaviour of concrete is 

introduced to the model through defining the heat function presented in Chapters 2 and 

3. Furthermore, mix design affects the thermal properties of concrete such as thermal 

conductivity and heat capacity which will be discussed later in section 4-2-1-2. 

Concrete mix design also influences the mechanical properties of concrete. 

Accordingly, the relationship between mix variables and mechanical properties of 

concrete has been widely investigated in the literature [58, 108–110]. In this model, the 

previously verified models, described in detail in Section 4-2-2-2, are adopted to 

predict mechanical properties of a particular mix design and the development rate of 

these properties over time. With this in mind, concrete mix design is the most 

remarkable factor affecting the early age thermal cracking of concrete via influencing 

the heat generation alongside with thermal and mechanical properties of concrete. The 

amounts of cementitious materials, water, coarse and fine aggregate as well as density 

should be entered to the model as the basic information about the mix design of the 

element under study. 

4.2.1 Heat Transfer model  

The methodology for defining hydration heat as heat source is presented in the 

following section. In modelling early age thermal cracking of concrete, all types of heat 
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transfer including conduction, convection and radiation are incorporated in the model 

through formulation of heat transfer equation as well as defining relevant boundary 

conditions, which are described in detail in the following sections. 

4.2.1.1 Heat Source 

The proposed model is designed to provide two alternative approaches for 

estimating the variations in the heat input to the model. These include i) the use of 

hydration heat equations used widely in the literature, where the heat generation is 

estimated as a function of quantity of different concrete ingredients, and ii) the direct 

use of isothermal calorimetry measurements for a particular mix. The methodology 

adopted for each of these approaches is described in detail in the following:   

Modelling the heat source using hydration heat models 

As discussed in detail in Chapter 3, available literature includes several models 

to predict the heat of hydration of different concrete mixes. In the present study,  

Arrhenius equation, which defines the rate of heat generation as a given function of the 

degree of hydration, is used as the heat source in the heat transfer equations[13]. 

	    

                          Equation 4- 1 

where Qh is the rate of heat generation (J/h/m3); Hu is the total amount of heat 

generated at 100% hydration (J/kg); Cc is the total amount of cementitious materials 

(kg/m3); τ is the hydration time parameter, in hours; te is the concrete equivalent age at 

the reference temperature, in hours; β is the hydration slope parameter; αu is the 

ultimate degree of hydration; E is the activation energy (J/mol); R is the universal gas 
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constant (J/mol/K); Tr is the reference temperature (°C); and Tc is the concrete 

temperature (°C). It should be noted that the rate and magnitude of heat generation of 

the concrete can vary significantly by variations in the concrete mix proportions, 

cement compositions, and the properties of the supplementary cementing materials and 

chemical admixtures used. If this option is selected for calculating the heat source in 

the developed numerical model in this study, Bogue method, described in Chapter 3, is 

employed to calculate the concrete heat of hydration parameters [28]. 

Direct use of calorimetry measurements 

As demonstrated in Chapter 3, the predictions of existing hydration heat models 

may be erroneous in presence of admixtures and supplementary cementitious materials. 

With this in mind, the proposed model is designed with the option to model heat source 

directly using calorimetry measurements obtained for the actual concrete mix. Given the 

important effect of  curing temperature on the rate of hydration and the rate of hydration 

heat generation, the direct heat modelling functionality defined in our model requires 

access to calorimetry measurements obtained at the temperatures experienced by 

concrete  [3]. However, due to time consuming nature of calorimetry tests and resource 

limitations, measuring the hydration heat curves at all temperatures is not usually 

practical. To address this issue, the proposed numerical model is embedded with an 

interpolation model which allows measurements at only several selected temperatures 

covering the roughly the expected temperature range experienced by concrete. To 

achieve an acceptable interpolation accuracy however it is recommended to limit the 

temperature intervals to a maximum of 10°C. The interpolation between each of the two 

measured heat flows under different curing temperatures is performed using: 

                Equation 4- 2 
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where T, is the concrete temperature at each point of the element at each time step,  

and  are curing temperatures of the first and second calorimetry experiments, 

respectively and and  are the heat of hydrations measured through two different 

calorimetry tests for each time step.  

4.2.1.2 Thermal properties of hardening concrete 

Thermal properties such as thermal conductivity, heat capacity and the 

coefficient of thermal expansion are vital for calculating heat transfer and conduction 

between the concrete particles. Thermal properties of hardening concrete change as the 

concrete hydrates. Therefore, the proposed model is designed to account for time 

dependency of key material properties used by the heat transfer module. This is 

achieved through adoption of the concept of degree of hydration which quantifies the 

magnitude of hydration as a function of time, by relying on the assumption that the 

growth or dissolution is controlled by the diffusion because of a liquid mass transfer 

layer [58, 59]. The degree of hydration at time t is defined as the ratio of the quantity of 

hydrated cementitious materials at time t to the total amount of cementitious materials. 

The degree of hydration can also be introduced as the ratio of the chemically bounded 

water at time t to the chemically bounded water at ideal complete hydration [58, 59]. 

Mathematically, the degree of hydration can be represented by the ratio of heat released 

to total heat available as below[16]. 

∑
                   Equation 4- 3 

where α(t) is the degree of hydration at time t, ΣH(t) is the cumulative heat of hydration 

released at time t (J/m3) and HT is the ultimate heat of hydration of concrete (J/m3). 
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The forumlation adopted by our proposed model to account for time 

dependency of key thermal properties of concrete, by relying on the concept of degree 

of hydration, are described in the following. 

 Thermal conductivity  

In this study, the equations recommended by Schilder et al. [16] are used to 

calcuate thermal conductivity of concrete As shown by Equation 4-4, the selected 

formulation assumes that thermal conductivity decreases linearly  with an increase in 

the degree of hydration [16]:  

1.33 0.33                                    Equation 4- 4                    

where  is the thermal conductivity of the hardening concrete, (W/m/K), α is the 

degree of hydration, and  is the ultimate thermal conductivity of the hardened 

concrete. The ultimate thermal conductivity is a function of mixture properties and 

should be introduced as an input parameter. 

 Specific heat 

Several methods have been proposed in previous studies  to estimate the specific 

heat of concrete as a function of mixture proportions, degree of hydration, and 

temperature [114, 115]. Reinhardt proposed a linear function of the degree of hydration 

to obtain the specific heat of hardening concrete, [116]: 

1.25 0.25                Equation 4- 5 

where Cc is the specific heat of hardening concrete, (J/kg.m/K), α is the degree of 

hydration (Chapter 3), and  is the ultimate specific heat of hardened concrete. The 

ultimate specific heat is a function of mixture properties and should be introduced as an 

input parameter.  
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 Coefficient of thermal expansion of concrete 

The coefficient of thermal expansion of concrete utilizing in this study is calculated 

using Equation 4- 6 which relies on concrete mix proportions and properties of 

aggregates as input data[117].   

                                   Equation 4- 6 

In Equation 4-6, , , , and  are the coefficient of thermal 

expansion of concrete mix, coarse aggregates, fine aggregates, and cement paste, 

respectively (με/°C) and , , and  are the volume of coarse aggregates, fine 

aggregates, and cement paste (kg/m3).   

  Initial values and boundary conditions 

Initial temperature of concrete which has been shown to significantly affect the 

maximum temperature of the concrete element, as well as the temperature of the 

adjacent surfaces, and ambient temperature for the duration of the analysis which could 

impact the temperature gradient within the concrete element and consequently the risk 

of early age thermal cracking must be introduced [3]. Apart from their initial 

temperature, the type and thermal properties of adjacent contact surfaces can also 

considerably affect the transfer of heat inside and outside the concrete element. The 

effects of such contact surfaces including soil, water, or air are taken into account 

through defining appropriate convection and conduction boundary conditions on 

different external surfaces of concrete elements, as elaborated in the following sections.  

4.2.1.3 Thermal boundary conditions 

The convection boundary condition is imposed on the interface between the 

concrete element and the surrounding media including air, water or soil. Furthermore, 
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thermal radiation boundary condition is considered to account for radiation heat loss 

from concrete surfaces which are exposed to the ambient. The developed numerical 

model considers convection (ambient temperature, wind speed, and surface roughness), 

and solar radiation  to account for the known effects of such parameters on the rate of 

thermal convection [3]. Furthermore, the effect of the type and color of the material 

used for the formworks, the use of other curing methods such as blankets, and contact 

with soil and water are taken into account in defining the heat flow in and out of the 

concrete element using the methodology presented in the following. Due to the 3-D 

nature of our proposed model, boundary conditions are defined for all top, bottom and 

side surfaces.  

 Convection Model 

Convection is the energy transfer from a surface to a surrounding fluid by 

diffusion (random fluid particle motion contacting the surface) and bulk motion of the 

fluid. In this study, Newton’s law of cooling (Equation 4-7) explains the model of 

convection heat transfer [112]. 

                                                                              Equation 4- 7      

In Equation 4-7,  is the convection heat flux (W/m2),  is the convection coefficient 

(W/m2·K),  is the surface temperature (K), and T∞ is the fluid temperature (K), which 

can be approximated as Ta, viz. the ambient temperature (K). Convection heat transfer 

consists of two parts: free convection and forced convection. Free convection is caused 

by buoyancy forces from differences in local fluid density. On the contrary, the fluid 

motion in forced convection is caused by an external source of fluid motion [118]. In 

the case of mass concrete, convection is a combination of free and forced convection. 

As explained by Riding et al. [106],  if the boundary layer air is heated by the concrete 
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surface, the air’s density will be decreased and the air will travel up the surface (free 

convection). Moreover, forced convection is created by wind moving the air around the 

surfaces. In this study, the convection coefficient due to forced and free convections is 

[118]:  

0.2782
.

.
| | . √1 2.8566         

                                                                                                            Equation 4- 8      

where 	is the average air film temperature (°C) which can be approximated by the 

average of Ta (ambient temperature) and Ts (surface temperature); C is a heat flow 

constant which is equal to 10.15, 15.89, and 20.4 for bottom, vertical, and top surfaces, 

respectively; and w is the wind speed (m/s). Equation 4-8 is for relatively smooth 

surfaces. In order to consider the surface roughness, the convection coefficient  should 

be multiplied by a roughness multiplier Rf. According to Clear et al. (2003), concrete 

has a roughness multiplier of 1.52 which is considered in the model once the 

formworks are removed [119]. The wind speed used in Equation 4-8 is obtained from 

the available weather data reported by Bureau of meteorology. The maximum wind 

speed is defined as a user input parameter.  

In this study, ambient temperature considered in each simulation is acquired 

from the weather forecast provided by Weather Underground. In the absence of reliable 

forecasts on time variation of temperature during a day, the diurnal variation of the 

ambient air temperature is calculated using:  

       Equation4-9    
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in which  and  are the maximum and minimum daily ambient temperatures, 

 is the time of the day at which the prediction is being made (0 to 24 hours) and  is 

the time of the occurrence of the minimum temperature overnight.        

 Solar Radiation 

Direct exposure to solar radiation may considerably affect the temperature 

development in the concrete element [120]. In this study, solar radiation is considered 

using a linear relationship between cloud cover and solar radiation as:  

	 	 0.91	–	 0.7	 	 	 	                                         Equation 4-10                 

where EH is the surface horizontal solar radiation (W/m2), C is the cloud cover 

fraction, and ETOA is the extra-terrestrial horizontal solar radiation (W/m2) [120].  

 Irradiation from Concrete Surface  

The Stefan-Boltzmann law, is used to calculate the radiation heat loss from the 

concrete surface [112]: 

	 	                                                                 Equation 4- 11              

where qc is the heat lost from the column (W/m2); εc is the surface emissivity and it 

assumed to be equal to 0.92 for concrete, wood formworks and red steel formworks, 

while it is considered to be equal to 0.95 for yellow steel formworks [106].  σ is the 

Stefan-Boltzmann constant with a suggested value of 5.67 × 10–8 (W/m2·K4); and Tc 

(K) is the temperature of the concrete surface [112].  

4.2.1.4 Curing methods 

After formwork removal, concrete can be in contact with air, subsoil or water.  

Conctact with air is modelled using the convection boundary condition explanied 
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above. Furthremore, the heat conduction between the concrete mass and the 

surrounding environemt such as soil or water is considered on the boundaries of the 

developed model. Accordingly, in case of defining soil or water in the boundaries, the 

thermal properties and user defined average soil/water temperature are considered in 

the thermal boundary conditions.  

The choice of curing method to minimise execessive evaporation of water may 

considerably affect the heat transfer and should be considered in numerical simulation 

of early age thermal cracking of cocnrete. In this study, the common curing methods 

used in practice are incorporated through defining appropriate boundary conditions. 

These curing methods include covering the surface with plastic sheets, thermal 

blankets, or cure compounds [55]. To implement appropriate boundary conditions, a 

function is defined to modify the abrasion and emissivity values of each surface of 

concete based on  the type of the  material that comes in contact with concrete during 

the curing process [106, 121]. When thermal blanket is used, boundary condition on top 

and side boundaries is implemented by using R-value and blanket thickness to estimate 

the equivalent thermal conductivity- - of the interface through the following: 

                    Equation 4- 12     

where Tbl is the blanket thickness (m), and Tbl is the blanket R-value ((m2*k)/W). The 

default values of thickness and R-value are set as 0.025 (m) and 0.04 ((m2*k)/W) [122]. 

However, these values can be modified by the user for different cases. 

4.2.2 Solid Mechanics model 

Solid mechanics model in COMSOL Multiphysics software is employed to 

enable prediction of thermal stresses developed in concrete and therefore the early age 
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thermal cracking potential of a concrete element. The methodology adopted by the 

solid mechanics model is described in the following sections.  

4.2.2.1 Stress-Strain Relationship in Early Age Concrete 

De Schutter [103] suggests a linear elastic stress–strain relationship for short-

term loading of concrete; and states that compressive stresses, in hardening concrete, 

are usually much smaller than compressive strength. This makes the proposed linear 

relationship accurate enough to use for early age concrete. Therefore, in the current 

model, the linear relationship is adopted to relate strains and stresses in concrete mass 

as shown in Equation 4-13 [123]. 

∶ ∶                        Equation 4- 13           

where  and  are total and extra stress contribution tensors, respectively,  is the 4th 

order elasticity tensor, “:” stands for the double-dot tensor product or double 

contraction, ,  and  show elastic, total and inelastic strains, respectively. As 

discussed in Chapter 2, the mechanical properties of an early age concrete including 

compressive strength, tensile strength and Young’s modulus tend to vary as a function 

of concrete’s maturity. Concrete maturity is itself a function of degree of hydration 

which varies with time and with location inside the element. Therefore, in this study, 

the elastic modulus and Poisson ratio for each element are defined as a function of 

maturity and degree of hydration in every time step which will be defined in the next 

section.  

4.2.2.2 Mechanical properties of hardening concrete 

Given the early age nature of the analysis performed in this study, concrete 

properties evolve rapidly with time as cement hydrates. The rate of variations in 
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properties of concrete is influenced significantly by the rate of hydration of cement and 

therefore the  parameters affecting the latter [122]. Failure to account for variations in 

the mechanical properties of concrete with time could lead to significant errors in 

estimation of stress, strain and consequently cracking potential of concrete. To account 

for variations in the mechanical properties, the present study adopts a dynamic 

approach in which all material properties are defined as a function of time. Some of the 

most important mechanical properties of concrete that should be defined for stress, 

strain and early age cracking predictions include compressive strength, tensile strength, 

Young’s modulus, and Poisson’s ratio. The proposed numerical model calculates all the 

mentioned properties as time dependent functions which consist of pre-defined 

constants. These assumed constants must be defined as inputs. Maturity method and 

degree of hydration concepts are the two competitive approaches commonly used to 

estimate the early age mechanical properties of hardening concrete [115]. As shown by 

Schindler [115], both methods principally yield the same results and conclusions, 

which can be used as valid tools for calculating the properties of the early age concrete. 

The formulations to predict the variations in different mechanical properties used in the 

proposed model are described in the following.  

  Compressive Strength development 

Compressive strength is a key property used by the solid mechanics modules to 

predict potential cracking under compressive load developed during 

restrained/unrestrained shrinkage and expansion of concrete. Several models have been 

proposed in previous studies to estimate the development of compressive strength in 

concrete [15, 122, 124]. In the present study, the maturity model concept is adopted to 

predict the variations in the compressive strength as shown by:  
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                                                     Equation 4- 14           

Where  is the compressive strength development (MPa),  is the ultimate 

compressive strength of concrete from the compressive strength tests (MPa),  and  

are fitting parameters, and  is the equivalent age maturity (described in detail in 

Chapter 3). In the proposed numerical  mode, the fitting parameters-  and - are 

considered as 27.8 (hour) and 0.721, respectively as suggested by Riding [122]. 

 Young’s modulus development 

Modulus of elasticity is used for calculating the shear modulus and shrinkage. A 

common method to estimate the elastic modulus development of the hardening concrete 

is to link its development rate to the development rate of compressive strength.  

Equation 4-15 shows the adopted method to estimate the elastic modulus development 

of concrete [125].  

                   Equation 4- 15           

where E is the elastic modulus development (MPa),  is the compressive strength 

development (MPa), and n and k are fitting parameters; n is assumed to be equal to 0.5 

and k is calculated using Equation 4-16. 

0.043 .                      Equation 4- 16           

where  is the density of fresh concrete. 

 Tensile Strength development 

Early age thermal cracking occurs when the tensile stresses developed in 

concrete exceeds its tensile strength. Therefore, the accuracy of cracking predictions 

can be significantly influenced by the level of accuracy in estimating the tensile 
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strength development of concrete. The tensile strength has been found to develop faster 

than compressive strength, but slower than the elastic modulus [126]. Equation 4-17 is 

used to estimate the tensile strength development by correlating its development rate to 

that of compressive strength that is [126]: 

                    Equation 4- 17                   

where  is the tensile strength development (MPa), and  and  are fitting parameters. 

Based on the results of the extensive studies conducted by Raphael [126], in this study 

we consider the values of l and m to be 0.3 and 0.66, respectively.  

 Poisson’s ratio 

Estimating the Poisson’s ratio of concrete is essential for predicting its shear 

modulus. As long as the concrete is in its liquid state, the Poisson’s ratio is equal or 

close to that of water and is considered equal to 0.5. After setting, however, the 

hydration process transforms the concrete mix from a suspended liquid to a rigid 

skeleton; and therefore the  Poisson’s ratio of concrete tends to decrease gradually to 

reach commonly a value  between 0.15 and 0.2 [27]. In our proposed model,  Equation 

4-18 is used to estimate the changes in Poisson’s ratio as a function of the degree of 

hydration [108].  

0.18 0.5 10                               Equation 4- 18 

It should be noted that the aforementioned formulas and constants are suggested 

for normal concrete and may not be used for all concrete types especially concretes 

subject to especial curing methods. In such cases, the constants should be calculated for 

each case considering the specification of the concrete under study. 
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4.2.2.3 Mechanical boundary conditions 

Adopting appropriate mechanical boundary conditions is essential for accurate 

prediction of tensile strain and the risk of early age thermal cracking of concrete. As 

discussed in ACI207.2R-07, all concrete elements are restrained to some degree by 

volume because there is typically some restraint provided either by the supporting 

elements or by different parts of the element itself [2]. Two types of restraints can be 

categorised: external and internal restraints [127]. Both types are interrelated and 

usually exist to some degree in all concrete elements. Internal restraint exists due to 

non-uniform volume change in the concrete mass while the external restraint exists 

along the constant surfaces and boundaries of the concrete mass [3]. In our numerical 

model, internal restrains are embedded in formulation of the solid mechanics module of 

COMSOL Multiphysics while the external restraints should be accurately defined using 

the appropriate mechanical boundary conditions. No shear resistance between the 

formworks and the concrete surface is assumed. In the bottom boundary, where the 

concrete mass is in contact with the foundation, high degree of resistant in both normal 

and shear directions are present which is mainly a function of foundation rigidity. 

Therefore, the bottom boundary condition is defined as a spring foundation with spring 

constant relevant to foundation rigidity as: 

0 0
0 0
0 0 2.1e

               Equation 4- 19                 

where,  is the sprig constant per unit area,  is the modulus of rigidity of 

hardening concrete defined as Equation 4-20 (Pa) and 2.1e  is the modulus of 

rigidity for hardened concrete (Pa) which is related to the foundation in contact with the 

bottom surface of the wall. 
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                                                                                         Equation 4- 20 

where  and  are modulus of elasticity and Poisson’s ratio of hardening 

concrete, respectively, and are calculated using the methodology described in Section 4-

2-2-2. 

 In the developed numerical model, the characteristics of the mechanical boundary 

conditions are defined in accordance with ACI207.2R-07 [2]. The initial values for the 

displacement field and velocity field are set to zero.  

4.2.3 Numerical simulation of reinforcement 

Reinforcing steel bars are commonly used in a majority of structural concrete 

elements to improve tensile behaviour and limit the growth of cracks [128]. The 

reinforcing bars generally possesses a considerably higher thermal conductivity 

compared to concrete and the presence of significant amount of steel bars in heavily 

reinforced concrete may affect the transfer of heat within the concrete element [128]. 

Despite this the presence of reinforcing bar is commonly overlooked as a simplifying 

assumption in a majority of previously developed early age thermal cracking simulation 

models and software. 

In our proposed model, the effect of reinforcing bars on heat transfer and 

development of temperature in concrete is accounted for using a predefined geometrical 

module that allows defining the sizing and spacing of the bars for the elements under 

study. In particular, truss interface in COMSOL Multiphysics, as shown in Figure 4-2, 

is used to eliminate the necessity of using small meshes to model the bars resulting in 

the considerable save in computational time. Since the steel reinforcements are 

relatively thin compared to the concrete section, it is assumed that steel reinforcements 
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are only transmitting axial forces, and the bending stiffness of each bar does not 

contribute much to the overall total bending stiffness of the section. The developed 

numerical model is capable of simulating common reinforcement configurations in the 

cross-section by assigning the covers, space between bars, number of layers, and 

diameter of bars in the bottom, side, and top boundaries of the three-dimensional 

numerical model. The material properties of the reinforcing steel bars are used by the 

model are listed in Table 4-1.  

4.2.4 Coupling Heat transfer and Solid mechanics models  

To numerically simulate the thermal expansion in concrete and the resulting 

thermal stresses, the heat transfer and solid mechanics models are coupled, so that the 

temperature and displacement fields will be analysed simultaneously. Accordingly, 

thermal expansion of concrete is calculated using the following equation: 

	                 Equation 4- 21 

where,  is the thermal strain, ΔT is the change of temperature (K), and 	 is the 

coefficient of thermal expansion of hardening concrete (1/K) which can be obtained 

from Equation 4-6.  

Table 4- 1 properties of structural steel 

Density 7850 [kg/m3] 
Young’s modulus 200 e9 [Pa] 
Heat capacity at constant pressure 475 [J/(kg*K)] 
Poisson’s ratio 0.33 
Thermal conductivity 44.5 [W/(m*K)] 
Electrical conductivity 4.032 e6 [S/m] 
Coefficient of thermal expansion 12.3 e-6 [1/K] 
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Figure 4- 2 Truss interface 

Moreover, the numerical model developed in this study estimates the risk of 

early age cracking by relying on the commonly used assumption that cracking occurs 

when the highest principal tensile stress reaches the actual and local tensile strength 

[103]. Cracking ratio is used as a measure of risk of cracking and is defined as the ratio 

of developed tensile stress to tensile strength in the early age concrete [105, 122].  The 

estimated cracking ration is linked with a cracking probability using the cracking 

probability density function proposed by Riding  (Figure 4-3) based on the results of 

extensive experiments [122]. The adopted probability density function follows a 

lognormal distribution and is divided into four risk regions as defined below: 

-  Low risk: 25% or lower cracking probability (cracking ratio<0.6) 
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- Moderate risk: 25% to 50% cracking probability (0.6<cracking ratio<0.66) 

- High risk: 50% to 75% cracking probability (0.66<cracking ratio<0.73) 

- Very High risk: more than 75% cracking probability (0.73<cracking ratio) 

4.2.5 Ordinary Differential Equation (ODEs) 

As explained, all the properties of hardening concrete vary with time. It is 

necessary to undertake time-integration for each zone in every time-step in order to 

calculate the accumulative values such as concrete maturity, and the degree of hydration 

in the developed numerical model. As such, the model is coupled with time-dependant 

Ordinary Differential Equation (ODEs) interface. Accordingly, the defined ODEs in 

COMSOL Multiphysics calculates the time-integration of the required parameters. The 

developed ODE is fully coupled with the concrete heat transfer model by sharing the 

dependable variables.  

 

Figure 4- 3 Cracking probability density [122]  
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4.3 Case study 

A case study involving modelling and monitoring the temperature development 

of a concrete wall section is presented to validate the proposed model and demonstrate 

its applications. Furthermore, apart from temperature, other results including the 

development of different properties, as well as resulting thermal stresses and cracking 

potential of concrete are presented to demonstrate the benefits of our model. The 

dimensions of the concrete wall were 13.07 2.1 1.2 	 ; and it was built 

in one of Boral Quarries in Queensland, Australia. The planned mix design for this wall 

is presented in Table 4-2. Furthermore, the composition of the Portland cement used in 

this project is shown in Table 4-3. 

The heat parameters were calculated using the data shown in Table 4-3 and 

Equations presented in Chapter 3 to use in the hydration heat calculation presented also 

in Chapter 3; The heat parameters were calculated using the data shown in Table 4-3 

and 

 Table 4- 2 Mix design of the concrete wall 

Material Mass (Kg/m^3) 

Cement 260 

Slag 173 

Water 199 

W/CM 0.46 

West Burleigh 10 mm 828 

Zannows Coarse sand 501 

Lytton Fine sand 401 
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  Table 4- 3 Composition of Portland cement 

Cement composition Weight (%) 

C3S 64.07 

C2S 8.18 

C3A 9.36 

C4AF 8.49 

CaO 0.64 

K2O 0.41 

SO3 2.78 

MgO 1.41 

Na2O 0.26 

Blaine 367 (m2/Kg) 

 

 

equations presented in Chapter 3 to use in the hydration heat calculation presented also 

in Chapter 3; and the results are presented in Table 4-4. Furthermore, the values of 

other input parameters assumed for this case study are presented in Table 4-5. In order 

to evaluate the effect of using direct calorimetry measurements, rather than hydration 

heat equations, on accuracy of predictions, the simulation was repeated once by varying 

the heat source estimation methodology from one method to another. To direct 

calorimetry measurements were obtained using isothermal calorimetry of the binder 

mix used in this project at three different temperatures of 25, 30 and 40� and the 

results are shown in Figure 4-4. 

 Table 4- 4 Heat parameters for the concrete mix design based on Bogue model 
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Heat Parameters 
 

Values 

 

Activation Energy 
 

38244.85 (J/mol) 

 

τ 
 

26.465 (hrs) 

 

β 
 

0.3589 

 

α 
 

0.827 

 

 
 

479.356 (kJ/kg) 

 

Table 4- 5 Input parameters 

  

Input parameters 
 

Values 

 

Time step 
 

0.05 (hrs) 

 

Analysis duration 
 

100 (hrs) 

 

Time of formwork removal 
 

100 (hrs) 

 

  

2.5 (W/m/K) 
 

 
 

800 (J/kg/K)  

 40 (MPa) 

Initial temperature of concrete 25 (�) 

Formwork type  Yellow steel 

Curing Normal curing 
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Figure 4- 4 Measured heat data under three different curing temperatures 

In order to verify the results of our proposed numerical model, in-situ 

measurement of temperature at 15 points inside the concrete wall were carried 

SmartRock2 wireless temperature sensors. Moreover, one temperature sensor was 

installed outside the wall to record ambient temperature. The location of the installed 

sensors is shown in Figures 4-5 and 4-6. The measured temperatures were extracted 

from sensors four days after concrete placement.  

 

Figure 4- 5 Embedded sensor locations (in meter) 
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The concrete wall was modelled numerically using the proposed numerical 

model. Since the wall was exposed to ambient, convection and solar radiation boundary 

conditions were imposed on all side surfaces as well as the top surface of the wall, while 

conduction with the concrete foundation was considered as thermal boundary condition 

for the bottom surface. Furthermore, all side surfaces and the top surface were defined 

unrestrained, whereas the bottom surface which was in contact with the foundation was 

defined as a spring foundation based on Equation 4-19. The temperature, thermal 

stresses and resulting cracking ratios were numerically obtained. In particular, the 

temperature predictions at the coordinates corresponding to the exact location of 

embedded temperature sensors were used to validate the model (Figure 4-7).  
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Figure 4- 6 Sensor Installation and data collection 

Moreover, in order to consider the impacts of the reinforcing bars on hydration 

heat development, a 30cm×30cm reinforcement mesh at the top and side surfaces of the 

concrete wall is simulated numerically (Figure 4-8). ∅16 steel bars are selected for 

reinforcement; and a concrete cover of 500 mm is considered for the outer surface of 

the concrete element 

 

Figure 4- 7 Numerical model of the concrete wall 
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Figure 4- 8 Reinforced element simulation 

4.3.1.1 Results and discussion 

Figure 4-9 shows the variations in the ambient temperature as recorded by 

temperature sensor installed outside in close vicinity of the concrete wall. As can be 

seen, the variations in the ambient temperature during a day may vary considerably 

from one day to another; and the range of variations may be significant. This highlights 

the importance of a realistic ambient temperature input to the model using reliable 

forecasts. Table 4-6 compares the measured and predicted maximum peak temperatures 

for all the points highlighted in Figure 4-7.  
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Figure 4- 9 Recorded ambient temperature 

 

Furthermore, Figures 4-10 to 4-12 show the variations in the temperature with 

time at three random selected points. As can be seen, comparing the results shows 

insignificant errors in predicting the maximum temperature as well as predicting the 

variations in temperature with time. Therefore, the results confirm the acceptable 

precision of the numerical simulation model in predicting the temperature profile and 

thus the reliability of the numerical model to compare different mixes. 

Figure 4-13 and Table 4-7 compare the temperature prediction results obtained 

through numerical simulation runs performed using direct calorimetry data with those 

obtained by using Equation 4-2 as heat source. As can be seen, direct use of calorimetry 

measurement as heat source in heat transfer model led to noticeable improvements in 

the accuracy of temperature predictions. Use of direct calorimetry data in particular led 

to about 3% decrease in the overall error of temperature prediction, which significantly 

improves the overall precision of the model. 
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Table 4- 6 Comparing the numerical model results and temperature sensor 
measurements 

Point 
Max. measured temperature 

(DegC) 
Max. Predicted Temperature 

(DegC) 
Error (%) 

U1 77.5 70.34 9.24% 

L1 79.5 82.50 3.77% 

U2 70.4 70.67 0.38% 

C2 77.2 82.7 7.12% 

L2 76.7 82.9 8.08% 

U3 71.3 70.81 0.69% 

C3 81.0 82.86 2.30% 

L3 77.9 82.86 6.37% 

U4 68.1 70.74 3.88% 

C4 80.5 82.79 2.84% 

L4 78.3 82.89 5.86% 

U5 67.7 70.76 4.52% 

L5 77.7 82.76 6.51% 

 

 

Figure 4- 10 Comparison between numerical results and site measurements for point U3 
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Figure 4- 11 Comparison between numerical results and site measurements for point C3 

 

Figure 4- 12 Comparison between numerical results and site measurements for point L1 

 

The level of improvements is expected to be significantly higher when dealing 

with concrete mixes with high SCM content and/or retarders, due to significant errors 

in predictions of hydration heat models reported for such mixes, as discussed in 

Chapter 3. 
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Table 4- 7 Comparing the numerical model results when using the direct calorimetry 

results and heat prediction model with temperature sensor measurements 

Point 

Max. 
measured 

temperature 
(degC) 

Max. Predicted 
Temperature 

when using the 
heat prediction 
model (degC) 

Error when 
using the 

heat 
prediction 
model (%) 

Max. Predicted 
Temperature 

when using the 
calorimetry data 

(degC) 

Error when 
using the 

calorimetry 
data (%) 

U1 77.5 70.3 9.24% 71.92 7.19% 

L1 79.5 82.5 3.77% 80.17 0.84% 

U2 70.4 70.7 0.38% 70.73 0.47% 

C2 77.2 82.7 7.12% 81.30 5.31% 

L2 76.7 82.9 8.08% 80.19 4.55% 

U3 71.3 70.8 0.69% 70.49 1.14% 

C3 81.0 82.9 2.30% 81.08 0.10% 

L3 77.9 82.9 6.37% 80.08 2.79% 

U4 68.1 70.7 3.88% 70.20 3.08% 

C4 80.5 82.8 2.84% 80.82 0.39% 

L4 78.3 82.9 5.86% 79.97 2.13% 

U5 67.7 70.8 4.52% 70.56 4.22% 

L5 77.7 82.8 6.51% 79.89 2.82% 
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Figure 4- 13 Comparing the numerical model results when using the direct calorimetry 

results and heat prediction model with temperature sensor measurements for point C3 

One of the main advantages of proposed model compared previous models and 

commercially available software is its 3D nature and its extensive post processing 

capability. The latter enables a thorough analysis of distribution of temperature, stresses 

and cracking risk across a concrete element, rather than only at specified points.  This is 

illustrated in Figures 4-14 to 4-18 which provide different slice views of temperature 

development in the wall modelled in this study at different times. 

Due to the direct relationship between the risk of early age thermal cracking and 

the level of tensile stresses, four different points with the highest and the lowest risk of 

cracking are defined in the model as shown in Figure 4-19 to study. 
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Figure 4- 15 2D presentation of temperature results s at t=10 (hr) 

Figure 4- 14 2D presentation of temperature results at t=0 (hr) 
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Figure 4- 16 2D presentation of temperature results at t=25 (hr) 

Figure 4- 17 2D presentation of temperature results at t=50 (hr) 
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Figure 4- 19 The studied points on the raft 

Figures 4-20 and 4-21 illustrate the thermal stress development in the 

mentioned points. As can be seen, the compressive stress is higher in the middle point 

while the tensile stress is higher at the surface points. Moreover, Figure 4-22 shows the 

cracking ratio at the selected points. As can be seen, the cracking ratio is the highest at 

Point D which is a corner point and the least cracking ratio occurs in the middle point 

of the element. Based on section 4-2-4, the probability of cracking for this element is 

very high as the cracking ratio reaches 1 at the surface point. 

Figure 4- 18 2D presentation of temperature results at t=100 (hr)
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Figure 4- 20 Thermal (compressive) stress development  

 

Figure 4- 21 Thermal (tensile) stress development  

 Figures 4-23 to 4-26 shows the crack formation pattern. As can be seen the 

cracking ratio is higher mostly on the surfaces. 
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Figure 4- 22 Cracking ratio development 

 

 

Figure 4- 23 Cracking ratio pattern at t=0 (hr) 
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Figure 4- 24 Cracking ratio pattern at t=20 (hr) 

 

Figure 4- 25 Cracking ratio pattern at t=50 (hr) 
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Figure 4- 26 Cracking ratio pattern at t=100 (hr) 

Reinforcement simulation 

As discussed earlier, in order to consider the impact of reinforcement on the 

analysis, reinforced concrete wall was modelled as well. After analysing the reinforced 

concrete wall, temperature development at point A in Figure 4-19 as well as the 

cracking ratio at the points highlighted in Figure 4-19 are compared to those obtained 

when modelling the wall without reinforcement. The temperature development pattern 

for the reinforced concrete is shown in Figure 4-27. Figure 4-28 displays the effect of 

reinforcement on temperature development. As can be seen in Figure 4-29, the cracking 

ratio is slightly reduced due to adding the reinforcements. The reinforcement impact 

can be more significant for cases containing more and closer spaced reinforcing bars.  
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Figure 4- 27 Temperature development pattern at t=100 (hr) 

 

 

 

Figure 4- 28 Temperature development of Point A for the wall with or without 

reinforcement 
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Figure 4- 29 Cracking ratio pattern at t=100 (hr) 

4.4 Conclusions 

A reliable simulation model to estimate the development of temperature 

gradient, thermal stresses and cracking ratio in a concrete element is crucial to detect 

and minimise the risk of early age thermal cracking in the design stage. However, the 

models developed in previous studies have a number of major drawbacks; these include 

i) a lack of precision of hydration heat models employed in previous simulation 

models, and ii) their 2D nature, and iii) the limited range of geometries that can be 

modelled, In this chapter, a finite element 3D numerical simulation model was 

developed using COMSOL Multiphysics to study thermal and mechanical behaviours 

of hardening concrete with the objective of estimating the risk of early age thermal 

cracking. The proposed model utilizes combined heat transfer and solid mechanics 

models to estimate temperature and strain development in a concrete element, while 

using a broad range of thermal and mechanical boundary conditions to simulate the 
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effect of the surrounding environment and the curing methods used.  In order to verify 

the precision of the model, a real-world case study was conducted, and the predicted 

temperatures by the model were compared with the actual temperature measurement 

obtained on site using wireless temperature sensors. The results indicated the promising 

level of precision in predictions of the model. Furthermore, the proposed model was 

used to estimate the thermal stresses and cracking ratio in the wall, which were then 

used to estimate the risk of early age thermal cracking using the probability density 

function used by the model. The risk of early age thermal cracking was found to be 

very high.  
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Chapter 5: A mix design optimisation algorithm method to minimize 

risk of early age thermal cracking of concrete 

5.1 Introduction 

As discussed in previous chapters, the mismatch between the rate of heat 

generation due to cement hydration and the rate of heat dissipation through conduction 

and convection may result in considerable temperature gradient within mass concrete 

and concrete elements with high cement content. This temperature gradient can, in turn, 

lead to considerable thermal stresses in concrete at its early age when it has not 

achieved its full tensile strength, leading to early age thermal cracking. Among various 

measures investigated to minimize the risk of early age thermal cracking, optimising 

the concrete mixes and the use of supplementary cementitious materials are usually 

favored by industry mainly because these methods do not affect the methodology 

construction. However, regulating the internal heat generation in conjunction with 

increasing the tensile strength to reduce the risk of thermal cracking is not considered 

as an objective in existing mix design approaches.  

In this chapter, a mathematical optimisation model based on genetic algorithms 

is developed to identify the optimal mix for typical concrete elements subject to risk of 

early age thermal cracking. The multi-objective optimisation model is designed to 

reduce the temperature gradient while maximizing the tensile strength development 

rate. Since the Bogue’s model presented in Chapter 3 is able to consider different 

dosages and types of  admixtures and is more universal, it is used for calculating the 

heat source. For calculating temperature development and tensile strength at different 

points within a concrete element, a finite difference simulation model is developed and 
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used for optimisation. The proposed optimisation method is applied to a real-world case 

study to identify optimal mix design for a concrete raft in Botany, NSW, Australia. 

Following mix design optimisation, the raft is simulated numerically using the 

previously verified numerical model presented in Chapter 4 with both optimised mix 

and the originally planned mix to investigate potential reduction in risk of early age 

thermal cracking as a result of mix optimisation.  

5.2 Proposed Framework 

The proposed optimisation model, the risk of early age thermal cracking of 

concrete is minimised through minimizing temperature gradient while maximising 

tensile strength developed in concrete. The proposed methods rely on genetic algorithm. 

Different steps undertaken by GA to identify the optimal mix design are shown in 

Figure 5-1 and described in detail in the following sections.  

5.2.1 Genetic algorithm optimisation 

As discussed in Chapter 2, Genetic Algorithms (GA) are heuristic problem-

solving methods that are able to consider different constraints based on natural selection 

and natural genetics [60].  

 Initial population 

In this study the first generation can be generated randomly within the range of 

the lower and upper bounds that are defined for each variable satisfying all constraints 

or the concrete mix design that has been designed originally for each case.  

 Selection  
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Among all the methods introduced in Chapter 2, the selection method used in 

this study is Tournament Selection since it is one of the most popular selection methods 

due to its efficiency and simple implementation [65]. 

 Crossover  

As presented in Chapter 2, crossover is an operation which mixes the genetic 

information of two parents to produce the new offspring and there are several crossover 

methods in the literature. Considering the conditions of the optimisation problem in this 

study, Intermediate Crossover which is a weighted average of the parents for 

recombination is utilized. 

 Mutation  

Mutation is a genetic operator that aims to preserve diversity between different 

generations. Since the optimisation problem in this study is a constrained optimisation 

problem, adaptive feasible mutation which considers the previous successful or 

unsuccessful generations and generates a random direction accordingly that satisfies the 

constraints is used as the mutation method [63, 74]. 

 Fitness function 

This study aims to control the early age thermal cracking. Therefore, the fitness 

function is defined as function that quantifies the effect of mix design on a direct 

measure of risk of early age thermal cracking. Given the direct relationship between 

temperature gradient and risk of early age thermal cracking [3, 22, 103, 104], 

temperature gradient between the surface and center of an element is used to define the 

fitness function, as shown in Equation 5.8. 
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Figure 5- 1 Flowchart of the proposed framework 
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                                Equation 5-1 

where,  and  are the temperatures of the middle and surface points of the 

concrete section (° , respectively, h is the distance between the two points (m) and  

is the concrete tensile strength (MPa). The methodology for calculating the fitness 

function is discussed later.  

 Decision variables 

Six mix design variables are considered as decision variables as below: 

: water to cementitious materials ratio, 

 :	percentage of Portland cement in cementitious materials, 

 : percentage of Fly Ash in cementitious materials, 

 : percentage of Silica Fume in cementitious materials, 

 : percentage of Ground granulated blast-furnace slag in cementitious materials, 

 : total cementitious material content ( ). 

 Constraints 

In practice, the design of concrete mixes is subject to meeting several practical 

constraints specified by standards and common practice. These generally include the 

lower and upper bounds for different mix design variables, constraints on availability of 

local materials, and required limits for particular properties including workability, 

strength development, etc. With is in mind, to produce a realistic solution, an 

optimisation problem should be defined with mathematical constraints to ensure such 

practical limits and requirements are incorporated into the model. The constraints 
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defined in this study are described by Equations 5-2 to 5-10.  Equation 5-2 ensures that 

the fraction ratios of different cementitious materials add up to 1. Equation 5-3 defines 

an acceptable range for the water to binder ratio as per requirements of the user and 

workability requirement. Equation 5-4 expresses that the ultimate degree of hydration 

should be less than 1. Equations 5-6 to 5-8 define the practical ranges of the amount of 

different cementitious materials in the mix based on practice. Equation 5-9 limits the 

total amount of the binder used in the mix within a practical range. Equation 5-10 is 

considered to ensure the or target compressive strength at a given age is achieved. The 

latter is important to ensure that the optimal solution is identified without compromising 

the strength development rate of concrete beyond acceptable limits. 

1                                                                Equation 5-2   

                                      Equation 5-3           

1                                                                                    Equation 5-4   

0 1                                                                                             Equation 5-5                      

0                                                      Equation 5-6    

0                                                          Equation 5-7   

0                                                                   Equation 5-8 

 <  <                                                       Equation 5-9  

	 	 	 	 										                                Equation 5-10  

In Equations 5-2 to 5-10,  is the ultimate degree of hydration which is defined in 

Chapter 3,  is the compressive strength development (MPa) and 	 	is the 

minimum required compressive strength at different ages. For instance, the compressive 

strength at the ages of 3 and 7 days can be approximately considered to gain at least 

40% and 65% of the compressive strength at the age of 28 days [129].  
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5.2.2 Numerical heat prediction model 

Assuming a homogenous and isotropic material, concrete thermal behavior can 

be considered as a transient heat transfer problem that can be formatted using Equation 

5-11  (based on Fourier’s law of conduction) [112, 130]. 

 k k k q ρc                              Equation 5-11      

where  is the thermal conductivity of concrete ( ), x, y and z are element coordinates, 

T is the temperature of each element (° , is the rate of internal heat generation ( ), 

 is the concrete density ( ), is the specific heat of concrete (
	° 	

) and  is the time 

(hour). The left-hand side of this equation represents the net heat conduction and heat 

generation in a solid material while the right-hand side stands for the accumulated 

internal energy. The solution of this differential equation calculates the heat flow in 

solids. However, because most of the real-world cases are complex due to different 

geometric shapes, boundary conditions, etc., the direct solution of this equation is not 

always possible; and an approximate numerical approach such as finite difference is 

commonly applied. Finite difference uses approximately equivalent partial difference 

quotients instead of derivative expressions [130]. To implement the finite difference 

method, a control volume is considered around each grid point as can be seen in Figure 

5-2. 

The concept of conservation of energy is applied to consider all the changes in 

thermal energy in the control volume, as shown in Equation 5-12  [131].  

∆                      Equation 5-12   
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where, is the thermal energy entering the control volume (W),  is the 

thermal energy generated in the control volume (W), is the thermal energy leaving 

the control volume (W) and ∆  is the change in stored thermal energy (W). 

 

 

Figure 5- 2 2D control volume  

 By using an explicit time discretization, Equation 5-12 is applied to the control 

volume C2 shown in Figure 5- 2 as follows. 

E T . a T . a T . a T . a                           Equation 5-13 

  E T a a a a                               Equation 5-14   

where, , , ,  and  are the temperatures at the nodes in control volumes C1 

to C5, respectively for the current time step (° , The terms  are the heat transfer 

coefficients between control volumes i and j [132] as defined by: 
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.                                              Equation 5-15  

.                                                                  Equation 5-16 

.                                                                    Equation 5-17 

.                                                                     Equation 5-18 

where,  is the thermal conductivity and  and  are the dimensions of the th 

control volume shown in Figure 5- 2. 

The term ∆  in Equation 5-19 which is the change in the stored thermal energy 

of control volume C2, is calculated by Equation 5-19. 

∆
. . . . 	

	
                Equation 5-19 

where,  and  are the density and specific heat of the concrete in control volume 

C2.   and    are the temperatures of C2 in the current and the next time step 

(° , respectively, and  is the time step (hours). The generated thermal energy in a 

concrete element is due to the hydration of cementitious materials. Thus, the generated 

thermal energy of control volume C2 can be defined by: 

E Q. dx . dy                      Equation 5-20  

where,  is the generated heat per unit mass of cementitious materials (W) calculated 

by Equation 5-21 [133] as discussed in Chapter 3. 

. . . . . . 	 .             

                                 Equation 5-21 

where, is the equivalent age at the reference curing temperature (hours), is the total 

heat available for reaction (
		
),  is the amount of cementitious materials ( ),  is the 
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hydration time parameter  (hours),  is the slope of the S-shaped curve, is the 

ultimate degree of hydration, is the activation energy (
		
),  is the universal gas 

constant (
		° 		

),  is the temperature of control volume C2 at the current time step 

and   is the time step (hours). The calculation of heat of hydration parameters	 , , 

,  and  are discussed in Chapter 3. 

Since this method is fully explicit, the results may be unstable, so its stability 

must be checked. The stability criterion for this problem is: 

. . . . 	

	
                                          Equation 5-22 

Also, thermal properties of concrete such as thermal conductivity and specific 

heat are used in the calculations. Concrete thermal properties are used as shown in 

Equations 23 and 24 based on the recommendation of Schindler [134]: 

. 1.33 0.33                                                                         Equation 5-23 

. 1.25 0.25                     Equation 5-24 

where,  and  are the concrete thermal conductivity and the ultimate hardened 

concrete thermal conductivity ( ), respectively,  and are the specific heat and 

the ultimate specific heat of hardened concrete (
/

), respectively, and α is the degree 

of hydration calculated from: 

.                                                   Equation 5-25  

Using the above method, the temperature of each point of the concrete element 

can be predicted at each time step. The temperature of each point at different times is 

used to calculate the temperature gradient as one of the objective functions of this study 

as presented in Equation 5-1. To determine the risk of early age thermal cracking, 
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estimation of tensile strength development of concrete is crucial; the tensile strength of 

concrete to its compressive strength by [126]: 

                                                                                 Equation 5-26   

where,  is the tensile strength development (MPa) and Fc is the compressive strength 

development,   and  are equal to 0.303 and 0.66, respectively, as suggested by 

Raphael [126] and t is time (hours).	This equation is used to calculate the second 

objective function in this study (Equation 5-1) that is to maximize using this method. 

5.3 Case study 

5.3.1 General information 

To demonstrate its effectiveness, the proposed genetic algorithm method is 

applied to identify the optimal concrete mix for a 30m 30m 1m	thick		concrete raft 

in Sydney, Australia with the algorithms programmed in MATLAB. The plan view of 

this foundation is shown in Figure 5- 3. The originally planned mix design is presented 

in Table 5-1; the composition of the Portland cement used in the calculations for this 

case study is reported by the provider (Boral Cement Ltd.) as can be seen in Table 5-2.  

The proposed optimisation model was applied to identify the optimal mix to 

minimize temperature gradient and maximize the tensile strength. The relative 

performance of optimised and originally planned mixes is compared using a verified 

numerical simulation model developed in COMSOL Multiphysics. The numerical 

model (Figure 5-4) used for verifying the effectiveness of proposed mix optimisation 

approach is a multi-physics model relying on heat transfer and solid mechanics modules 

in COMSOL Multiphysics. The accuracy of the numerical model is demonstrated by 

applying it to predict the temperature development in the actual raft considered in the 

case study, which was also measured on site using embedded SmartRock2™ sensors.
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Figure 5- 3 Foundation plan view
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Fourteen sensors were embedded at different locations of the raft as shown in 

Figures 5-5 and 5-6 and Table 5- 4. Having the mix design and the compositions of 

cementitious materials, the heat parameters that are used in the numerical model can be 

found in Table 5- 3. The ambient conditions measured by a SmartRock2™ wireless 

temperature sensor were imposed on the model by defining convection boundary 

condition. The initial concrete temperature of 20◦C and placement time as 10 am 

reported by the contractor were input into the model. Temperature of each point was 

recorded continuously for four days while the temperature development of same points 

was predicted using the numerical model. 

As discussed in Chapter 3, the numerical model is capable of calculating thermal 

and mechanical properties of concrete elements including temperature, tensile, 

compressive strength, etc. Having these outputs, the effectiveness of the implication of 

the proposed framework on this case study in reducing the risk of thermal cracking is 

presented in the next section.  

 

 

Figure 5- 4 Numerical model of the raft in COMSOL Multiphysics 
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Table 5- 1 Originally planned mix design 

Material Amount 

Portland Cement 252 (Kg/m^3) 

Portland Cement percentage in 
total cementitious materials 

70% 

GGBFS 
108 (Kg/m^3) 

 

GGBFS percentage in total 
cementitious materials 

30% 

Total Cementitious Material 
content (CM) 

360 (Kg/m^3) 

Water 183 (Kg/m^3) 

Water/CM 0.51 

 

Table 5- 2 Composition of Portland cement 

Cement composition Weight (%) 

C3S 64.07 

C2S 8.18 

C3A 9.36 

C4AF 8.49 

CaO 0.64 

K2O 0.41 

SO3 2.78 

MgO 1.41 

Na2O 0.26 

Blaine  367 (m2/Kg) 
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Table 5- 3 Heat parameters for the original mix design based on Bogue model 

 

Heat Parameters 
 

Values 

 

Activation Energy 
 

38244.85 (J/mol) 

 

τ 
 

26.465 (hrs) 

 

β 
 

0.3589 

 

α 
 

0.827 

 

 
 

479.356 (kJ/kg) 
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Figure 5- 5 Embedded sensor locations (in meters) 
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Table 5- 4 Sensor coordinates 

Point x y z 

1 14.7 15.5 0.48 

2 14.7 15.5 1.00 

3 14.7 15.5 0.00 

4 13.0 11.5 1.00 

5 13.0 11.5 0.56 

6 14.4 21.2 1.00 

7 14.4 21.2 0.50 

8 10.5 21.8 1.00 

9 10.5 21.8 0.50 

10 12.9 29.4 1.00 

11 12.9 29.4 0.55 

12 29.6 29.4 0.60 

13 29.3 0.5 1.00 

14 29.3 0.5 0.45 

  

 

 

Figure 5- 6 Sensor installation 
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5.3.2 Constraints 

As outlined in Section 5-2-1, the constraints of the optimisation problems may 

vary due to different circumstances of each case study. All the selected chromosomes 

must meet the constraint requirements, and the fitness value is assigned to them based 

on Equation 5-1 afterwards. The constraints of this case study are defined based on the 

required characteristics asked by the provider (Boral Ltd.). The minimum and maximum 

amount of water to cementitious materials ratio are considered as 0.25 and 0.6, 

respectively (see Equation 5-3). The percentage of Fly Ash and GGBFS are assumed to 

be less than 60%, while the maximum allowed Silica fume is 10% (Equation 5-6 to 

Equation 5-8). Also, Portland cement contribution in total cementitious materials can 

differ from 0 to 100% (see Equation 5-5). Moreover, the amount of total cementitious 

materials content is considered to be between 250 (kg/m3) and 700 (kg/m3). In order to 

monitor the compressive strength development, Equation 5-10 is calculated for concrete 

at the ages of 3 and 7 days. In this case, the required compressive strength at the ages of 

3 and 7 days are defined as 40% and 65% of the final compressive strength of the 

concrete element at the age of 28 days.  

5.3.3 Results and discussion 

 Numerical model verification 

As discussed in the previous section, the numerical model for this case study is 

verified through comparing its results with in-situ measurements. Figure 5- 7 and Table 

5- 5 show the variations in the temperature with time at point 1 and the maximum 

measured and predicted temperatures for different points, respectively. It is noted that 

some of the embedded sensors were damaged during pouring of the concrete and unable 

to record data. As shown in Figure 5- 7 and Table 5- 5 the numerical results illustrate 
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insignificant errors in predicting the maximum temperature as well as predicting the 

variations in temperature with time and the results confirm the acceptable precision of 

the numerical simulation model in predicting the temperature profile and thus the 

reliability of the numerical model in comparing different mixes. 

 

Figure 5- 7 Comparison between numerical results and site measurements for point 1 

Table 5- 5 Comparing the numerical model results and temperature sensor 
measurements  

Point 
Max. temperature (Site 
measurements) (DegC) 

Max. Predicted 
Temperature (DegC) 

Error (%) 

1 52.5 53.4 1.7% 
2 36.0 38.6 7.2% 
3 43.0 45.7 6.3% 
4 42.0 38.6 8.1% 
5 - 52.5 - 
6 42.5 38.6 9.2% 
7 51.5 53.2 3.3% 
8 - 38.5 - 
9 - 53.3 - 

10 - 37.4 - 
11 - 50.7 - 
12 - 46.2 - 
13 32.0 36.2 13.1% 
14 - 49.7 - 
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 Results of the applied framework 

The multi- Objective Genetic algorithm framework was applied to this case 

study. The time step and maximum mesh size are chosen as 0.01 (hr) and 0.01 (m), 

respectively. The GA was run for 200 generations. As can be seen in the formulations 

for calculating the objective function, optimising the functions is conflicting. For 

instance, to maximize tensile strength, it is necessary to increase the cement content, 

while this increases the temperature gradient. Figure 5- 8 is the pareto front curve which 

is a trade-off between two components of the objective function for different 

generations. 

 

 

Figure 5- 8 Pareto front curve 

Table 5- 6 shows the optimised mix design obtained by the proposed method. 

Comparing the optimised mix with the original mix in Figure 5- 9 indicates that the 

amount of total cementitious materials is decreased from 360 (  to 355 ( . 

Moreover, Portland cement content is reduced from 252 (  to 220 ( , that is an 8% 
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reduction in the percentage of Portland cement. Comparison between the two mixes also 

shows that the amount of Slag is 86.7 kg less in the optimised mix while the values of 

Fly Ash and Silica fume are increased to 110 kg and 3.55 kg, respectively. As noted, the 

amount of GGBFS is decreased by optimising the mix design while the amount of fly 

ash is significantly increased. This can be explained by Equation 3-3 (Calculating Hu). 

In this formula the constants for fly ash and Slag are suggested as 342 and 550, 

respectively. This means that using more Slag leads to higher heat of hydration 

compared to using Fly Ash and that can be the reason for the reduction in GGBFS 

content when optimising the mix. Furthermore, the ratio of water to cementitious 

materials and water content is decreased from 0.51 to 0.3 and 183 (   to 107 ( , 

respectively. It should be mentioned that the aggregate types and content are the same 

for both mix designs.  

To observe the effectiveness of using the optimised mix design in reducing the 

risk of early age thermal cracking, numerical modelling is carried out for both mixes by 

COMSOL Multiphysics. Three different points shown in Figure 5- 10 are studied. 

Points A and B are chosen because it is assumed that the temperature gradient between 

these two points is the maximum temperature gradient of the raft, and point C is 

selected as a surface point since the amount of tensile stress is higher on the surface. 

Temperature development, maximum temperature gradient, and tensile stress (due to 

temperature) are calculated for these points. Moreover, to control the early age thermal 

cracking, monitoring the cracking ratio is suggested in the literature [105, 122]. 

Cracking ratio is defined as the ratio of developed tensile stress to tensile strength in the 

early age concrete mass. When the cracking ratio is equal to 1, it shows that the tensile 

stress is equal to the tensile capacity of concrete and this means the initiation of 

cracking. 
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Table 5- 6 Optimised mix design  

Material Amount 

Portland Cement 220.1 (Kg/m^3) 

Portland Cement percentage in total cementitious 
materials 

62% 

Fly Ash 
 110.05 (Kg/m^3) 

Fly Ash percentage in total cementitious materials 31% 

Silica fume  3.55 (Kg/m^3) 

Silica fume percentage in total cementitious 
materials 

1% 

GGBFS 21.3 (Kg/m^3) 

GGBFS percentage in total cementitious materials 6% 

Total Cementitious Material content (CM) 355 (Kg/m^3) 

Water 106.5 (Kg/m^3) 

Water/CM 0.3 
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Figure 5- 10 The studied points on the raft 

 

Figure 5- 9 Comparing the original and optimised mix designs 

Figure 5- 11 shows the numerically predicted temperature development of the 

centre point (point A in Figure 5- 10) and the surface point (point B in Figure 5- 10) of 

the raft for original and optimised mixes. 
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Figure 5- 11 Temperature development of points A and B for both mix designs  

Figure 5- 11shows that optimising the mix design leads to a considerable 

reduction in overall temperature development of points A and B. The maximum 

temperature of point A and B was found to decrease from 53.3  to 43.5  and from 

38.7  to 33.5 , respectively, giving a 15% reduction of the maximum temperature of 

this raft foundation. Furthermore, this was accompanied by 36% reduction in the 

maximum temperature gradient between points A and B from 31.7 /  to 20.2 / . 

Given the direct relationship between the risk of early age thermal cracking and the 

level of thermal tensile stresses due to the temperature gradient, the reduction in the 

temperature gradient achieved through applying the proposed optimisation method can 

lead to considerable reductions in the risk of early age thermal cracking. Furthermore, 

Figures 5- 12 and 5- 13 show the thermal stress developments. The generation of 

compressive stress is dominant in the centre of the concrete element, while tensile stress 

generates mainly in the side and top surfaces; a similar trend was observed by Klemczak 

and Wrobel [135]. As shown in Figures 5- 12 and 5- 13, the thermal stresses are 

reduced by about 40% for all the points which means a great reduction in the chance of 
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cracking. Figures 5- 14 and 5- 15 show the cracking ratio of the concrete raft when 

using the originally planned mix and optimised mix design, respectively. The analysis 

results (Figures 5-14 and 5-15) show that surface point C (Figure 5- 10) is more likely 

to crack. The maximum cracking ratio of point C is reduced from 0.68 to 0.39 when 

using the optimised mix. This shows about 42% reduction of the maximum cracking 

ratio for these points. A similar reduction pattern can be found in the figures for points 

A and B (Figure 5- 10).  

 

Figure 5- 12 Thermal (tensile) stress development using the originally planned mix 

design 

The compressive strength of this concrete foundation is 35 MPa at 28 days. The 

constraints related to compressive strength after 3 and 7 days are considered to be at 

least 45% and 65% of the maximum compressive strength which are equal to 16 MPa 

and 23 MPa. Figure 5- 16 shows the compressive strength development of this raft. As 

can be seen the compressive strength at the ages of 3 and 7 days are in the acceptable 

range which means that the optimised mix design meets the required compressive 

strength development as specified by the client. This highlights the importance of 
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identifying the optimal trade-off between strength development objective and cracking 

risk minimization objective as achieved by the proposed model.  

 

 

Figure 5- 13 Thermal (tensile) stress development using the optimised mix design 

 

Figure 5- 14 Cracking ratios using the originally planned mix design 
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Figure 5- 15 Cracking ratios using the optimised mix design 

 

Figure 5- 16 Compressive strength development for both mixes 

5.4 Conclusions 

Reducing the risk of early age thermal cracking by optimising the concrete mix 

design and using SCMs in concrete are usually favoured by the industry due to minimal 

changes to the construction methods and procedures required by these strategies.  In 

this chapter, a mathematical optimisation model based on genetic algorithms was 
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developed to identify the optimal mix for a typical concrete element subject to a risk of 

early age thermal cracking. This was achieved through minimizing the temperature 

gradient and maximizing the tensile strength in the concrete without compromising the 

development of the compressive strength of concrete. A genetic algorithm coupled with 

a finite difference heat transfer model, both developed in MATLAB, was used to 

implement the proposed methodology. A numerical model which was separately 

verified with site measurements was used to evaluate the comparative effectiveness of 

the optimised mix in terms of reducing the risk of early age thermal cracking. The 

results showed that a considerable reduction in temperature gradient, maximum 

temperature, thermal stresses and cracking ratio was achievable through adoption of the 

proposed optimisation model. The results also highlighted the effectiveness of the 

model in meeting the cracking risk minimization objective without compromising the 

ability to meet the required compressive development rate. In this case, a slight 

relaxation of the strength development rate within the permittable limit was utilized by 

the model to minimize the risk of early age thermal cracking. This chapter contributes 

to the body of knowledge by opening a new class of concrete mix optimisation models 

to achieve durability objectives, in particular a crack minimization objective. While the 

results provide reliable evidence of the effectiveness of the proposed model, it should 

be noted that the proposed model, similar to any other model, is sensitive to provision 

of accurate input data including ambient temperature, initial concrete temperature, and 

cement composition. The proposed model in its current form does not consider the 

addition of admixtures which are commonly used in practice, which needs to be 

addressed in future work. Furthermore, the proposed model can be extended to 

optimise other variables including the type of the aggregate as well as time placement. 
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In addition, further site testing and laboratory validation is required to evaluate the 

effectiveness of the optimised mixes proposed by the model.  
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Chapter 6: Numerical investigation of construction strategies for 

mitigating the risk of early age thermal cracking 

6.1 Introduction 

As discussed in previous chapters, the main two strategies to reduce the risk of 

early age thermal cracking include i) reducing heat of hydration generation and the 

resulting temperature rise and peak temperature in concrete and ii) increasing the 

overall tensile strength and the development rate of tensile strength of concrete to 

increase the concrete’s ability to resist developing tensile stresses. To reduce the peak 

temperature and the rate of temperature development in concrete, the literature 

proposes a variety of methods ranging from mix design optimisation to construction 

related methods [3, 11]. A Genetic algorithm numerical optimisation method was 

introduced in Chapter 5 to minimize the risk of early age thermal cracking with a focus 

on mix design. The proposed method presents a significant improvement in the state of 

the art concrete mix optimisation methodology for minimizing the risk of early age 

thermal cracking, which is mainly limited to try and error, supported by laboratory 

testing, by following a number of generic guidelines and/or based on previous 

experience of the concrete design team [20, 76, 78, 81, 96, 136]. Mix design 

optimisation is commonly considered as a more desired strategy over other construction 

phase focused strategies to reduce the risk of early age cracking. This is mainly because 

changing the mix design does not require any significant effort on a construction site 

and can be usually implemented at minimal extra costs to the contractors. However, 

when dealing with massive concrete elements or being obliged to meet stringent 

strength development requirements, mix design optimisation may not sufficiently lower 

the temperature differential and the resulting risk of early age thermal cracking [3, 
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137]; and other construction strategies may be required in conjunction with mix design 

optimisation to achieve the best results.     

The common construction strategies to reduce the risk of early age cracking 

include lowering the initial concrete temperature, sequential concrete pouring, use of 

internal cooling pipes, and using lower thermal expansion aggregates [3, 23]. Adoption 

of such methods in practice is costly and therefore careful consideration is required to 

identify the optimum strategy to achieve the required reduction in cracking risk level at 

minimum costs. However, there is currently a lack of robust numerical models to 

evaluate the effectiveness of different construction strategies in reducing the risk of 

early age cracking in a particular structural element; and the decision to adopt a 

particular strategy is made solely by relying on the judgement and experience of 

concrete specialists.     

This chapter presents a numerical modelling approach for evaluating the 

effectiveness of common risk mitigation methods for early age thermal cracking of 

concrete. Furthermore, several case studies involving real-word concrete placement 

operations are used to demonstrate how numerical simulation can be used to effectively 

optimise the variables associated with the risk mitigation strategies. The variables 

include time interval between placement of each layer in sequential placement strategy, 

the number of cooling pipes in internal cooling strategy, and the maximum initial 

temperature in placement temperature lowering strategy.   

6.2 Sequential concrete placement 

For a given mix design, an increase in the thickness of the concrete element 

results in slower heat dissipation and thus a higher temperature development rate [1, 

138]. With this in mind, placement of concrete in multiple thinner layers is a common 
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strategy to reduce the risk of early age thermal cracking of think concrete elements [3]. 

The delay between placement of each subsequent layer depends on the level of 

cracking risk [3, 139]. This allows  the release of a portion of the generated heat before 

placement of subsequent layer and prevents to some extent the exponential increase in 

the rate of heat generation due to higher rates of hydration at higher starting 

temperatures [87]. Delaying the  placement of the succeeding concrete layers may 

however adversely affect the bond between the layers [88]. Moreover, sequential 

placement of concrete increases the total duration of concreting operation and therefore 

the total construction time, negatively affecting the overall cost of the project.  Due to 

the significant costs associated with each day of delay in completion of concrete 

placement, minimizing the delay between castings of different layers, while minimizing 

the risk of cracking, is a major objective of sequential placement strategy. In order to 

identify the minimum required time interval between placements of different layers 

which meets the risk mitigation objectives, the numerical model presented in Chapter 4 

is modified to model the sequential concrete placement strategy. The developed 

sequential placement numerical model allows a detailed evaluation of the effect of 

variations in the time intervals and thickness of concrete layers on the risk of early age 

thermal cracking, thereby providing concrete specialists with a reliable decision support 

tool for optimising sequential placement decisions.  

6.2.1 Numerical modelling methodology 

 

The numerical model presented in Chapter 4 was modified to account for 

sequential concrete pouring. The approach adopted in this study involves defining each 

layer, i.e. each pour, as a separate object with its own properties, heat function and 

boundary conditions. The latter is critical to model the fact that at a given time, the 
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concrete of each layer is at a different stage of hydration. The heat of hydration 

generation model is defined as a time dependent model to ensure that hydration of 

cement in each layer starts only after the time of placement of the layer rather than the 

start of the analysis. This is achieved through defining the equivalent age at the 

reference curing temperature (hours or days) for each layer by: 

            ∑ 	 .                                          Equation 6-1       

where  is the placement time of the nth layer. For each layer, the time dependent 

function enforces a convection boundary condition on the exposed surfaces before they 

are covered by the next layer. Thermal and mechanical boundary conditions on the side 

and bottom surfaces are defined for each layer individually based on the methodology 

discussed in Chapter 4 (Section 4-2-1-3). Since all the layers are defined in the 

geometry from the beginning of the analysis, the time dependent function in Equation 6-

2 is used to impose the boundary temperature of the top surface of each layer at a given 

time: 

	 1 ˂ ˂ , 		 	
,															 		 	

                Equation 6-2       

where, dt is the time interval between placement of each layer , n is the number of the 

layer under study,  is the temperature of the top surface of the nth layer, 

 is the ambient temperature at time t, and 	 is the concrete temperature at 

time t. The boundary conditions between adjacent layers is defined so that the hydration 

heat is transmitted by conduction between the layers. The external mechanical restraints 

are defined for all surfaces by considering its surrounding environment. The spring 

foundations are defined as the boundary condition on the bottom surface of each layer. 

The mechanical boundary condition between the first layer and the ground or 
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foundation is defined by a spring constant, Equation 4-19 in Chapter 4. The mechanical 

boundary conditions between subsequent layers is defined using a time dependent 

spring constant, presented by Equation 6-3 where the time GT is the time dependent 

modulus for the hardening concrete.  

      
0 0

0 0
0 0 	 	

	                                Equation 6-3 

The modulus  can be calculated using Equation 4-20 in Chapter 4.  

6.2.2 Case study  

The sequential placement model described above is used to simulate 

temperature development in a dam foundation on Lake Macdonald in Queensland, 

Australia. The geometry of the dam base is shown in Figures 6-1 and 6-2. The objective 

of modelling is to identify the minimum required time interval between placements of 

each layer to minimize the risk of early age thermal cracking. The thickness of each 

layer is one metre, leading to fifteen concrete placement rounds. The dimension of each 

resulting layer is14.9m 18.5	m 1	m	thick, as shown in Figure 6-3. The external 

mechanical restraints are defined as free on side surfaces while the boundary condition 

of the bottom surface is defined using Equation 6-1. The required compressive strength 

of this mix is 40 MPa.   

The mix design used in this project is shown in Table 6-1. Moreover, the 

composition of Portland cement composition and the heat parameters used to calculate 

the heat source are summarized in Tables 6-2 and 6-3. The initial concrete temperature 

is considered to be 20ºC. The numerical simulation is run to study three different 

placement time interval scenarios, viz. 1, 2 and 3 days delay between placements of 
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each subsequent layer. The analysis is conducted for approximately 45 days (1,100 

hours).  

 

Figure 6- 1 Plan view of the dam base 
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Figure 6- 2 Section view of the dam base 

 

Figure 6- 3 Numerical model of the dam base 
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Table 6- 1 Mix design of the dam base 

Material Mass (Kg/m^3) 

Portland cement 200 

Fly Ash 90 

Water 188.5 

W/CM 0.65 

Coarse aggregate 1022 

Fine aggregate 830 

 

Table 6- 2 Composition of Portland cement 

Cement composition Weight (%) 

C3S 64.07 

C2S 8.18 

C3A 9.36 

C4AF 8.49 

CaO 0.64 

K2O 0.41 

SO3 2.78 

MgO 1.41 

Na2O 0.26 

Blaine  367 (m2/Kg) 
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Table 6- 3 Heat parameters for the concrete mix design based on Bogue model 

Heat parameters Values 

Activation Energy 35228.83 (J/mol) 

τ 15.82 (hrs) 

β 0.48 

α 0.78 

 377.79 (kJ/kg) 

 
 
 

6.2.3 Results and discussion 

The results of temperature development for each of the three placement 

scenarios considered in this case study are presented in Figures 6-4 to 6-7. The results 

are shown for 16 different points in the element, including one point on the surface of 

the foundation and 15 points in the middle sections of the layers.  As shown in Figures 

6-4 to 6-6, the results indicate that the heat dissipation rate in the first layer increases 

with an increase in time interval of sequential placement. As can be seen, the 

temperature at the middle point of the first layer, i.e. Point 1, at 1,100 hours reaches 

29.0, 27.2 and 26.3  when considering the casting intervals of 1, 2 and 3 days, 

respectively. Furthermore, the slopes of the cooling section of the temperature curve for 

this point are -0.008, -0.013 and -0.017, respectively. This indicates that increasing the 

delay between placing second layer from 1 to 3 days leads to an increase in the cooling 

rate of first layer by 52%. The results presented in Figure 6-4 indicate that at the 

minimum time interval scenario, i.e. one day delay between placements of layers, the 

short duration of exposure of the top surface of placed concrete layers to air results in 

little opportunity to dissipate the heat. This leads to difficulties in identifying a distinct 
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cooling phase in the temperature profile curves for this scenario (Figure 6-4).  

However, when the new layer is placed every 3 days, the initiation of the cooling phase 

for each layer is apparent in the results. This in turn reduces the cumulative heat 

transmitted to upper layers and consequently the maximum temperature heat. 

Therefore, as illustrated in Figure 6-7, the maximum temperature reached within the 

concrete section is 44.2, 42.4 and 39.0  for the concrete pouring in 1, 2 and 3 days. 

This indicates an approximately 12% reduction in the maximum temperature of the 

foundation when increasing the time interval between placement of layer from 1 day to 

3 days. The maximum temperature gradient between the middle point and the surface 

point of the foundation for 1, 2 and 3 days placement delay scenarios are found to be 

3.3, 2.9 and 2.5 ( ), as shown in Figure 6-8. As can be seen, the maximum temperature 

gradient is decreased by 25% when the sequential placement delay increases from 1 

day to 3 days.  
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Figure 6- 4 Temperature curves for different points of the foundation for the time 

interval of 1 day 

Figures 6-9 to 6-14 show the 3D results highlighting heat development over 

time for a representative scenario, i.e. 3 days delay between placements of different 

layers.  As shown, the heat generation at each layer starts after concrete placement of 

that layer while the heat generation of the previous layers continues and is transferred 

via conduction. Furthermore, the initiation of the cooling phase, starting from the 

bottom layer, is apparent in time dependent 3D results presented in Figures 6-13 and 6-

14. This highlights the effective implementation of the time-dependent heat generation 

models considered in this study. 



176 
 

 

Figure 6- 5 Temperature curves for different points of the foundation for the time 

interval of 2 days 

 

Figure 6- 6 Temperature curves for different points of the foundation for the time 

interval of 3 days 
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Figure 6- 7 Maximum temperature within the foundation  

 

Figure 6- 8 Maximum temperature gradient within the foundation  

Figure 6-15 illustrates the effectiveness of the concrete placement scenario in 

reducing the maximum cracking ratio within the concrete foundation. As shown, at one 

day placement delay scenario, the maximum cracking ratio reaches 6.35, while it 



178 
 

significantly drops to 2.9 and 2.5, when increasing the sequential placement delay to 2 

and 3 days, respectively. It can be noted that increasing the delay between placement of 

layers from 1 to 3 days leads to about 60% decrease in the cracking ratio. Despite the 

significant reduction in the overall risk of cracking, the results indicate an early age 

thermal cracking ratio of higher than 1, which indicates concrete will crack almost 

certainly. With this in mind, further investigate alternative scenarios is advised, 

including reducing the thickness of each layer or increasing the delay between 

placement of each later. 

 

Figure 6- 9 Heat transfer in the foundation 
after pouring the first layer at time= 30 hrs 

Figure 6- 10 Heat transfer in the 
foundation after pouring the 2nd layer at 

time= 85 hrs 
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Figure 6- 11 Heat transfer in the foundation 
at time= 350 hrs 

Figure 6- 12 Heat transfer in the 
foundation at time= 600 hrs 

 

 

Figure 6- 13 Heat transfer in the 
foundation at time= 700 hrs 

 

Figure 6- 14 Heat transfer in the 
foundation at time= 1100 hrs 

It should be noted that further increase in the delay between the concrete 

pouring of the layers may not be possible as it increases the total construction time and 

has a negative impact on the finance of the project. Also, too much delay may cause 

bonding problems between different layers [3]. Therefore, in such cases, other crack 

controlling methods such as mix design optimisation which was discussed in Chapter 5 

or other methods which will be discussed in the subsequent sections can be used in 
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conjunction with sequential concrete placement for further reduction in the risk of early 

age thermal cracking. 

 

Figure 6- 15 Maximum crack ratio within the foundation  

 

6.3 Lowering placement temperature 

Concrete placement temperature is a key factor affecting the rate of temperature 

rise and the maximum temperature reached in concrete [3, 23, 87].  Figure 6- 16 shows 

the effect of initial temperature on the temperature profile of a typical concrete as 

highlighted in CIRI C660 guiltiness [3]. A number of construction strategies are 

commonly used to decrease the initial temperature of concrete as an effective risk 

mitigation strategy for early age thermal cracking. These include shading, sprinkling of 

aggregate piles, using chilled mixing water, substitution of mixing water with ice, 

covering the concrete trucks when transporting concrete, and using liquid nitrogen 

injection before placing for highly specialized mass concrete pouring [87, 88]. The 

numerical model presented in Chapter 4 could be adopted in order to evaluate the 

influence of changing the initial temperature for each case.  
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Figure 6- 16 The effect of placing temperature on the temperature rise in a 500 mm 

thick wall using concrete with 350 kg/m3 CEM I cast in steel formwork [3] 

6.3.1 Case study  

To investigate the effects of placement temperature on maximum temperature 

and risk of thermal cracking, a real-world concrete pile with the dimensions of 2.4 m 

diameter×15 m high is modelled (Figure 6- 17). The original placement temperature 

reported to be 32 °C. The mix design used for this pile and calculated heat parameter 

are shown in Tables 6-4 and 6-5. To study the effect that lowering the placement 

temperature has on risk of early age thermal cracking, numerical simulation is repeated 

three times by varying the initial concrete temperature to 20 °C, 25°C and 32 °C 

degrees. The target compressive strength of the mix is 40 MPa and the mix design is 

shown in Table 6-4. 
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Figure 6- 17 Numerical model of the concrete pile 

 

Table 6- 4 Mix design for the concrete pile 

Material Mass (Kg/m^3) 

Portland cement 290 

Fly Ash 120 

GGBFS 140 

Water 170 

W/CM 0.31 

Coarse aggregate 980 

Fine aggregate 700 

 

 

 

 

C

A

B
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Table 6- 5 Heat parameters for the concrete mix design based on Bogue model 

Heat parameters Values 

Activation Energy 35228.83 (J/mol) 

τ 28.1 (hrs) 

β 0.6 

α 0.782 

 475.75 (kJ/kg) 

 
 

6.3.2 Results and discussion 

Figure 6- 18 shows the variations in the temperature of concrete at the center 

point of the pile (point A in Figure 6-17) and the effect of variations in the initial 

temperature of concrete on the latter.  As can be seen, the peak temperature is 

decreased by approximately 9.5 °C from 107.4 °C to 97.8 °C by decreasing the initial 

placement temperature from 32 °C to 25 °C. Moreover, further decrease in the initial 

temperature to 20 °C is found to reduce the concrete’s maximum temperature to 

91.6°C, indicating about 15% reduction in peak temperature compared to the original 

placement temperature. Moreover, the time of the peak temperature is delayed for 

approximately 13 hours by reducing the placement temperature to 20°C. This will 

provide concrete with more time to gain tensile strength and consequently lowers the 

risk of early age thermal cracking. Figure 6- 19 shows the effect on initial temperature 

on the maximum temperature gradient within the concrete element. As can be seen, the 

maximum temperature gradient is decreased almost linearly from 8.5°C /m to 7°C /m 

when the initial temperature is decreased from 32 °C to 20 °C. Figure 6- 20 illustrates 

that the compressive strength is slightly affected by changing the placement 
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temperature in the first days. This is due to a higher rate of hydration caused by higher 

placement temperatures. It should be noted that the final compressive strength reaches 

the same value for all different initial temperature options. 

 

Figure 6- 18 Temperature development of point A for different initial temperatures 

 

Figure 6- 19 Maximum temperature gradient within the pile 
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Figure 6- 20 Compressive strength development of point A for different initial 

temperatures 

To investigate the effects of placement temperature on the risk of early age 

thermal cracking, the maximum cracking ratio within the concrete pile over the analysis 

time is drawn in Figure 6- 21. This figure shows 25% reduction in the maximum 

cracking ratio when lowering the placement temperature to 20 °C. Figure 6- 22 shows 

an approximately linear relationship between the maximum cracking ratio of the pile 

and the placement temperature. However, the risk of early age thermal cracking is 

found to remain high and use of supplementary strategies should be considered to 

further lower the risk of cracking to an acceptable level. These are described below. 
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Figure 6- 21 Maximum Cracking ratio development within the concrete pile  

 

 

Figure 6- 22 Maximum Cracking ratio within the concrete pile for different placement 

temperatures 
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6.4 Using aggregates with lower thermal expansion coefficient 

As shown previously, differential internal heating of concrete due to hydration 

tends to lead to differential expansion within the concrete element. Since all concrete 

elements are internally and/or externally restrained, expansion results in development 

of tensile stress and consequent cracking. An important concrete property affecting the 

level of tensile stresses developed in concrete is the coefficient of thermal expansion 

(CTE). Bamford suggests that lowering the coefficient of thermal expansion of 

concrete can significantly reduce the risk of early-age thermal cracking [3]. Thermal 

expansion of concrete is highly dependent on the thermal expansion of the aggregates 

used in casting since the amount of aggregate is dominant in a concrete mix [140].  

This section aims to demonstrate how numerical modelling can be utilized to 

understand the effect of aggregate type on the thermal expansion and the risk of early 

age thermal cracking of concrete, thereby providing concrete specialists with decision 

support data to select the most suitable aggregate type for a particular mix.   

6.4.1 Thermal Expansion of aggregates- Case study 

 To study the effect of changing the aggregate type on the risk of early age 

thermal cracking, of the same placing a concrete pile element, described in Section 6-2-

2-2, is adopted as case study.  The initial temperature of the concrete is assumed to be 

32 °C. Same mix design was considered for the pile as in Section 6-2-2-2. The type of 

aggregate is varied between sandstone, Basalt and Limestone to investigate the effect of 

variations in the type of aggregate and the resulting variation in the coefficient of 

expansion of concrete on the risk of early age thermal cracking. The coefficient of 

thermal expansion for these aggregates are presented in Table 6- 6 [140]. The type of 

the aggregates is presumed to be the same for both coarse and fine aggregates in each 
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mix design. As shown in Table 6-6, Sandstone has the highest thermal expansion 

coefficient while Limestone’s thermal expansion coefficient is the lowest among all the 

aggregate types under study. 

Table 6- 6 Coefficient of thermal expansion of different aggregate types 

Aggregate type CTE×10-6,  

Sandstone 12.6 

Basalt 8.1 

Limestone 4.5 

 

6.4.2 Results and discussion 

 

Figures 6-23 to 6-25 indicate the variation in maximum temperature, the tensile 

stress and early age thermal cracking ratio within the concrete pile when using three 

different aggregate types, respectively. It can be seen that although changing the 

aggregate type does not affect the temperature development significantly, it has a 

noticeable impact on the thermal stress and cracking ratio of the pile. Since aggregate 

occupies most of the volume of the concrete, the thermal expansion coefficient of the 

concrete element is directly related to the thermal expansion coefficient of the 

aggregate. As shown in the Figures 6-23 and 6-24 for the same temperature in all three 

different models, the higher the thermal expansion coefficient of the aggregates is, the 

more the volume change of the element will be which causes higher amount of stress. 

Therefore, as shown in Figure 6-25, using Sandstone with the highest thermal 

expansion coefficient results in higher cracking ratio while using limestone decreases 

the thermal cracking ratio by about 40%. This indicates how changing the aggregate 
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type in the same mix design can reduce the risk of early age thermal cracking in a 

concrete element.  

 

Figure 6- 23 Maximum temperature development within the concrete pile using 

different aggregate types in the mix design  

 

Figure 6- 24 Maximum tensile stress within the concrete pile using different aggregate 

types in the mix design  
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Figure 6- 25 Maximum cracking ratio development within the concrete pile using 

different aggregate types in the mix design with placement temperature of 32  

6.5 Internal water cooling 

Internal cooling of concrete through a network of embedded water pipes is a 

common risk mitigation strategy for elements subject to high risk of early age thermal 

cracking including dams, foundations, and pumping stations [92]. In such cases, large-

scale mass concrete structures are constructed with embedded pipes which circulate 

cold water to help with preventing excessive heat build-up in the structure[91]. An 

important decision to make in implementing the internal cooling strategy is selecting 

the location of the water pipes.  Depending on level of risk and the location of the high 

risk regions in a concrete element, the internal cooling pipes can be localized at 

foundation proximity or other sections of the element subject to high risk of cracking, 

or can be uniformly distributed throughout the structure as required [87]. Given the 

costs associated with implementation of this strategy, minimizing the size of the 

internal cooling network by optimising its location and spacing of pipes is a crucial. 
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This section uses a case study to demonstrate how numerical simulation can be used to 

evaluate the effectiveness of internal cooling strategy and its selected implementation 

methodology in reducing the risk of early age thermal cracking.  

6.5.1 Numerical modelling 
 

The numerical model presented in Chapter 4 was modified to model the 

embedded water-cooling pipes. In this numerical model, the pipe material can be 

chosen along with water flow which is introduced as a laminar flow. The Navier-Stokes 

equation is defined as below for laminar flows. 

. .
2
3

.

. 0	
 

                  Equation 6- 4 

where u is the fluid velocity, p is the fluid pressure, ρ is the fluid density, μ is the fluid 

dynamic viscosity and F is the external forces applied to the fluid [141]. After defining 

the geometry and location of the pipes in the structure, the water temperature is 

introduced to the model. It is assumed that heat transfer occurs through conduction 

between the liquid flow, the pipe, and the concrete surrounding the pipe. The concrete 

element generates heat due to hydration. The heat transfer in the water is modelled 

using [90]: 

.                                     Equation 6- 5 

where  is the temperature of water in the pipe, ,  and  are the density, 

specific heat and conductivity of water, respectively. The mechanical and thermal 

boundary conditions of the concrete element under study are defined using the same as 

methodology as discussed in Chapter 4. 
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6.5.2 Embedded water-cooling pipes- Case study  
 

In order to investigate the influence of the embedded water pipes on the peak 

temperature, a water piping system is modelled for a part of the concrete pile 

introduced in section 6-2-2-1, as shown in Figure 6-26. The dimensions of the pile are 

2.4m diameter× 2.0m high. To consider this pile as the middle part of the original pile, 

convection boundary condition is imposed only defined on side surfaces, while the top 

and bottom surface are defined as insulated surfaces. This means that no heat flux is 

considered across these two surfaces. Also, the mechanical boundary condition of the 

top and bottom surface is imposed using Equation 6-6. This means that the rigidity of 

the concrete at these two surfaces is calculated based on the rigidity of the hardening 

concrete:   

             
0 0

0 0
0 0 	

                        Equation 6- 6 

 can be calculated using Equation 4-20 in Chapter 4. 

 

 

Figure 6- 26 Numerical model of the embedded water piping system 
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The mix design and the thermal properties of this case study are presented in 

Tables 6-4 and 6-5. Two water pipes with the inner and outer diameters of 0.03m and 

0.035m are modelled inside the pile as shown in Figure 6-27. The pipe material is 

defined as cast iron and its thermal and mechanical properties are presented in Table 6-

7. The initial temperature of the concrete is assumed to be 32 °C, while the temperature 

of water is defined to be 20 °C. The simulation is performed for the pile with and 

without internal cooling system and the results are compared. Moreover, to investigate 

the impact of the number of the pipes in reducing the cracking ratio, the pile is also 

modelled with four embedded pipes (Figure 6-28) and the results are compared to the 

pile containing two pipes and the pile with no embedded pipes. 

 

Figure 6- 27 Pile containing 2 embedded water pipes and the points under study 

 

 

B 

A 
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Figure 6- 28 Pile containing 4 embedded water pipes 

Table 6- 7 Thermal properties of the pipes 

Density 7000 [kg/m^3] 

Heat capacity 420 [J/(kg*K)] 

Thermal conductivity 

Young’s Modulus 

50 [W/(m*K)] 

140e9 [Pa] 

 

6.5.3 Results and discussion 
 

Temperature development within the concrete pile with two embedded water 

pipes is shown in Figures 6-29 to 6-32. As can be seen, water pipes prevent the extreme 

temperature rise within the concrete pile. The effect of embedded cooling system on the 

maximum temperature within the pile is shown in Figure 6-33. As shown, the 

maximum temperature within the pile is reduced from 107.1  to 84.6  when two 

water pipes are embedded. This amount is decreased to 68.6  when the number of the 
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embedded pipes is increased to 4. This indicates about 21% and 35% reduction in the 

maximum temperature when adding two and four embedded cooling pipes, 

respectively. It also shows that embedding two more water pipes in the pile reduces the 

maximum temperature by about 19%.  

Figures 6-34 and 6-35 show the variations in the cracking ratio of the pile at two 

surface points, viz points A and B in Figure 6-27. The surface points are selected, due 

to the higher risk of early age thermal cracking at the surface of concrete [108]. It is 

seen in Figure 6-34 that the maximum cracking ratio at point A is decreased from 2.03 

to 1.23 and 0.91 when two and four water pipes are embedded in the pile, respectively.  

This indicates about 40% and 55% reduction in the maximum cracking ratio when the 

cooling pipes are used in the pile. 

Figure 6- 29 Temperature distribution of 

the pile with piping system at t=0 hours 

 

 

Figure 6- 30 Temperature distribution of 

the pile with piping system at t=10 hours 
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Figure 6- 31 Temperature distribution of 

the pile with piping system at t=50 hours 
Figure 6- 32 Temperature distribution of 

the pile with piping system at t=100 hours

  

Figure 6- 33 Maximum temperature of the piles with and without water piping system  

Also, Figure 6-35 shows that the maximum cracking ratio of point B is 

decreased from 0.76 to 0.2 and 0.09 by using 2 and 4 cooling pipes, respectively. 

Therefore, the results highlight the effectiveness of internal cooling strategy as an 

effective method to reduce the risk of early age thermal cracking. It is seen that 

increasing the number of embedded cooling pipes improves the performance of the 

cooling pipe system and reduces the cracking ratio more. This highlights the need to 
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fine tuning the internal cooling strategy through measures such as increasing the 

number or dimeter of the pipes or the temperature of the circulating water in concrete.  

 

Figure 6- 34 Cracking ratio of point A for the pile with and without internal cooling 

system 

 

 

Figure 6- 35 Cracking ratio of point B for the pile with and without internal cooling 

system 
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6.6 Conclusions 

This chapter presented a numerical simulation approach for investigating the 

effectiveness of construction strategies available to mitigate the risk of early age 

thermal cracking of concrete. The numerical model developed previously in Chapter 4 

was modified to enable modelling four common risk mitigation strategies including 

sequential placement of concrete, using aggregates with low thermal expansion 

coefficient, lowering the initial temperature of concrete, and internal cooling through 

embedded water pipes As these numerical simulation models can easily be used by the 

engineers when using the strategies mentioned above, case studies involving actual 

concrete placement projects undertaken were used to investigate the effectiveness of 

each of the above strategies and how numerical simulation can provide the required 

decision support data to assist concrete specialist in optimising the selected strategy. 

All four strategies were found to be effective in achieving significant reduction in the 

level of cracking risk. It was shown, however, that when dealing with elements subject 

to high risk of early age thermal cracking, a single strategy may not be adequate to 

achieve the required level of risk mitigation and a combination of strategies may be 

required.  
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Chapter 7: Conclusions  

7.1 Concluding remarks 

This thesis presents the results of a comprehensive study conducted to develop a 

decision support tool to assist concrete specialists in i) evaluating the risk of early age 

thermal concrete for a particular concrete element, ii) identifying the optimal concrete 

mix design to reduce the risk of early age thermal cracking, iii) evaluating the 

effectiveness of construction strategies, including sequential placement and internal 

cooling using embedded pipes, in reducing the risk of early age thermal cracking.  

In Chapter 2, the major issues affecting the ability of existing models to meet 

the above objectives were discussed. The key issues and gaps in the available literature 

were found to be i) a lack of evidence on precision of existing hydration heat and 

temperature rise prediction models for Australian concrete, ii) a lack of verified 3D 

simulation model for early age thermal cracking with the ability to model different 

geometries and different construction scenarios as well as the ability to use direct 

calorimetry data as heat source, iii) a lack of mix optimisation method to minimize the 

risk of early age thermal cracking without compromising concrete’s ability to meet  

strength development requirements.  

In Chapter 3, an experimental study was conducted to address the first gap by 

evaluating the precision of existing hydration heat models. The results of extensive 

calorimetry measurements showed that while existing hydration heat models are 

relatively accurate for mixes containing only Portland Cement as binder, the level of 

precision deteriorates significantly when supplementary cementitious materials and 

retarders are used. The results indicated that Schindler and Follaird’s model with 
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reasonable accuracy predicted the peak heat flow of the reference cement mix (100% 

OPC); a maximum error of 5.5% was found. The prediction error of both models was 

found, however, to increase with an increase in the amount of supplementary 

cementitious materials. For instance, increasing the fly ash component from 0% to 50% 

at a curing temperature of 30  led to an increase in estimation error from 5% to about 

30%. Furthermore, it was shown that the errors in estimating the time of peak heat 

increase with an increase in curing temperature. The trend was shown when using the 

Bogue method. It was shown that the estimation error of this method increased from 

13% to about 40% with an increase in amount of GGBFS from 0 to 50% at the curing 

temperature of 30�. Moreover, the prediction of both models for time of the 

occurrence of the peak heat was found to be significantly in error. The estimation error 

of these models for mixes containing retarders including Sucrose, Citrate and Retardant 

N was noticeable. The results errors when using 2 [mL/kg] Sucrose and Citrate and 10 

[mL/kg] Retardant N were found to be about 52%, 20% and 47%, respectively. All in 

all, the findings of this chapter have several practical implications. First, the significant 

errors in predicting the heat of hydration using the exiting models highlights the 

potential for error in estimating the risk of early age thermal cracking when using the 

existing commercial software, which commonly adopt these hydration models as heat 

source. Therefore, the results of this chapter highlight the need to recalibrate the 

hydration models or develop new models that are capable of capturing the effects of 

SCMs and retarders. Alternatively, in the absence of such models, using direct 

calorimetry measurements as heat source may appear as a practical approach to 

improve the accuracy of predictions. However, there are several challenges associated 

with this approach including the time-consuming nature of calorimetry measurements 
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and lack of numerical simulation models capable of accepting a limited number of 

calorimetry data as heat source in the heat transfer module.  

To address the drawbacks associated with numerical simulation of early age 

thermal cracking, in Chapter 4 an advanced three-dimensional numerical simulation 

model was developed and verified using site measurements. The developed numerical 

model used a combination of heat transfer and solid mechanics modules in COMSOL 

Multiphysics to develop a 3D simulation environment capable of modelling all 

practical geometries. The model addresses the drawbacks of existing hydration heat 

models by allowing the use of calorimetry data as heat source, modelling the effect of 

reinforcement, considering different thermal and mechanical boundary conditions, and 

modelling different concrete pouring strategies, etc. The precision of developed model 

was verified using a large-scale test study. A concrete wall built (and monitored) in one 

of Boral’s Quarries in Queensland, Australia with the dimensions of 13.07m 2.1m

1.2m	thick was simulated numerically. The temperature development at different 

points inside the concrete wall was monitored using SmartRock2 wireless temperature 

sensors. Comparing numerical results and site measurements verified the acceptable 

precision of model’s predictions for temperature development, with a maximum of 

10% error. The developed tool provides concrete specialists with a reliable approach to 

gain an insight into risk of early age thermal cracking for a particular concrete element. 

By providing a 3D representation of distribution of stresses and cracking potential, the 

proposed model makes available a unique tool for design of crack control rebars 

throughout the element. Furthermore, in practice, the model provides a robust tool for 

optimising design and planning decisions affecting the risk of early age thermal 

cracking; these include mix design of concrete, choice of aggregate (due to its effect on 
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thermal and mechanical properties), choice of formwork and curing method (due to 

their effects on boundary conditions), etc.  

The developed numerical simulation model (Chapter 4) makes available a 

means of evaluating the effect of different mixes on the risk of early age thermal 

cracking through comparison for different concrete mix designs. However, relying on 

this approach to identify the optimal mix design that minimizes the risk of early age 

thermal cracking can be time consuming, if practical at all, due to nearly infinite 

number of mix design alternatives. To address this, in Chapter 5 a genetic algorithm 

based multi-objective mix design optimisation method was developed to 

mathematically identify the optimal mix design that minimizes the risk of early age 

thermal cracking in a particular element, while considering the practical constraints. 

The proposed optimisation algorithm was developed in MATLAB code and was 

designed to include an embedded finite difference model to allow its use as a stand-

alone tool. Cracking occurs when tensile stress exceeds the tensile strength of the 

concrete. The direct impact of temperature gradient on tensile stress, minimizing the 

temperature gradient within a concrete section and maximizing the tensile strength of 

concrete, simultaneously, was adopted as the mix optimisation methodology to 

minimize the risk of early age thermal cracking. In order to maintain the compressive 

strength development within an acceptable range, two constraints were introduced to 

define the acceptable limits for compressive strength at 3 and 7 days.  

The effectiveness of the proposed mix optimisation method in reducing the risk 

of thermal cracking was validated through a real-world case study. The concrete 

element considered in the case study was numerically simulated using the previously 

verified numerical model, presented in Chapter 4. The numerical simulation was 
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performed once with the originally intended mix design proposed by concrete 

specialists and once with the mix designs identified using proposed mix optimisation 

method. The results indicated about 40% decrease in thermal stresses as well as about 

36% decrease in peak temperature when using the optimised mix design. Furthermore, 

it was shown that the maximum crack ratio was decreased by about 42%. The proposed 

optimisation model makes available a unique tool to mathematically identify an optimal 

mix design, among thousands of possible variations that can lead to minimizing the risk 

of early age thermal cracking in a particular element. Furthermore, the proposed 

optimisation methodology leads a paradigm shift in the focus of mix design methods, 

which has been thus far focused solely on meeting the mechanical-performance 

objectives of concrete without accounting for other important durability objectives 

including minimizing the risk of early age thermal cracking.  

As illustrated through the case study presented in Chapter 5, mix design 

optimisation can be an effective approach to reduce the risk of early age thermal 

cracking. When dealing with high risk elements such as mass concrete, however, mix 

optimisation alone may prove inadequate and additional risk mitigation strategies may 

be required to reduce the risk of early age thermal cracking to an acceptable limit. 

However, despite availability of several construction methods including sequential 

placement and internal cooling using embedded water pipes, there is currently a lack of 

reliable methods to evaluate the effectiveness of such methods in practice before 

implementation. To address this issue, in Chapter 6 of this thesis, the numerical model 

presented earlier in Chapter 4 was modified to simulate common risk mitigation 

strategies. These include sequential concrete placement, use of embedded water-

cooling pipes, reducing placement temperature and using aggregates with lower 

thermal expansion coefficient. These methods were applied to two different real-world 
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case studies, including a dam foundation with the dimensions of  14.9m 18.5m

15m thick and a concrete pile with the dimensions of 2.4m diameter×15m high. 

Sequential concrete pouring was considered for the dam foundation. A total of 15 

layers with the dimensions of 14.9m 18.5m 1m thick were modelled and the delay 

time between pouring each layer was varied between 1, 2 and 3 days.  The results 

showed that at one day placement delay scenario, the maximum cracking ratio reached 

6.35, while it significantly dropped to 2.9 and 2.5, when increasing the sequential 

placement delayed to 2 and 3 days, respectively. Accordingly, the maximum cracking 

ratio decreased by about 60% with an increase in the pouring delay from 1 to 3 days. 

Furthermore, the maximum temperatures reached within the concrete section were 

44.2, 42.4 and 39.0  for the concrete pouring in 1, 2 and 3 days which indicated 

approximately 12% reduction in the maximum temperature of the foundation when 

increasing the pouring delay time between layers from 1 day to 3 days. The impact of 

the reducing the initial temperature of concrete on the risk of early age thermal 

cracking was studied using the concrete pile case study presented earlier. The 

temperature of the pile was decreased from 32  to 25 and 20 . The results of the 

numerical simulation revealed that the peak temperature of the pile decreased from 

107.4  to 97.8  and 91.6  by decreasing the initial placement temperature from 32 

 to 25  and 20 , respectively. Moreover, occurrence time of the peak temperature 

was delayed for approximately 13 hours by reducing the placement temperature to 

20 . The results also indicated about 25% reduction in the maximum cracking ratio of 

the pile when changing the placement temperature from 32  to 20 .  

The effect of the aggregate type on early age thermal cracking was also studied 

by modelling the concrete pile described above while varying the type of aggregate 

between Sandstone, Basalt and Limestone. The results showed that although having 
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minimal effect on temperature development, variations in type of aggregate can 

significantly affect thermal stresses and cracking ratio. Using Sandstone, which has the 

highest thermal expansion coefficient compared to other aggregates considered, led to 

the most notable increase in cracking ratio while using limestone instead of Sandstone 

decreased the thermal cracking ratio by about 40%.  

The effect of embedded cooling pipe system was also modelled using the 

concrete pile case study. Two and four water pipes with the inner and outer diameters 

of 0.03m and 0.035m were modelled inside the pile by considering a constant 

temperature of 20� for the circulating water. The results showed that water pipes can 

effectively prevent extreme temperature rise within the concrete pile. The use of 2 and 

4 water pipes resulted in about 21% and 35% reduction in the maximum temperature of 

the pile, respectively. Moreover, it was shown that the maximum cracking ratio within 

the pile decreased by about 40% and 55% when 2 and 4 embedded cooling pipes were 

simulated. 

 The results presented in Chapter 6 demonstrate that numerical simulation can 

provide a robust tool to evaluate the effectiveness of risk mitigation strategies for early 

age thermal cracking and optimising the implementation parameters related to each 

method. This can have significant practical implication by allowing concrete specialist 

to identify the most cost-effective approach to deal with risk of early age thermal 

cracking while ensuring satisfactory outcome. The results may also then be simulated 

using the refined model of Chapter 4 to validate the predicted outcomes. 

7.2 Limitations and Future Work Recommendations 

While providing efficient methods to estimate and minimize the risk of early 

age thermal cracking of concrete, this study has a number of limitations that should be 
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taken into consideration when interpreting its findings. First, while direct use of 

calorimetry measurements was proposed to reduce hydration heat prediction errors, 

calorimetry measurements are time consuming and may not be always practical within 

the short time frame allocated typically to design concrete mixes. Therefore, further 

studies involving developing an extensive database of calorimetry measurement for 

local cement, supplementary cementitious materials and admixture can be highly 

beneficial. Alternatively, the use of data science approaches including artificial 

intelligence may be explored to predict more reliable predictions using limited 

empirical data.  

Second, in addition to development of models for reliable estimates of 

hydration heat, the accuracy of numerical model presented in this study is highly 

dependent on accuracy of the thermal properties of concrete, including heat capacity, 

thermal conductivity and thermal expansion coefficient. However, due to lack of 

availability of local data on these properties, the values obtained from available 

literature were adopted and may affect the accuracy of predictions. Developing an 

extensive database of thermal properties of local concrete and aggregates can be highly 

beneficial in improving the accuracy of proposed numerical simulation and 

optimisation models. 

Third, due to instrumentation challenges, the verification attempts in this study 

were limited to monitoring temperature development. Further studies are needed to 

fully validate stress development predictions of the models.  

Fourth, due to lack of reliable hydration heat models that account for effect of 

admixtures, including retarders, the optimisation model develop in this study does not 

account for effect of admixtures on hydration heat parameters. While the effects of this 
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on overall optimisation results may be minimal (due to focus of optimisation on relative 

performance of mixes), the temperature and stress prediction obtained using finite 

difference module embedded in the optimisation model may be affected. Therefore, 

further studies are recommended on developing mathematical models for heat of 

hydration which account for the effects of different types of admixtures. These would 

be highly valuable and contribute significantly to improving the accuracy of proposed 

optimisation model.  

Fifth, the optimisation model developed in this study can be extended to include 

more variables including the type of the aggregate as well as placement temperature. In 

addition, further site testing and laboratory validation is required to evaluate the 

effectiveness of the optimised mixes proposed by the model. 

Sixth, the cracking ratio values are not validated since there is currently a lack 

of experimental testing methodologies to experimentally quantify the cracking ratio in a 

particular structure. While several equipment, such as cracking frame discussed in the 

literature review Chapter 2, are available to monitor the relative cracking risk of 

different mixes, such frames do not provide absolute values for cracking ratio as the 

latter can be affected significantly by the actual degree of restraint. Therefore, further 

studies on experimental methods for quantifying cracking ratio are suggested.  
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