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Abstract 

Earthquakes often cause the collapse of buildings and other structures over a large area, 

which severely threaten life and properties on the ground. Aftershock sequences or further 

triggered seismic events on other faults could continuously bring damage or threat to the 

vicinity of the epicentre area. GPS/GNSS can provide accurate measurements of surface 

deformation in three directions but only with point-based spatial coverage. 

Interferometric Synthetic Aperture Radar (InSAR), as a space-born imaging technique, 

can map ground deformation along the radar line-of-sight (LOS) direction over a large 

area with denser observations at centimetre level accuracy. With the recent development 

of new SAR satellite systems, more SAR acquisitions with higher spatial resolution and 

larger ground coverage can be obtained within a shorter period. However, InSAR is also 

limited by the insensitivity of measurements in the north-south direction due to the near-

polar orbits of SAR satellites. Therefore, the integration of GPS and Differential 

Interferometric Synthetic Aperture Radar (DInSAR) allows us to obtain more information 

of the co-seismic deformation caused by earthquakes and to further optimize the co-

seismic earthquake source modelling. In addition, large earthquakes always perturb the 

stress conditions of the surrounding fault systems, and the estimation of stress changes 

based on the source model is an essential hint of potential seismic hazard. This 

dissertation focuses on co-seismic modelling from the combination of DInSAR and GPS 

measurements, and the assessment of potential seismic hazard. 

Geodetic data from DInSAR and GPS measurements are used to invert source parameters 

and slip distribution of an earthquake based on the finite rectangle source fault in a 

homogeneous half-space. Furthermore, Coulomb stress change on the source fault and 

neighbouring active faults are estimated to evaluate the risk of seismic hazards. In this 

dissertation, three most recent large earthquakes were studied. First, the best-fit source 

models for the 2015 MW 7.8 Nepal Earthquake and the following MW 7.2 aftershock were 

inverted based on DInSAR and GPS data, revealing two NW-SE striking faults with low 

dips. The estimation of Coulomb stress change demonstrates that the MW 7.2 event 

occurred on the high stress-loaded areas of the source fault for the main shock. Second, a 

normal single fault with a small left-lateral component was determined by co-seismic 

DInSAR and GPS measurements for the 2016 MW 6.2 Amatrice (Central Italy) 

Earthquake. The stress changes induced by this event on the fault planes of the following 
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two major shocks reveal that the triggering relationship between the Amatrice Earthquake 

and the following two events. Third, for the 2017 MW 7.3 Kermanshah (Iran-Iraq border) 

Earthquake the optimised source model shows a blind reverse fault with a relatively large 

right-lateral component. The high spatial resolution images from SuperView-1 satellite 

reveal that most linear surface features mapped by DInSAR measurements are 

gravitational deformation. Also, the Coulomb stress change on the neighbouring active 

faults agrees with the occurrence of major aftershocks and suggests the risk of future 

earthquakes. This research reveals the better performance of the new generation of SAR 

satellites and demonstrates the seismic implication from co-seismic modelling. 
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Chapter 1 Introduction 

1.1 Background 

When the long-term accumulated stress exceeds the strength of underground rocks and 

breaks them, a large amount of energy is suddenly released, leading to the generation of 

seismic waves which would shake the ground in a short time. That is called earthquake. 

Earthquake has been the most deadly natural disaster in the last 30 years in the world, 

resulting in over 850,000 deaths and 18 million injuries (44.3% of total death roll and 

27.7% of total injuries due to natural disasters from 1987 to 2017) (EM-DAT (2018)). 

The total economic damage due to earthquakes in this period is over $700 billion. Except 

for aftershock sequences following the main shock, a series of secondary disasters (e.g. 

tsunamis, landslides and avalanche lakes) could be triggered by earthquakes. Even a small 

earthquake, if occurring at a shallow depth and near the populated areas, could post 

serious threat to properties, human lives and our societies. Therefore, investigating and 

understanding the nature of earthquakes is not only a research field, but also of critical 

importance to the safety and development of human beings and society. 

The pattern of earthquake mechanism is the key to understanding the nature of earthquake. 

In other words, the earthquake mechanism is characterised with source parameters (e.g. 

fault orientation, size and depth) and slip distribution on the faults, resulting in different 

patterns of co-seismic surface deformation. Thus, these source parameters and slip 

distribution on the faults are valuable information for evaluation of earthquakes and the 

possible seismic activities in the future. A theoretical geophysical earthquake model can 

be used to describe these source parameters, which is also called earthquake source model. 

Using the earthquake source model, the modelled surface deformation related to different 

source parameters can be generated. Conversely, if the real co-seismic deformation is 

obtained, it is possible to invert the corresponding source parameters for the earthquake 

source model which can best reproduce the real surface deformation. A finite rectangle 

fault model in an elastic, homogeneous half-space (Okada, 1985) is the most used 

earthquake source model in geodetic modelling. This finite rectangle model provides a 

unique opportunity to extract important information of earthquake source from the 

observed co-seismic deformation. Therefore, measuring and mapping the co-seismic 

deformations of earthquakes is essential for the geodetic modelling. Global Position 



2 

System (GPS) can provide accurate measurements of surface displacement in three 

directions but only with point-based spatial coverage. Interferometric Synthetic Aperture 

Radar (InSAR), as a space-born technique, has demonstrated its effectiveness for 

monitoring surface deformation. InSAR can map surface movement along the radar line-

of-sight (LOS) direction with large spatial coverage and dense observations at centimetre-

level accuracy. However, the main limitation is that InSAR is not sensitive to the 

measurement along the north-south direction due to the near-polar orbits of SAR satellites. 

Moreover, the stress change estimation based on the result of earthquake source 

modelling, the neighbouring active faults and the characteristic time of aftershocks 

generally is not exploited to deeper analysis for seismic assessment. In this work, these 

issues are further investigated. 

1.2 Research Aim and Objective 

This research has three main objectives: First, to assess the integration of GPS and 

DInSAR for mapping co-seismic deformation; Second, to determine the source models 

and slip distributions of major earthquakes from geodetic modelling with InSAR and GPS 

co-seismic measurements; Third, to further investigate the triggering relationship 

between the source models of the main shock and the neighbouring active faults, and 

assess the risk of potential seismic hazards based on the Coulomb stress change analysis. 

The approach for mapping co-seismic deformations caused by earthquakes relies on SAR 

images from the new generation SAR satellites, ALOS-2 and Sentinel-1A/B. The 

mapping performance of ALOS-2 ScanSAR and Sentinel-1A/B TOPS SAR data is 

investigated in the case study of large earthquakes. 

In order to explore how well the source models of earthquakes can be inverted from 

geodetic data, and to understand how the source faults interact with the neighbouring 

active faults, three most recent major earthquakes are explored in this dissertation using 

geodetic data to determine the corresponding optimized source models and slip 

distributions. Three most recent earthquakes are: the 25 April 2015 MW 7.8 Nepal 

Earthquake and its MW 7.2 aftershock, the 24 August 2016 MW 6.2 Amatrice (Central 

Italy) Earthquake and the 12 November 2017 MW 7.3 Kermanshah (Iran-Iraq border) 

Earthquake. 

The next section summarises the state of the art in remote sensing of seismic hazard 

monitoring, including current and past satellite sensors applied to this end. 
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1.3 State of the Art in Seismic Hazard Monitoring 

The seismic cycle refers to repetition periods of earthquakes. Generally, seismic cycle 

can be divided into four periods, consisting of inter-seismic, pre-seismic, co-seismic and 

post-seismic stages (Shearer, 2009). The overall stain change of seismic cycle is shown 

in Figure 1.1. It is also noted that earthquakes are not regular repeating events but with 

relative distinct stages. 

 

Figure 1.1 Seismic Cycle including four seismic stages, inter-seismic stage (red line), 

pre-seismic stage (yellow line), co-seismic stage (green line) and post-seismic stage 

(blue line) 

1.3.1 Inter-seismic monitoring 

As for the inter-seismic stage, it is clearly shown that the elastic strains accumulate 

steadily (usually a constant rate) over a long period of time. At this stage, the faults are 

creeping between two plates and partially locked in several segments at different depths, 

resulting long-term aseismic slip accumulation. Observations from GPS and InSAR data 

evidenced the corresponding surface creep occurring on the major fault systems all 

around the world such as San Andreas Fault (SAF) in North American (Fialko, 2006, 

Tong et al., 2013, Jolivet et al., 2015), North Anatolian Fault in Turkey (Kaneko et al., 

2013, Bilham et al., 2016), Longitudinal Valley Fault in Taiwan (Chen et al., 2008, 

Thomas et al., 2014), Haiyuan Fault in China (Cavalié et al., 2008, Jolivet et al., 2012). 

Some large earthquakes can be produced by the long-term fault creep (Harris, 2017), 



4 

which could influence the stress change over this area. Pre-seismic stage generally refers 

to the foreshocks occurred before the main shock (larger earthquake). Several large 

previous earthquakes were preceded by a series of foreshocks, including 2014 Iquique 

(Chile) MW 8.1 Earthquake (Ruiz et al., 2014) and 2016 Kumamoto Earthquake (Asano 

and Iwata, 2016). 

1.3.2 Co-seismic mapping and secondary co-seismic hazards 

In the co-seismic stage, the accumulated strains decrease suddenly after a short period of 

pre-seismic stage. When the long-term accumulated stains exceed the strength of rocks 

or the friction of faults, the earthquakes occur along with sudden fault failure, resulting 

in the fault slip on the fault plane. Even though this process is extremely fast, some early 

warning systems which depend on detecting the first round of seismic wave (P-waves) 

could provide prior warning but with only a limited advance time. A recent example is 

that the Mexican Seismic Alert System (SASMEX) gave about two minutes of warning 

for the 7 September 2017 MW 8.2 event, which earn the precious time for the local 

residents to react (Suárez et al., 2018). Earthquakes generally occur on the rupture zone 

with length and width both ranging from several kilometres to hundreds of kilometres. 

For example, 2009 MW 6.3 L’Aquila Earthquake ruptured on a 20km×14km fault with 

some of slip up to the surface (Atzori et al., 2009), 2008 MW 7.9 Wenchuan Earthquake 

with a 300km×30km underground rupture (Tong et al., 2010) and 2015 MW 7.8 Nepal 

Earthquake for a 180km×100km zone (Feng et al., 2017). The large rupture zone with 

fault slip can generate the surface deformation in large spatial extent which cannot be 

fully observed by conventional methods. InSAR technique, especially two-pass 

Differential Interferometric SAR (DInSAR), can efficiently capture the co-seismic 

deformation with large spatial coverage (up to hundreds of kilometre) by using two SAR 

images, one before (pre-seismic) and another after (post-seismic) an earthquake. In 

addition, secondary co-seismic hazards such as landslides, surface cracks and rockfalls 

typically could be triggered by the shaking of main shock. From the co-seismic DInSAR 

wrapped or unwrapped interferograms, the scales and locations of these gravitational 

deformations just can be approximated owing to the insufficient spatial resolution. Some 

of localized deformations or linear surface features due to landslides or surface cracks at 

a large scale may be misinterpreted as surface ruptures due to co-seismic fault slip. To 

explore these secondary co-seismic hazards, the combination of DInSAR and high spatial 

resolution optical satellite images can be adopted. So far, several landslides caused by 
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previous earthquakes were studied with radar and optical data. The distribution of 

landslides induced by the 2008 Wenchuan Earthquake was mapped by a series of high 

spatial resolution optical images (Gorum et al., 2011). Radar (ERS, ENVISAT and 

RADARSAT) and optical (ALOS and GeoEye-1) images are used to reveal the landslides 

triggered by 2009 L’Aquila Earthquake (Casagli et al., 2016). The combination and 

comparison between DInSAR results and high spatial resolution optical images provide 

a chance to further explore these secondary co-seismic hazards. Most importantly, it helps 

us analyse and interpret these gravitational deformations or linear surface features within 

the epicentre area. In this thesis, high spatial resolution optical images (0.5m) from the 

SuperView-1 satellite were used to explore the linear features of the MW 7.3 Kermanshah 

Earthquake (Iran-Iraq border) in combination with the DInSAR results. 

1.3.3 Post-seismic deformation 

A series of aftershocks generally occur after the main shock within several weeks, months 

or years. Even though the magnitude of aftershocks is smaller than that of the main shock, 

a number of aftershocks occurred around the epicentre area (typically within a distance 

equal to 1-2 times the length of fault rupture) could threat the area for a long time. For 

example, over 80,000 aftershocks were recorded within 3 years following the 2009 MW 

6.3 L’Aquila Earthquake (Albano et al., 2015). Aftershocks could collapse the buildings 

or other structures which already suffered a large damage from the main shock. Also, 

some of the landslides or rockfalls could be reactivated by the aftershock sequence. Such 

a long-period aftershock sequence contributes to the accumulated post-seismic 

deformation. Many post-seismic surface deformations were observed by geodetic 

measurements for the previous large earthquakes, such as the 1992 MW Landers 

Earthquake (Massonnet et al., 1994, Shen et al., 1994), the 1997 MW 7.6 Manyi (Tibet) 

Earthquake (Ryder et al., 2007), the 2004 Parkfield Earthquake (Barbot et al., 2009) and 

2009 L’Aquila Earthquake (Albano et al., 2015). Since the post-seismic SAR image could 

probably be acquired within several days or even weeks after the main shock, the co-

seismic deformation mapped by InSAR technique actually contains a fraction of post-

seismic deformation, which could involve some of afterslip into the source model. Most 

importantly, aftershock distribution can be used to constrain and verify the fault geometry 

of earthquake source model. Also, the stress changes induced by the main shock are 

highly correlated with aftershock distribution. 
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1.3.4 Geodetic Technique: GPS and InSAR 

The vibrations generated by earthquakes were recorded by using instruments called 

seismometers since the 1880s, which allow seismologists to determine the magnitudes 

and locations of earthquakes with the derived seismograms (Aki and Richards, 1980). 

Seismometer, as a conventional seismological tool, can just detect lateral and vertical 

variations in velocity based on several stations installed on the ground so that there is no 

direct information about the damage caused by surface movement. Traditional geodetic 

instruments such as total station survey and levelling can be applied to directly measure 

the surface deformation after earthquakes, but this method is labour-intensive and time-

consuming, and can just be applied in limited scale. Since the late 1980s, the Global 

Positioning System (GPS) was widely used for measuring crustal movement (Arnadóttir 

and Segall, 1994, Murray et al., 1996, Hudnut et al., 1996, Bilich et al., 2008, Shi et al., 

2010, Iinuma et al., 2011) owing to its ability to continuously measure three-dimensional 

deformation at a high frequency with the precision of up to a few millimetres (Segall and 

Davis, 1997). Even though GPS is a spatial technology which depends on continuously 

receiving signals from a number of satellites in the space, only the measurements of the 

ground-based stations can be obtained. In other word, the sparse distribution of GPS 

stations or even no stations installed around the epicentre areas results in less constrains 

or no data for earthquake monitoring. That situation is more common in developing 

countries or politically unrest regions (e.g. Iran and Iraq) owing to expensive instruments 

and operating cost. 

However, Interferometric Synthetic Aperture Radar (InSAR), as a modern space-born 

technique, has proved its advantages of earthquake monitoring since the first successful 

application (Massonnet et al., 1993). InSAR can remotely map the surface deformation 

caused by earthquakes with sub-centimetre accuracy, high spatial resolution and large 

spatial coverage under all-day and all-weather operating conditions. The launch of a series 

of SAR satellites since 1991 has gradually improved this technique for earthquake 

monitoring (Table 1.1). The past SAR satellites generally operated with a revisit time of 

over one month, making it difficult to timely acquire the data over the disaster areas and 

potentially exacerbating the temporal decorrelation (Zebker and Villasenor, 1992). The 

spatial resolution of these SAR satellites is also relatively low. However, the current new 

generation SAR satellites have been improved with a shorter revisit time ranging from 

one day (e.g. CSK under the constellation) to about two weeks. Especially for the ALOS-
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2 (L-band) and Sentinel-1A/B (C-band) satellites launched in 2014 and 2016, respectively, 

the former can acquire SAR images with shorter repeat circle and higher spatial resolution 

compared to its first generation satellite ALOS-1, the latter is characterised with the novel 

Terrain Observation by Progressive Scans (TOPS) SAR mode. TOPS SAR data can cover 

a total swath width of 250km at about 5m by 20m resolution in the range and azimuth 

directions, respectively (Torres et al., 2012, De Zan and Guarnieri, 2006). With available 

SAR data from multiple sensors, InSAR technique has been widely applied in mapping 

surface deformation. In particular, many previous earthquake applications also 

demonstrated that InSAR technique is a powerful tool for earthquake monitoring 

(Massonnet et al., 1993, Wright et al., 2003, Atzori et al., 2009, Beavan et al., 2012, Feng 

et al., 2017, Cheloni et al., 2017). However, InSAR can only provide the surface changes 

along the radar line-of-sight (LOS) direction. It is not sensitive to the deformation along 

the north-south direction due to the near-polar orbits of SAR satellites (Wright et al., 

2004b). In addition, several limitations such as atmospheric delay, phase unwrapping 

error and decorrelation in spatial and temporal domain may bring some problems in 

InSAR applications to earthquake studies. 

InSAR technique and GPS are complementary so that the combination of them can 

provide a better constraint for the source model. With InSAR measurements, it guarantees 

the co-seismic deformation along the LOS direction with large spatial coverage (hundreds 

of kilometre) and high spatial resolution (at metre level). Multiple sensors with different 

imaging geometries (e.g. looking angles) and wavelengths (X-, C- and L-band) also 

contribute to the diversity of independent datasets. With GPS data, accurate point-wise 

three dimensional deformations based on several ground stations can be obtained. The 

integration of InSAR and GPS measurements can improve our understanding of the 

pattern of co-seismic deformation and the results of geodetic modelling. In this study, I 

utilize InSAR technique and GPS measurement to map the co-seismic deformations of 

three most recent earthquake events, and the source model and slip distribution on the 

faults of each event are inverted with the geodetic modelling. 

 



8 

Table 1.1 Previous and current SAR satellite missions with their basic information 

Satellite Agency Operation Wavelength Revisit Time (days) Resolution (m) Imaging Mode (Spatial Coverage) 

ERS-1/2 ESA 
1991-2000/ 

1995-2011 
C 35 ~25 StripMap (100km) 

JERS-1 JAXA 1992-1998 L 44 ~18 StripMap (75km) 

Radarsat-1 CSA 1995-2013 C 24 

~11 

~25 

~100 

Spotlight (45km) 

StripMap (100km) 

ScanSAR (300km) 

ENVISAT ESA 2002-2012 C 35 
~30 

~150 

StripMap (100km) 

ScanSAR (400km) 

ALOS-1 JAXA 2006-2011 L 46 
~7-88 

~100 

StripMap (40-70km) 

ScanSAR (350km) 
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Radarsat-2 CSA 2007-Present C 24 

~10 

~25 

~50 

Spotlight (50km) 

StripMap (100km) 

ScanSAR (300km) 

TerraSAR-X 

(TSX) 
DLR 2007-Present X 11 

~1 

~3 

~16 

Spotlight (10km) 

StripMap (30km) 

ScanSAR (100km) 

COSMO-

SkyMed-1/4 
ASI 2007-Present X 1-15 

~≤1 

~3-15 

~100 

Spotlight (10km) 

StripMap (40km) 

ScanSAR (200km) 

ALOS-2 JAXA 2014-Present L 14 

~1 

~3/6/10 

~100 

Spotlight (25km) 

StripMap(50-70km) 

ScanSAR(350km) 

Sentinel-1A/B ESA 
2014-Present/ 

2016-Present 
C 6/12 

~4 

~20 

StripMap (80km) 

IW* (250km) 

* IW is the Interferometric Wide Swath Mode, three sub-swaths are imaged in the Terrain Observation by Progressive Scans (TOPS) SAR mode. 
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1.3.5 Coulomb Stress Change 

Since the aftershock sequence, alternatively post-seismic deformation brings serious 

threat to the epicentre area after the main shock, it is essential to assess the distribution of 

post-seismic earthquake activities in the region. The Coulomb stress changes analysis 

provides us an opportunity to explain the spatial distribution of the following aftershocks, 

or even to give a timely emergency response of areas where the potential aftershocks may 

occur. In addition, the Coulomb stress changes induced by large earthquakes can have a 

significant impact not only on their source faults, but also the surrounding active faults in 

the region. The stress released during a major earthquake could perturb the status of 

internal stress of the neighbouring active faults, inhibiting or bringing them closer to 

failure. Therefore, the triggering relationship between the source faults and the active 

faults in the vicinity of them can be evaluated based on the Coulomb stress changes. In 

other words, the risk of potential seismic hazards on the neighbouring active faults can 

also be assessed. Based on an elastic dislocation theory (Okada, 1985, Okada, 1992), the 

source geometry and slip distribution of the major earthquakes can be determined by 

geodetic modelling with InSAR and GPS data. With modelled internal displacements 

(distributed slips) on the causative fault planes, the Coulomb stress changes on the fault 

planes themselves and the neighbouring active fault planes can be calculated based on 

Coulomb Failure Function (Harris, 1998) which is written as: 

                                              ( / 3)nCFF T    =  +   −                                     (1.1) 

Where   is the shear stress change,   is the friction coefficient, n  is the normal 

stress change,   is the Skempton’s coefficient and T  is the stress tensor trace. Many 

previous studies indicated that the Coulomb stress change anaysis is a useful tool to 

demonstrate the spatial distribution of aftershocks (King et al., 1994, Stein et al., 1997). 

Furthermore, the Coulomb stress change analysis has been successfully applied to assess 

the potential of seismic hazards on the neighbouring active faults around the previous 

major earthquakes. The calculation of Coulomb stress changes for the 26 December 2004 

MW 9.1-9.3 Sumatra–Andaman Earthquake in Indonesia found the stress increase on the 

Nias-Simeulue section of the Suda megathrust (McCloskey et al., 2005). Then the 2005 

MW 8.6 Nias–Simeulue earthquake occurred on that section after three months (Pollitz et 

al., 2006). Li et al. (2013) investigated the Coulomb stress changes induced by the 2008 

MW 7.9 Wenchuan Earthquake for the regional faults around this area, indicating the 
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stress incease of 0.05-0.25MPa on the Huya Fault, the Minjiang Fault and the Tazang 

Fault. The 2017 MS 7.0 Jiuzhaigou Earthquake struck the northwestward extension of the 

Huya Fault, and Shan et al. (2017) and Zhao et al. (2018) also demonstrated that the 2017 

Jiuzhaigou Earthquake was probably triggered by the 2008 Wenchuan Earthquake. 

Therefore, the Coulomb stress change analysis of the major earthquakes plays an 

important role in the assessment of potential seismic hazards on the source faults and the 

neighbouring active faults in the surrounding region. Based on the inverted distributed 

slips on the faults, the Coulomb stress change can be estimated to evaluate the potential 

seismic hazards, which is an important aspect of this thesis. 

1.4 Contribution 

This dissertation investigates the integration of DInSAR and GPS for mapping co-seismic 

deformation and geodetic modelling, and assesses the potential seismic hazards based on 

Coulomb stress change. Specific key contributions are: 

o The performance of ALOS-2 (L-band) and Sentinel-1A/B (C-band) satellites for co-

seismic monitoring of major Earthquakes (the 2015 MW 7.8 Nepal earthquake, the 24 

August 2016 MW 6.2 Amatrice Earthquake and the 2017 MW 7.3 Kermanshah 

Earthquake) is investigated. 

o The linear surface features over the epicentre area of the 2017 Kermanshah 

Earthquake were preliminarily explored by a combination of DInSAR measurements 

and high spatial resolution optical images to verify whether they were fault ruptures 

or secondary co-seismic hazards. 

o The Coulomb stress change analysis has been applied to investigate the relationship 

between the stress variation and aftershock distribution, the triggering relationship 

between the source fault and neighbouring active faults, and to assess the risk of 

potential earthquake activities over the epicentre area for three major events above. 

1.5 Thesis Outline 

There are a total of seven chapters in this dissertation. The current chapter briefly 

introduces the background of the study and objectives. 

Chapter 2 provides a concise review of SAR systems, the basic principle of InSAR 

technique and DInSAR technique for mapping co-seismic deformation. The detailed SAR 
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data processing flow of DInSAR technique is presented. The limitation of DInSAR 

technique is also discussed in Chapter 2. 

Chapter 3 provides a brief introduction of co-seismic geodetic modelling strategy. A 

process flow of geodetic modelling consisting of non-linear and linear inversion is 

presented along. Coulomb stress change analysis is also presented in Chapter 3. 

Chapter 4 presents the source models and slip distributions of 25 April 2015 MW 7.8 

Nepal Earthquake and the 12 May 2015 MW 7.2 aftershock inverted from DInSAR and 

GPS measurements. ALOS-2 ScanSAR and Sentinel-1A TOPS SAR data are used to map 

the co-seismic deformation of both events. The triggering relationship between the main 

shock and this significant aftershock is evaluated. 

Chapters 5 and 6 are written based on manuscripts that have been published, accepted or 

submitted for publication by scientific journals or conferences during the period of 

candidature. 

Chapter 5 investigates the co-seismic deformation and source model of the 24 August 

2016 MW 6.2 Amatrice (Central Italy) Earthquake using DInSAR and GPS measurements. 

Both L-band (ALOS-2) and C-band (Sentinel-1A/B) data are used to explore the co-

seismic deformation pattern of the main shock. The interaction between this event and 

the following two major shocks is preliminarily investigated based on the Coulomb stress 

change analysis. The results presented in this chapter are published in the 2017 Australian 

Space Research Conference (ASRC). 

Chapter 6 explores the source model of the 12 November 2017 MW 7.3 Kermanshah (Iran-

Iraq border) Earthquake using five tracks of SAR data consisting of ALSO-2 ScanSAR 

and Sentinel-1A/B TOPS SAR images. The linear surface ruptures are further 

investigated by the combination of DInSAR measurements and high spatial resolution 

images from SuperView-1 satellites. The triggering relationship and the risk of potential 

seismic hazards on the regional active faults are evaluated based on the Coulomb stress 

change analysis. This chapter is based on materials published in the 2018 IEEE 

International Geoscience and Remote Sensing Symposium (IGARSS), and accepted for 

publication in the International Journal of Remote Sensing on 17 July 2018. 

Chapter 7 summarizes the major results of the case studies presented in Chapters 4 to 6, 

and it includes recommendations for future work. 
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Chapter 2 DInSAR Technique for Mapping Co-

seismic Displacement Field  

Differential Interferometric Synthetic Aperture Radar (DInSAR) technique plays an 

important role in mapping crustal deformation since its first successful application in 

1993. In this chapter, brief review of InSAR technique for earthquake monitoring is 

presented in section 2.1, followed by the overall workflow and processing steps of 

DInSAR in section 2.2. Then 2.5 dimensional (2.5D) deformation analysis derived from 

DInSAR measurement is described in section 2.3. In addition, limitations of DInSAR 

technique is also discussed in section 2.4. 

2.1 Introduction 

In 1993, DInSAR technique was firstly introduced to investigate ground deformation 

caused by the 1992 Landers Earthquake, which suggested that this technique can provide 

much denser spatial coverage than field surveying, and higher accuracy than other space 

imaging techniques (Massonnet et al., 1993). Since this successful application with 

DInSAR technique, geologists and geophysicists realized the potential of this technique 

for earthquake study. More and more earthquake studies and applications were carried 

out with DInSAR technique for measuring co-seismic deformation (Massonnet and Feigl, 

1995b, Massonnet et al., 1996, Wright et al., 2003, Fielding et al., 2005, Ge et al., 2008, 

Atzori et al., 2009, Atzori et al., 2012), post-seismic deformation (Fialko, 2004, Ryder et 

al., 2007, Barbot et al., 2009), and inter-seismic deformation (Biggs et al., 2007, Wang et 

al., 2009, Garthwaite et al., 2013). 

The advantage of DInSAR technique for mapping crustal movement is large spatial 

coverage and the high accuracy of up to centimetre or millimetre (Massonnet and Feigl, 

1998). Compared with field surveying (e.g. levelling, total station and GPS), DInSAR 

can provide repeat measurements under all-weather condition with all-day operation. 

DInSAR technique has been gradually matured through the launch of a series of SAR 

satellites. For example, (Massonnet et al., 1993) firstly used the SAR data from ERS-1 

(C-band) to capture the surface movement caused by the 1992 Landers Earthquake 

(California). The 2003 Bam (Iran) Earthquake was investigated by Envisat ASAR (C-

band) data (Funning et al., 2005). Shen et al. (2009) measured the co-seismic deformation 

caused by the 2008 Wenchuan Earthquake (China) using ALOS PALSAR (L-band) data. 
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Atzori et al. (2009) studied the 2009 L’Aquila Earthquake (Central Italy) with the Envisat 

(C-band) and COSMO-SkyMed (X-band) DInSAR measurements. The 2015 MW 7.8 

Gorkha (Nepal) Earthquake was studied by jointly using the SAR data from ALOS-2 (L-

band), Sentinel-1A (C-band) and Radarsat-2 (C-band) satellites (Feng et al., 2017). 

However, L-band SAR data is expected to generate high quality interferogram for 

mapping co-seismic deformation in areas covered by dense vegetation owing to its longer 

wavelength than X- and C-band. In the case of large earthquakes, phase saturation (phase 

fringes in the interferogram are saturated owing to the large deformation within a small 

spatial coverage) is likely to occur with shorter wavelength data (e.g. C-band) mapping, 

which could result in the underestimation of co-seismic deformation. In contrast, L-band 

data is more sensitive to ionospheric perturbations that would probably introduce more 

ionospheric noise into the interferograms (Mouginot et al., 2012, Rignot and Mouginot, 

2012). In this research, SAR data from the new generation SAR satellites ALOS-2 (L-

Band) and Sentinel-1A/B (C-band) are jointly used for mapping co-seismic deformation 

caused by earthquakes owing to their short revisit time and high spatial resolution. The 

combined use of two bands can serve as an independent verification to each other. 

2.1.1 Synthetic Aperture Radar System 

The first civilian Synthetic Aperture Radar (SAR) satellite is the NASA SEASAT satellite 

which was launched on 27 June 1978 for ocean study. A series of spaceborne SAR 

missions were launched during 1990’s, with ERS-1 satellite from the European Space 

Agency (ESA) launched in 1991, followed by JERS-1 from the Japan Aerospace 

Exploration Agency (JAXA) in 1992, Radarsat-1 from the Canadian Space Agency (CSA) 

and ERS-2 from ESA in 1995. Since 2000, more spaceborne SAR satellites were launched 

around the world (Table 2.1), including Envisat-1 from ESA in 2002 and ALOS-2 from 

JAXA in 2006. Now there are four SAR systems still in orbit to image the earth, including 

Radarsat-2 from CSA since 2007, COSMO-SkyMed system consisting of four satellites 

from the Italian Space Agency (ASI) since 2007, TerraSAR-X operated by the German 

Aerospace Centre (DLR) since 2007, ALOS-2 from JAXA since 2014, Sentinel-1A/B 

from ESA since 2014. These new generation SAR satellites image the earth with a revisit 

time ranging from only one day to nearly half month. Throughout this dissertation, SAR 

images from ALOS-2 and Sentinel-1A/B satellites are the major data for the research of 

the most recent earthquake events. 
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Table 2.1 Outline of radar satellite missions with their key parameters 

Satellite 
Frequency Band 

(Polarization) 
Operation 

Revisit Time 

(day) 

Spatial Coverage 

(km) 

Resolution     

(m) 

Incidence 

Angle (°) 

Organization

, Country 

Seasat L (HH) 1978 17 100km ~25 22 
NASA/JPL, 

USA 

ERS-1/2 C (VV) 
1991-2000/ 

1995-2011 
35 StripMap (100km) ~25 20-26 ESA, Europe 

JERS-1 L (HH) 1992-1998 44 StripMap (75km) ~18 32-38 
NASDA, 

Japan 

Radarsat-1 C (HH) 1995-2013 24 

Spotlight (45km) 

StripMap (100km) 

ScanSAR (300km) 

~11 

~25 

~100 

20-49 CSA, Canada 

ENVISAT C (Dual) 2002-2012 35 
StripMap (100km) 

ScanSAR (400km) 

~30 

~150 
15-45 ESA, Europe 

ALOS-1 L (Quad) 2006-2011 46 
StripMap (40-70km) 

ScanSAR (350km) 

~7-88 

~100 
8-60 JAXA, Japan 
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TerraSAR-X X (Quad) 2007-present 11 

Spotlight (10km) 

StripMap (30km) 

ScanSAR (100km) 

~1 

~3 

~16 

15-60 
DLR/Astrium, 

Germany 

Radarsat-2 C (Quad) 2007-present 24 

Spotlight (50km) 

StripMap (100km) 

ScanSAR (300km) 

~10 

~25 

~50 

30-50 CSA, Canada 

COSMO-

SkyMed-1/4 
X (Dual) 

2007…2010-

present 
1-15 

Spotlight (10km) 

StripMap (40km) 

ScanSAR (200km) 

~≤1 

~3-15 

~100 

20-60 
ASI/MiD, 

Italy 

ALOS-2 L (Quad) 2014-present 14 

Spotlight (25km) 

StripMap (50-70km) 

ScanSAR (350km) 

~1 

~3/6/10/ 

~100 

8-70 JAXA, Japan 

Sentinel-1A/B C (Dual) 
2014…2016-

present 
6, 12 250/TOPS ~20/TOPS 29-46 ESA, Europe 
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SAR system is characterised with its side-looking geometry, as shown in Figure 2.1. The 

radar sensor moves along the flight path (azimuth direction) and views the objects on the 

ground along the cross-track direction (range direction). Radar antenna transmits short 

radar pulses at a known rate (pulse repetition frequency) and receives the returned echoes 

of these pulses scattered by the objects on the surface (Hanssen, 2001). It is noted that the 

SAR antenna actually measures the range distance along the line-of-sight (LOS) direction 

between itself and the target object on the ground, which is also called the slant range 

measurement. 

 

Figure 2.1 SAR viewing geometry 

2.1.2  The Principle of DInSAR Technique 

There are three ways to conduct DInSAR processing, including two-pass, three-pass and 

four-pass methods (Massonnet et al., 1993, Zebker et al., 1994, Hanssen, 2001). However, 

three-pass and four-pass approaches are less suitable for mapping surface deformation 

since more topographic error and atmospheric disturbance from other images could be 

included into the final products. Thus, two-pass DInSAR technique is used for measuring 

co-seismic deformation in this study. In two-pass DInSAR processing, two SAR images 

are required for interferogram generation, one is used as the ‘Master image’ and another 

one as the ‘Slave image’. Both SAR images used for two-pass DInSAR processing are 

captured by the same radar antenna with the same imaging area and same viewing 

geometry at different times. However, two images are typically acquired at slightly 
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different positions, which contribute to the formation of baseline B  between two images 

taken at different times, as shown in Figure 2.2. The Master and Slave are two different 

positions of SAR sensor along the same flight path when it captures these two images at 

different times. B⊥  is the perpendicular baseline, defining the effective distance between 

two acquisitions.   is the angle between baseline B  and the horizontal plane.   and 0  

are the look angle to the imaged target and the reference surface, respectively. inc  is the 

incidence angle. And   is the difference between   and 0 . R  and R r+  are the 

range distance between the same imaged object p  on the ground and two different 

acquisitions in the Master and Slave positions, respectively. satH  and H  are the height 

of SAR satellite and the imaged object p , respectively. 

 

Figure 2.2 Two-pass DInSAR imaging geometry 

The observed phase value master  and slave  of the two SAR images for a resolution cell 

can be expressed as (Bamler and Hartl, 1998, Hanssen, 2001): 

                                                
master scat,master

slave scat,slave

4

4
( )

R

R r


 




 



= − +

= − +  +

                                     (2.1) 

Where R  and R r+  are the range distance from the imaged resolution cell to the radar 

antenna in the Master and Slave positions, respectively.   is the wavelength of radar 
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sensor. scat,master  and scat,slave  are the backscattering phase in the master and slave images, 

respectively. When ignoring the phase delay due to atmosphere and assuming the 

backscattering phase in two images are totally the same. The interferometric phase 

between these two images can be written as: 

                                  
master slave

4 4
( ( ))R R r r

 
  

 
= − = − − + =                        (2.2) 

When assuming R >> B , Equation (2.2) can be written as: 

                                                    
4

sin( )B


  


 − −                                                 (2.3) 

The flat earth phase due to earth ellipsoid can be written when assuming the topography 

is absent on the reference surface (Hanssen, 2001): 

                                                  
flat 0

4
sin( )B


  


= − −                                             (2.4) 

Where flat  is the flat earth phase. By removing this phase from   in Equation (2.3), the 

flattened interferometric phase can be written as: 

                                          
flattened flat 0

4
cos( )B


     


= −  − −                             (2.5) 

The flattened interferometric phase flattened  includes the phase due to topographic variation 

referring to a reference surface and the surface deformation between two SAR images 

along the LOS dissection. When assuming there is no deformation occurred between the 

acquisition time of the Master and Slave images, the relationship between   and the 

height of target H  can be written as (Hanssen, 2001): 

                                                            
0sin( )

H

R



                                                   (2.6) 

From Equation (2.5) and (2.6), the height of target on the ground can be estimated from 

the flattened interferometric phase. 

The interferometric phase obtained from the equations above is just based on the physical 

and geometrical relationships between these two acquisitions (Hanssen, 2001). In the case 

of real data processing, the real interferometric phase can be decomposed into several 
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phases due to other factors including the topography surface, atmospheric delay, orbital 

error and noise. Therefore, the real interferometric phase can be rewritten as: 

                                            Topo Defo Orbit Atmos Noise     = + + + +                                 (2.7) 

Where Topo  is the topographic phase, Defo  is the surface deformation between two 

images, Orbit  is the phase due to orbital error, Atmos  is the phase contributed from 

atmospheric disturbances, Noise  is the phase due to noise. 

2.2 The procedures of two-pass DInSAR processing 

The overall workflow of two-pass DInSAR processing used in this study is shown in 

Figure 2.3. The section 2.2.1-2.2.5 present and discuss each processing step in detail. 

 

Figure 2.3 Two-pass DInSAR processing workflow 
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2.2.1 Co-registration and Interferogram Generation 

Two SAR acquisitions consisting of pre- and post-seismic images are collected for 

mapping co-seismic deformation caused by an earthquake. The pre-seismic image is set 

as the Master image, and the post-seismic image as the Slave image. Before generating 

the interferogram, the Slave image is co-registered and resampled to the same grid 

referring to the Master image. The accuracy of co-registration between two images should 

be up to sub-pixel level. In this study, Sentinel-1A/B Terrain Observation by Progressive 

Scans (TOPS) SAR data is used for each event and the co-registration for this type of 

wide swath-width images is more demanding. Co-registration with an accuracy of about 

1/1000th of one pixel in the azimuth direction is required due to the Doppler centroid 

frequency variations caused by azimuth beam sweeping (González et al., 2015). The 

complex interferogram can be generated by pixel by pixel complex conjugated 

multiplication between the Master and Slave images. After removing the flat earth phase 

(Equation (2.5)), this raw complex interferogram is composed of several components, as 

shown in Equation (2.7). However, the interferometric phase in this raw interferogram is 

wrapped in the interval [ , ]  , which is known as the relative interferometric phase. Thus, 

Equation (2.7) can be rewritten as (Hanssen, 2001): 

                                       Topo Defo Orbit Atmos Noise{ }W W     = + + + +                             (2.8) 

Where 
W  is the observed wrapped interferometric phase, {}W  denotes the wrapping 

operator. 

From Equation (2.5) and (2.6), the topographic phase can be expressed as (Hanssen, 2001, 

Zebker et al., 1994): 

                                                   Topo

0

4

sin( )

B
H

R




 
⊥= −                                            (2.9) 

Using an external DEM, the topographic phase can be estimated and removed from the 

observed interferometric phase. The DEM is oversampled and then projected into the 

SAR imaging coordinate of the Master image to generate the simulated image. After co-

registration between the simulated image and the Master image, the elevation of each 

pixel in the Master image can be retrieved from the DEM.  
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When assuming all the other phase components are removed and the topographic phase 

is subtracted from the interferometric phase, the phase due to surface deformation Defo

can be written as (Hanssen, 2001, Ferreti et al., 2007): 

                                                           
Defo

4
r





= −                                                  (2.10) 

Where   is the wavelength of radar antenna, r  is the deformation occurred between 

the two acquisitions along the LOS direction. 

A multi-look processing can be carried out to reduce the noise by averaging adjacent 

pixels in the flattened interferogram with the topographic phase removed. Basically this 

processing sacrifices the original high geometric resolution to the phase accuracy 

(Rodriguez and Martin, 1992). In the processing of ALOS-2 StripMap SAR single look 

complex (SLC) data with pixel spacing of 6.59m in the range direction and 3.11m in the 

azimuth direction, a multi-look ratio of 3 by 8 is adopted for obtaining a roughly square 

pixel cell on the ground, as shown in Figure 2.4. 

 

Figure 2.4 Multi-look interferogram from ALOS-2 StripMap data overlaid on the 

Master intensity image with original pixel size 
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2.2.2 Filtering and Coherence Generation 

To further improve the Signal-to-Noise Ratio (SNR) of the differential interferogram 

generated above, an adaptive filter known as the Goldstein filter (Goldstein and Werner, 

1998) is applied in this study. The Goldstein interferogram window size can be set to 

control the strength of filtering with the value of power of 2 ranging from 32 (light) to 

512 (strong). Also, the filter strength also depends on the value of the Goldstein 

maximum/minimum Alpha parameters. The higher this parameter is, the stronger is the 

filter smoothing. Figure 2.5(a) and (b) show the example of the interferograms before and 

after the filtering. 

 

Figure 2.5 (a) Differential interferogram, (b) filtered interferogram and (c) filtered 

interferogram with the linear trend removed 

As shown in Figure 2.5(b), a linear trend is observed all around the interferogram owing 

to orbital error. A linear function, consisting of slant range coordinate (range, azimuth) 

and error phase was estimated afterwards, with phase observations on the non-deforming 

areas to remove the residual phase and orbital error. The parameters of azimuth window 

size, range window size and polynomial degree are adjusted for achieving the optimal 

correction. After removing the residual phase and orbital error phase, the result is shown 

as Figure 2.5(c). This processing aims to simplify the following phase unwrapping step. 

A coherence map is also generated by estimating the cross-correlation coefficient 

between two SAR images. The value of coherence is an important measurement of the 

phase quality in the interferogram with a range from 0 (totally noisy) to 1 (completely 
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correlated). The estimation of coherence   can be written as (Patri and Rocca, 1992, 

Gatelli et al., 1994, Rocca et al., 1994): 

                                                  
*

1 2

2 2

1 2

[ ( ) ( ) ]

[ ( ) ] [ ( ) ]

E u x u x

E u x E u x

 =                                      (2.11) 

Where []E  is the expectation value, 1( )u x  and 2 ( )u x  represent the complex value from 

the Master and Slave images, respectively. *  is the complex conjugate. As an example, a 

coherence map corresponding to the interferogram in Figure 2.5 is shown in Figure 2.6. 

The brighter is the data point, the higher is the value of coherence. 

 

Figure 2.6 The coherence map corresponding to the interferogram in Figure 2.5 

2.2.3 Phase Unwrapping 

As shown in Equation (2.8), the interferometric phase we measured in the interferogram 

above is wrapped as the relative phase, modulo of 2π radians. In order to obtain the 

absolute phases, an important processing step called phase unwrapping should be 

conducted. The aim of phase unwrapping is to resolve the problem of phase ambiguity 
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and finally obtain the absolute phase for each pixel, as shown in Equation (2.12) (Ferreti 

et al., 2007): 

                                                              2 n  = +                                                  (2.12) 

Where   is the unambiguous phase, and n  is the integer ambiguity number. If no prior 

information about   is available, the absolute phase cannot be retrieved easily. Even 

though the forward problem of wrapping the absolute phase to the interval [ , ) −  is 

straightforward, the inverse problem is extremely difficult owing to its inherent non-

uniqueness and non-linearity (Ghiglia and Pritt, 1998, Hanssen, 2001). Also, other phase 

components due to topographic residual, atmospheric delay and noise make this problem 

much more complex. 

Without any additional information and assumption, it is not possible to solve this 

problem. Therefore, two general assumptions are usually applied to resolve this inverse 

problem (Hanssen, 2001): 

1. The phase gradients of the wrapped phase is the same as that of the unwrapped 

phase 

2. The true phase difference of adjacent pixels should not exceed   (half of one 

cycle) 

There are various algorithms based on these two assumptions above for resolving this 

problem, including branch-cut method (Goldstein et al., 1988), least-squares method 

(Ghiglia and Romero, 1996, Pritt, 1996), minimal cost flow (MCF) method (Costantini, 

1998, Flynn, 1997) and SNAPHU (Chen and Zebker, 2000). In this study, the minimal 

cost flow method is the basic algorithm used for phase unwrapping because this method 

can provide a reasonable and robust result under the condition of low coherence and fast 

phase gradients caused by earthquakes. The areas with low coherence can be masked out 

by setting a proper coherence threshold. In addition, if the areas with low coherence are 

distributed all around the area of interest, the unwrapping decomposition level can be 

adjusted for reducing phase unwrapping error since the interferogram is first unwrapped 

in a lower resolution and then retrieved the original resolution. 

2.2.4 Refinement and Re-flattening 

After phase unwrapping, the absolute phase obtained is relative to one of the pixel cell in 

the unwrapped interferogram. If this reference pixel cell is located near the deformation 
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zone or on the residual phase, a phase offset or ramp would be added into the whole 

interferogram. Therefore, the processing of refinement and re-flattening is important to 

refine the orbital error, estimate the phase offset and remove possible phase ramp before 

transforming the phase to true displacement and geocoding the final product. 

There are two general refinement methods used in this study, including orbital refinement 

and polynomial refinement. Both methods require the selection of Ground Control Points 

(GCP). Orbital refinement is used for correcting the orbital error by estimating the orbital 

correction parameters with at least 7 GCP points selected. The second method, 

polynomial refinement, is adopted to remove the residual phase or phase ramp without 

considering the orbital information. The parameter of residual phase polynomial degree 

ranging from 1 to 3 (integer) can be applied to this method. The polynomial function can 

be written as: 

                                                       
2

poly 1 2 3k k x k x = + +                                            (2.13) 

In case of the removal of a phase offset, the polynomial degree should be set as 1. In this 

study, the polynomial refinement method with Ground Control Points (GCP) is the major 

refinement method since most of orbital error or linear trend is removed with a linear 

function, as discussed in section 2.2.2. 

There are several criterions for the selection of GCP points’ locations: 

1. GCP points should not be located in the areas with residual topographic phase. 

2. GCP points should not be located near the deformation fringes. 

3. GCP points should not be located around the areas with unwrapping error 

4. GCP points should be not located in the areas with low coherence 

5. GCP points should be selected to cover the whole frame of interferogram if orbital 

error is observed 

2.2.5 Phase to Displacement and Geocoding 

Phase to displacement conversion is the processing that relates the unwrapped phase to 

deformation based on the Equation (2.10). Each 2π radian change of unwrapped phase is 

corresponding to half of wavelength of displacement along the LOS direction. However, 

each pixel cell with the information of deformation still remains in the azimuth-range 

coordinate system after phase to displacement conversion. The final step is geocoding 

which refers to a coordinate transformation. Generally, the final result is geocoded to a 



27 

Geographic Coordinate System such as WGS84 with a uniform grid. At the same time, 

two geocoded maps containing the LOS azimuth and incidence angle, respectively, are 

generated together. These two maps are essential for the following 2.5D displacement 

analysis and geodetic inversion for earthquakes. Most importantly, final products 

projected into the Universal Transverse Mercator (UTM) projection system for the 

convenience of geodetic inversion based on an elastic dislocation model (Okada, 1985). 

2.3 The 2.5D Displacement Field Analysis 

The final displacement r  obtained from two-pass DInSAR processing is measured 

along the LOS direction. As Figure 2.7 shown, the DInSAR LOS displacement vector r  

is a composite of eastward, northward and vertical displacement components, which can 

be written as (Fialko et al., 2001, Ng et al., 2011, Ng et al., 2012): 
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                         (2.14) 

Where   is the azimuth of the radar satellite heading vector (positive clockwise from the 

North),   is the radar incidence angle at the reflection point, UD , ED  and ND  are the 

displacement vectors along the vertical, eastward and northward directions, respectively. 

With the configuration of the current SAR satellites (near-polar orbit), the DInSAR 

measurement is not sensitive to the displacement components along the north-south 

direction (Ng et al., 2012). And it is much more difficult to retrieve the north-south 

displacement component from the DInSAR measurement owing to the small angle 

between the heading directions of the ascending and descending orbits (Ng et al., 2012, 

Wright et al., 2004b). However, when assuming the displacement in the north direction 

is negligible, the vertical and east-west displacement components can be estimated 

through weighted least squares fitting (Ng et al., 2011). The Equation (2.14) can be 

rewritten as: 

                                               U

E

cos sin cos
D

r
D

  
 
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 

                                   (2.15) 

The vertical and east-west displacement components can be estimated as: 
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Where U,ED  is unresolved vector of displacement components U

E

D

D
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, U,EB  is the matrix 

of coefficient vectors relative to these two displacement components, P  is the weighting 

matrix generated from the precision of each DInSAR measurements. 

 

Figure 2.7 Decomposition of the LOS displacement vector from DInSAR measurement. 

SH  represents the satellite heading direction, SL  represents the satellite looking 

direction projected on the ground,   is the azimuth of satellite heading vector (positive 

clockwise from the North),   is the incidence angle at the reflection point, LOSD  is the 

LOS displacement vector, UD  , ED  and ND  are vertical, eastward and northward 

displacement, respectively. 
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In the case of the strike-slip fault of earthquake basically striking along the north-south 

direction, the displacement component along the north direction should not be ignored 

since the north-south displacement component is comparable with the displacement along 

the other two directions. 

2.4 Limitations of DInSAR Technique 

DInSAR technique plays an important role in monitoring surface deformation on the 

Earth. However, the problem of decorrelation in spatial and temporal domain brought 

more challenges to the data processing and applications. Also, error sources such as 

atmospheric disturbances and orbital inaccuracies make it more difficult to obtain the 

accurate surface deformation and the subsequent result interpretation. These limitations 

of DInSAR techniques are discussed as followed. 

Spatial decorrelation, also called geometric or baseline decorrelation, is introduced by 

the difference in the viewing angles of two SAR images, which would degrade the quality 

of interferogram. The larger is the perpendicular baseline ( B⊥ , as shown in Figure 2.2) 

between two acquisitions, the more significant is the difference of the viewing angles. 

That makes the coherent sum of the scatterers in a resolution pixel more different, leading 

to these two measurements being not exactly the same (Zebker and Villasenor, 1992). 

Therefore, if the perpendicular baseline is large, the spatial decorrelation is more 

significant as well. The spatial decorrelation can be expressed as (Hanssen, 2001, Bamler 

and Hartl, 1998, Zebker and Villasenor, 1992): 
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Where spatial  is the estimation of correlation owing to spatial decorrelation, ,criticalB⊥  is 

the critical baseline which causes the backscatter from each pixel cell to be totally 

uncorrelated (Gatelli et al., 1994, Zebker et al., 1994): 
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Where   is the wavelength of the radar sensor,   is the topographic slope, and   is the 

slant range between radar antenna and the target point on the ground. Equation (2.18) also 

indicates that the longer is the wavelength, the larger is the critical baseline. That means 

the spatial correlation is better with longer wavelength. 

Temporal decorrelation refers to the variation of the backscatter characteristics of 

distribution of scatterers within the resolution cell or the electrical characteristics, 

spanning the time period between two image acquisitions. The temporal decorrelation 

usually occurs over the areas of dense vegetation or snow-covered mountains where the 

scatterer characteristics changes over time (e.g. the vegetation growth of crop and forest, 

or snow coverage over the mountains and ground). Generally, SAR images acquired by 

shorter wavelength (C-band or X-band) are more sensitive to small changes in the 

scattering characteristics than those acquired by longer wavelength (L-band) (Rosen et 

al., 2000). Thus, using L-band SAR data can achieve a lower level of temporal 

decorrelation especially when investigating an areas with dense vegetation over a 

relatively longer time period. However, SAR image pair with shorter temporal baseline 

is preferred in two-pass DInSAR processing to decrease the temporal decorrelation. 

Atmospheric disturbances are the phases due to the delay of radar signal when it travels 

through the atmosphere. The variation of water vapour, temperature and pressure in 

atmosphere between two acquisitions contributes different error phases to the DInSAR 

measurements and makes it difficult to interpretation for final results (Goldstein, 1995, 

Massonnet and Feigl, 1995a). However, the phase variation due to atmosphere is spatially 

correlated and relative to the topography. Also, the atmospheric phase variation is 

generally temporally correlated within a short period. Since the time separation for two 

acquisitions used for two-pass DInSAR is typically up to several days or weeks, the 

atmospheric phase is generally temporally uncorrelated in the final results. Two types of 

atmospheric phase variation can be identified based on its physical origin (Hanssen, 2001): 

1. Turbulent mixing which is caused by the turbulent processes in the atmosphere. 

2. The variation in the vertical stratification which is highly correlated with the 

topography. 
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2.5 Concluding Remarks 

In this chapter we reviewed the DInSAR techniques. Two-pass DInSAR technique, as a 

space-born remote sensing technique, can provide measurements of co-seismic 

deformation caused by earthquakes with the accuracy of centimetre to millimetre and the 

spatial coverage of hundred kilometres. Each major processing step of two-pass DInSAR 

technique is presented. Many previous case studies have proved that DInSAR technique 

is an effective and important tool for earthquake monitoring. The combination of 

ascending and descending DInSAR measurements can be applied to retrieve the east-west 

and vertical displacement vectors in the case of negligible north-south displacement 

component caused by earthquake. Noise from spatial and temporal decorrelation and 

atmospheric delay are the major factors that significantly affect the quality and accuracy 

of DInSAR measurements. The interferogram generated from L-band SAR data can 

achieve a higher level of coherence than C-band over the areas of dense vegetation.  

With the new generation of SAR satellites, especially ALOS-2 and Sentinel-1A/B, more 

SAR image pairs with shorter temporal baseline and higher resolution can be obtained for 

mapping co-seismic deformation. That would make it more feasible to generate high 

quality DInSAR interferogram and provide valuable information about earthquake 

activities in near real-time. Chapter 3 will discuss and present how to use co-seismic 

deformation measured by InSAR and GPS to invert the earthquake source model from 

geodetic modelling. 
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Chapter 3 Geodetic Modelling from Co-seismic 

Deformation 

Direct observations of earthquake sources are limited so that geodetic modelling is an 

essential tool to understand the source fault underground. Geodetic modelling of 

earthquake source parameters and slip distribution from geodetic data is described in this 

chapter. The procedure of geodetic inversion, non-linear and linear inversion is presented 

in Section 3.1, including forward modelling, data downsampling and weighting and 

modelled 3D co-seismic deformation field. The basics of the Coulomb stress change 

estimation are introduced in Section 3.2. 

3.1 Geodetic Modelling Strategy 

After obtaining the geodetic data for earthquake, the fault parameters and slip distribution 

of the causative fault can be determined by geodetic inversion based on a finite rectangle 

fault model in an elastic, homogeneous half-space (Okada, 1985, Okada, 1992). Geodetic 

inversion generally consisted of two steps: a non-linear inversion was adopted to 

constrain all the fault parameters with a uniform slip on a rectangular fault. Then, the slip 

distribution on the fault plane with extended length and width is inverted by a linear 

inversion. A forward modelling is applied to retrieve the simulated surface deformation 

based on the inverted fault geometry and slip distribution. 

3.1.1 Source Fault Geometry Definition 

To describe the geometry of the source fault, several fault parameters generally are 

applied, as shown in Figure 3.1 (Okada, 1985). Source fault is a finite rectangle plane 

located between the hanging wall and foot wall (Figure 3.1(a)). The black arrows between 

the hanging wall and foot wall show the dilation (opening) which is generally assumed to 

be zero in the earthquake source modelling. The red arrow 
'BB  shows the relative 

displacement between the hanging wall and foot wall, representing the slip vector. When 

locating this rectangle fault plane in the Cartesian Coordinate System (CCS), nine fault 

parameters are used to describe the fault geometry and uniform slip (Figure 3.1(b)), 

namely length, width, depth, strike  , dip  , rake  , strike-slip ( sS ), dip-slip ( dS ), the 

north and east coordinates of the centre of the plane. The fault trace is the intersected line 

of fault plane and the surface. 
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Figure 3.1 The geometry of source fault with key parameters. (a) Source fault with the 

hanging wall and foot wall. (b) The rectangle fault plane with source parameters in the 

Cartesian coordinate system. The red star indicates the centre of the fault plane. 

The fault orientation is defined by the strike   which is the angle calculated clockwise 

from the North to the fault trace on the surface, ranging from 0° to 360°. The dip   is 

the angle calculated from the horizontal plane to the fault plane, ranging from 0° to 90°. 

The relationship between strike and dip follows the right-hand role. The rake   is the 
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angle between slip vector and the strike direction with a range of [-180°, 180°]. Different 

focal mechanisms can be described by these three angles (strike, dip and rake) (Aki and 

Richards, 1980). A rake of 0° represents that the hanging wall is moving to the right 

relative to the foot wall, which is the type of left-lateral motion; on the contrary, a rake of 

±180° indicates the hanging wall is moving to the left relative to the foot wall, suggesting 

a type of right-lateral motion. When the rake is positive, the hanging wall is moving up 

relative to the foot wall, indicating a type of thrust fault (dip<45°) or reverse fault 

(dip>45°). If the rake is negative, the hanging wall is moving down relative to the foot 

wall, suggesting a type of normal fault (Shearer, 2009). 

After defining the source model with nine fault parameters, the relationship between 

geodetic data (DInSAR and GPS measurements) and the source parameters can be 

expressed as: 

                                                    observed ( , ) ( )d x y func m = +                                   (3.1) 

Where observedd is the geodetic data from DInSAR and GPS measurements in a given 

location ( , )x y  on the ground. func is the function which connect all the source 

parameters ( 1 2 3, , , nm m m m m= ) with the geodetic measurements.   is the observation 

error from the geodetic data which generally exists in the real data (Aster et al., 2011, 

Tarantola, 2005). It is noted that seven parameters of the fault geometry (length, width, 

strike, dip, rake, north and east coordinates) are non-linearly related in a finite rectangle 

fault source (Okada, 1985), while the other two (strike-slip and dip-slip) related to the 

slip vector are linearly correlated. Therefore, inversion of these source parameters based 

on the geodetic data is a complex inverse problem. 

3.1.2 Forward Modelling 

Using the source parameters to retrieve the surface displacement field is a forward 

problem. A typically used geophysical model is a finite rectangular source in an elastic, 

homogeneous half-space which was firstly introduced by (Steketee, 1958) and further 

improved by (Okada, 1985), also known as the Okada model. Source parameters 

generally can be describe as length, width, strike, dip, rake, strike-slip, dip-slip, East and 

North coordinates of the centre of fault plane, as shown in Figure 3.1(b). The forward 

problem can be simply expressed as: 
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                                                           model ( , ) ( )d x y func m=                                        (3.2) 

Where modeld  is the modelled surface displacement in a given point ( , )x y . m represents 

the source parameters ( 1 2 3, , , nm m m m m= ). The surface deformation can be modelled 

based on the fault geometry on the Cartesian coordinate system and the uniform slip 

vector. An example of a finite rectangle source fault and the corresponding modelled 

displacement in the vertical direction is shown as Figure 3.2, suggesting the modelled 

displacement contributed from a 20km×10km fault with striking 30°NE and dipping 

70°SE. Then the modelled displacements are projected into the LOS direction. 

 

Figure 3.2 Forward modelling of surface displacement based on the Okada model. (a) a 

finite rectangle source fault overlapping with the modelled vertical displacement in 3D 

view. (b) The modelled vertical displacement in 3D view. 

3.1.3 InSAR Data Downsampling 

Compared to the point-based GPS measurements, DInSAR displacement map can 

provide millions of observations with a spacing of a few metres owing to its large spatial 
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coverage. Since the DInSAR measurements show a high degree of spatial correlation, it 

is not necessary to use all the data points in the modelling. To improve the computational 

efficiency, an extremely large amount of observations from DInSAR measurements need 

to be removed before the geodetic inversion. There are two downsampling methods which 

are generally used for reduce the number of data points, Quadtree decomposition (Jónsson 

et al., 2002, Simons et al., 2002, Wang et al., 2007) and uniform grid sampling (Pritchard 

et al., 2002, Atzori et al., 2009). The Quadtree decomposition method is generally based 

on the deformation gradient to determine the downsampling level. High sampling 

frequency tends to be assigned near the areas of larger deformation. However, the possible 

error signal (e.g. atmospheric delay or topographic residual) from DInSAR data could 

result in oversampling over the areas where is far away from the deforming area. As for 

the uniform grid sampling method, a regular mesh is adopted to subsampling the DInSAR 

deformation map with a coarse grid lower than the original spatial resolution. Generally, 

rather than using the same mesh over the whole map, a manually adjusted regular mesh 

of higher density around the deforming area is adopted (Atzori et al., 2009). As shown in 

Figure 3.3, the Sentinel-1A/B DInSAR displacement map is downsampled with both 

methods. In this research, we basically use the uniform downsampling with various 

density of grid to reduce the data point of DInSAR measurements. 

 

Figure 3.3 Comparison between different downsampling strategies. (a) Quadtree 

downsampling result, and (b) Uniform downsampling result with various density of grid 

for DInSAR displacement map. 
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3.1.4 Non-Linear Inversion 

After obtaining the geodetic data, the source parameters of source fault can be inverted 

based on a uniform slip model. The source parameters include 8 geometric parameters 

(length, width, depth, strike, dip, rake, East and North) and only one parameter of slip 

vector. Therefore, under the assumption that geodetic data is non-linearly related to the 

source parameters, a non-linear inversion basically aims to determine the fault geometry. 

Optimized source parameters can be found when the square of the residual between the 

geodetic data observedd  (Equation (3.1)) and the modelled data modeld  (Equation (3.2)) 

reaches the global minimum (Atzori and Salvi, 2014). In other words, with the best-fit 

source parameters on Equation (3.2), the modelled data best reproduces the geodetic data. 

A cost function can be expressed as a weight mean of residuals for the determination of 

global minimum, as shown in Equation (3.3): 

                                               

2

,observed ,model( )1 N
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d d
CF

N 

−
=                                   (3.3) 

Where ,observedid  and ,modelid  are observed and modelled data corresponding to 
thi  data 

point, respectively; i  is standard deviation for the N  points. 

A series of forward modelling (Equation (3.2)) is iteratively processed with the adjusting 

value of the source parameters to finally obtain the best-fit source parameters. There are 

several optimization algorithms used for the non-linear inversion. A down-hill simplex 

method incorporating the Monte-Carlo approach was adopted by (Wright et al., 1999) to 

estimate the best-fit model. A simulated annealing algorithm which do not require the 

priori information was applied to the non-linear inversion (Delouis et al., 2002). In this 

research, a mixed algorithm of Gauss-Newton iteration and gradient descent as the 

Levenberg-Marquardt (LM) least-squares approach (Marquardt, 1963) is adopted to solve 

this non-linear problem. This process is carried out with multiple random restarts (Atzori 

et al., 2009, Atzori and Antonioli, 2011), and initial parameters from the Global Centroid 

Moment Tensor Catalog (GCMT) solution (Dziewonski et al., 1981, Ekström et al., 2012) 

was carried out to search for a global minimum in the optimization process. It should be 

noted that in some cases several source parameters (e.g. strike or dip) could be deduced 

or fixed by the priori or additional information from surface rupture, aftershock 

distribution or seismic body-wave (Elliott et al., 2012, Feng et al., 2017). 
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3.1.5 Linear Inversion 

After determining the fault geometry from the non-linear inversion, a linear inversion is 

adopted to invert the slip distribution on the fault plane. Fixing the fault geometry and 

extending the length and width of the fault plane to fully cover the epicentre area, all the 

parameters are linearly related to the surface deformation, as occurred with the slip vector 

along the strike and dip directions (Atzori and Salvi, 2014). Then the fault plane is 

subdivided into small patches along the strike and dip. The expression of linear inversion 

can be rewritten from Equation (3.1), as shown in Equation (3.4): 

                                                          observedd GS = +                                                (3.4) 

Where G  is the Green’s function matrix which relates the slip vector S  to the surface 

deformation, S  is the slip vector consisting of strike-slip ( sS ) and dip-slip ( dS ) as shown 

in Figure 3.1(b). Thus, the expression of slip vector can be written as Equation (3.5): 
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                                                   (3.5) 

The Green’s function matrix also can be written as the form of two equal size matrices 

( sG  and dG ) corresponding to the directions of the strike slip and the dip slip: 
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If there are n  observation points from geodetic data and the fault plane is subdivided 

into N  patches totally. With the Combination of Equation (3.4)-(3.6), the expression of 

linear inversion can be rewritten as Equation (3.7): 
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Where 
s

n

N

X

P

G  is the Green’s function corresponding to the strike slip on the thN  patch, 

which is relative to the thn observation point; 
d

n

N

X

P

G  is the Green’s function corresponding 

to the dip slip on the thN  patch, which is relative to the thn  observation point; 
s

N

S  and 

d

N

S  are the strike slip and the dip slip on the thN  patch, respectively; 
observed

n

d  is the thn  

observation point from geodetic data. 

In the case of medium spatial resolution of the slip distribution, the number of observation 

points is generally more than the number of unknown slip vectors on the corresponding 

fault patch. Therefore, this linear problem is generally over-determined, and the least 

square sense on geodetic data can be applied to invert the modelled slip vector modelS  as 

written in Equation (3.8) (Atzori and Salvi, 2014): 

                                                        model observed

gS G d−=                                                 (3.8) 

Where 
gG−

 is the generalised inverse of G  (Menke, 2018), and can be written as the form 

including the Green’s function in Equation (3.9) (Lohman, 2004, Atzori and Salvi, 2014): 

                                                              
1

g T TG G G G
−

−  =                                             (3.9) 

However, the slip vector solved from the Equations (3.8) and (3.9) are generally 

unrealistic owing to the weak control ability of geodetic data on the fault parameters. To 

avoid extremely high values or slip oscillations in the result, a two-dimensional two-order 

Laplacian operator 2  can be adopted to constrain the slip vector in two directions 

(Harris and Segall, 1987, Jonsson, 2002). Combining the Equations (3.4)-(3.6), the final 

equation can be written as Equation (3.10): 
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                                 (3.10) 

Where the Green’s function here is the original Green’ function in Equation (3.6) 

extended with a Laplacian operator
2 , also called the smoothed Green’s function. A 
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Laplacian operator 
2 is also weighted by an empirical coefficient   to assist the 

selection of a smooth distributed slip model (Wright et al., 2003). By substituting 

Equation (3.10) with Equations (3.8) and (3.9), the modelled slip vectors on each patch 

can be obtained. The empirical coefficient  , also called damping factor, is determined 

based on the trade-off curve between the misfit of measurement and the solution 

roughness of slip distribution (Jónsson et al., 2002, Wright et al., 2004a). The solution 

roughness can be estimated as the mean, absolute Laplacian of the slip distribution 

(Jónsson et al., 2002), as written in Equation (3.11): 

                                                                   
2

i ip

N

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=                                             (3.11) 

Where 
2p S=  and N  represents the total number of the small patches on the fault 

plane. Different values of damping factor would generate different optimal solutions. 

High values resulted in a large misfit; low values would lead to small misfit, but with 

large oscillation in slip distribution. An optimal damping factor can be chose from the 

trade-off curve between the misfit of measurement and the solution roughness of slip 

distribution, which can achieve low misfit and small roughness at the same time.  

3.1.6 Weight Strategy 

As Equation (3.1) and (3.4) shown, data error generally exists in each type of dataset, 

which can significantly influence the data quality. Therefore, weighting based on data 

quality (InSAR and GPS) is typically considered in the inversion. Generally, variance and 

covariance is the important quantitative measurements of data quality or error which help 

to assign different weights for various datasets. Regarding to GPS dataset, it is weighted 

by the standard deviations of measurements in three directions (East/North/Vertical) 

under an assumption that there is no spatial correlation between GPS stations. However, 

as for InSAR data, smoothly changing atmospheric phase delay shows the characteristic 

of spatially correlation, while the phase decorrelation and unwrapping error is spatially 

uncorrelated (Sudhaus and Sigurjón, 2009, Sudhaus, 2010, Hanssen, 2001). Thus, the data 

variance and covariance are estimated using experimental semi-variograms and 

covariograms, respectively, under an assumption that the data error is quasi-stationary 

and isotropic (Chilès and Delfiner, 1999, Sudhaus and Sigurjón, 2009). After removing 

the linear trend from the interferogram, the experimental semi-variogram is generated by 
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sampling many data points separated with different distance h  in different directions, 

which can be expressed as: 

                                               
2
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Where N  is the number of data pairs at locations ir  and is  separated by the lag distance 

h . Obviously, the values of semi-variogram depend on the lag distance h . Also, the 

experimental covarigram can be expressed in a similar form: 
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Then a positive-definite exponential function is used to fit the experimental covariogram 

in order to retrieve a continuous covariance (Chilès and Delfiner, 1999, Sudhaus and 

Sigurjón, 2009). After that, the variance-covariance matrix of the completed dataset can 

be built by using the variance of each data point for the diagonal value and covariance for 

the corresponding point pair. Therefore, the weighting matrix W  is generated based on 

the variance-covariance matrix   can be generated as: 

                                                          1W −=                                                        (3.14) 

Another solution is that the variance-covariance matrix for InSAR data error is built by 

assuming that the errors can be modelled using an exponential function with nugget, fitted 

to isotropic experimental semi-variogram (Webster and Oliver, 2007). The expression of 

the experimental semi-variogram here is the same as Equation (3.12). Three parameters 

(Sill, Range and Nugget) are used to describe the best-fitting exponential function with 

nugget. The experimental semi-variogram is estimated over an area of the interferogram 

where there is no deformation signal. At the same time, the linear trend in the 

interferogram is also removed. An example of the experimental semi-varigram and the 

estimated exponential function with nugget is shown in Figure 3.4. The range, nugget and 

sill are estimated with 10309.83m, 3.7534×10-7m2, and 1.7917×10-5m2. 
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Figure 3.4 (a) co-seismic wrapped interferogram from Sentine-1A/B image pairs, the 

dash rectangle represents the selected area for the sampling of semi-varigram; (b) results 

of experimental semi-varigram (red squares) and the fitting exponential function (blue 

line) with nugget. 

After obtaining the data weighting matrix, the final expression of Equation (3.10) can be 

rewritten as: 
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                               (3.15) 

Where W  is the weight matrix generated from the variance-covariance matrix. The 

general weighted Least Squares Estimation of Equation (3.15) can be written as: 

                                                   
1

observed( )T TS G WG G Wd−=                                       (3.16) 

To increase the reliability of the source model, a non-negative least square algorithm is 

adopted to positively invert this system (Atzori and Salvi, 2014). 

3.1.7 Modelled 3D Displacement Field 

As we discussed in the section 2.3 of Chapter 2, DInSAR data can only provide the 

measurements of co-seismic deformation along the line-of-sight (LOS) direction. It is 

very difficult to retrieve the complete 3D displacement field with DInSAR ascending and 

descending measurements due to near-polar orbits of SAR satellites (Wright et al., 2004b). 

However, modelled 3D Displacement filed caused by the inverted source model can be 

generated after the forward modelling as discussed in section 3.2.2. The modelled 
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displacement components along three directions (East/North/Up) are combined and 

projected into the radar LOS direction, which can be written as: 

                       
U, model

E, model LOS, model

N, model

cos sin cos sin sin

d

d d

d

    

 
 

− = 
 
 

                      (3.17) 

Where   is the azimuth of the radar satellite heading vector (positive clockwise from the 

North),   is the radar incidence angle at the reflection point, U, modeld , E, modeld  and N,modeld  

are the modelled displacement along the vertical, east and north directions, respectively. 

LOS, modeld  is the modelled LOS displacement projected from three modelled displacement 

components. An example of 3D modelled displacement components is shown as Figure 

3.5. 

 

Figure 3.5 Modelled 3D displacement components in west-east, north-south and vertical 

directions, respectively 

3.2 Coulomb Stress Change 

When the long-term accumulated stress exceeds the internal strength of a fault, an 

earthquake occurs and then releases a large amount of stress. The absolute stress values 

of the specific fault are unknown owing to unknown stress loading rate and extremely 

long time spanning. However, the Coulomb stress change can be calculated from the 

information of the causative faults or the existing active faults. In other word, the 

Coulomb stress change is independent of the absolute stress over an area but mainly 

depends on the fault geometry, slip direction and the coefficient of friction (Harris, 1998, 
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King et al., 1994). Based on the Coulomb Failure Function, the stress change on a given 

fault plane with specific slip vector can be calculated with the expression (Harris, 1998): 

                                               ( )nCFF p   =  +   +                                       (3.18) 

Where CFF  represents the changes of the Coulomb Failure Function;   is the shear 

stress change in the direction of slip (receiver fault);   is the friction coefficient, n  is 

the normal stress change (positive for unclamping); p  is the pore pressure change. The 

isotropic poroelastic model assumes the pore pressure changes mainly depend on the 

volumetric stress change (Hainzl et al., 2010) which can be written as: 

                                                        ( )
3

kkp





 = −                                                   (3.19) 

Where   is the Skempton’s coefficient (Skempton, 1954) and kk  is the stress tensor 

trace. Substituting stress tensor trace with T  and combining Equation (3.19), Equation 

(3.18) can be rewritten as: 

                                                ( )
3

n

T
CFF     =  +   −                                    (3.20) 

This form of the Coulomb Failure Function is more general and feasible for different 

tectonic setting (Beeler et al., 2000). Positive Coulomb stress change ( 0CFF   ), 

representing that the Coulomb stress of a specific segment of the fault or area is increasing, 

tends to promote or even trigger earthquake activities over this area. On the contrary, 

negative Coulomb stress change ( 0CFF  ), indicating the Coulomb stress is 

decreasing, is likely to prevent or inhabit its failure. The Coulomb stress change is also 

highly correlated to aftershock distributions. Most of aftershocks following the main 

shock are located around the area of stress increase, and only a much smaller number of 

aftershocks occur over the area of stress decrease. In addition, future earthquake activities 

could be promoted when the Coulomb stress increases by as small as 0.01MPa (0.1 bar) 

(King et al., 1994, Stein, 1999, Ziv and Rubin, 2000). 

Using the distributed slip model inverted from geodetic measurements as the main source, 

the Coulomb stress change on the causative fault plane itself can be calculated based on 

Equation (3.20). In addition, based on the known fault geometry and mechanism of the 

neighbouring active faults or previously studied faults, the Coulomb stress change on 
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these faults can be estimated by using them as the receiver faults. With the locations of 

the areas with positive stress change, the triggering relationship between the main shock 

and aftershocks can be evaluated over the affected region. Also, the Coulomb stress 

change on the neighbouring active faults gives us an overall evaluation of possible 

earthquake activities over these faults. Therefore, the Coulomb stress change calculation 

plays an important role in the assessment of the risk of seismic hazards. 

3.3 Concluding Remarks 

This chapter presented the mathematical model and detailed processing of geodetic 

modelling, including non-linear inversion for parameters of fault geometry and linear 

inversion for slip distribution. 3D co-seismic deformation components along the east, 

north and vertical directions can be generated from forward modelling based on the best-

fitting source mode. The weighting matrix of geodetic data is built based on the variance-

covariance matrix retrieved from the experimental semi-varigram. Also, the calculation 

of the Coulomb stress changes on the source fault or the neighbouring active faults is 

discussed. The combination of aftershock distribution and the Coulomb stress change 

allows us to assess the risk of seismic hazards over the target region. 

In the next three chapters, the DInSAR processing technique described in Chapter 2 and 

the methods of geodetic modelling presented in this chapter will be applied in the case 

studies of major earthquakes. 
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Chapter 4 Co-seismic Deformation and Source 

Model of the 25 April 2015 MW 7.8 Nepal 

Earthquake and the 12 May 2015 MW 7.2 

aftershock 

In this chapter, the 2015 Nepal Earthquake sequence, both the main shock (MW 7.8) on 

25 April 2015 and the major aftershock (MW 7.2) on 12 May 2015 are investigated by 

using co-seismic DInSAR and GPS measurements. Source model and slip distribution of 

both events are determined using geodetic inversion based on an elastic dislocation model. 

The optimised source model for the main shock shows a thrust fault striking 285.9° NW-

SE and dipping 7.7° NE with a slight right-lateral component. The maximum slip of this 

event is up to 5.1m. The peak slip of distributed slip model for the major aftershock was 

found at the similar depth of main shock. The triggering relationship between main shock 

and major aftershocks is demonstrated based on the calculation of Coulomb stress change. 

4.1 Introduction 

On 25 April 2015, a significant earthquake with a magnitude of MW 7.8 struck the central 

Nepal at 06:11:25 UTC, recorded by the United States Geological Survey (USGS). 

According to the USGS, the hypocentre of this event was located at 28.231°N, 84.731°E 

with a depth of 8.2km, about 80km NW of Kathmandu, the capital of Nepal. This 

destructive earthquake caused nearly 9,000 fatalities and 22,000 people injured. Within 

the first 45 days of the main shock, 553 aftershocks with local magnitude larger than 4.0 

were recorded by the National Seismological Centre (NSC) and the Regional 

Seismological Centre (RSC). The relocated aftershocks shown in Figure 4.1 were 

collected from the (Adhikari et al., 2015), covering an area of approximately 220km × 

120km. The largest aftershock with a magnitude of MW 7.2 occurred on 12 May 2015, 

located about 140km SE of the main shock. More than 200 people were killed and over 

2500 were injured during this major aftershock. Focal mechanism from the USGS and 

the Global Centroid Moment Tensor (GCMT) (Dziewonski et al., 1981) both show a co-

seismic rupture occurred on a NW-SE striking, oblique-thrust fault with a low dip (6° 

from the GCMT and 7° from the USGS). 
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The epicentre of the 25 April MW 7.8 main shock is located along the Himalayas, a huge 

mountain range generated by the collision between Indian Plate and Eurasian Plate with 

a rate of about 20mm year-1 (Bilham et al., 1997, Lavé and Avouac, 2000, Stevens and 

Avouac, 2015). The collision between two plates also resulted in the highest and largest 

plateau in the world, the Tibetan Plateau. The Main Front Thrust (MFT) fault and the 

Main Himalaya Thrust (MHT) fault are the major active faults over this region. Historical 

earthquakes with MW ≥ 7.0 within 400km of this event indicated that the 2015 Nepal 

earthquake is not the largest event near this region. A magnitude of 8.0 (MW) recorded by 

USGS occurred on 15 January 1934, located about 240km SE of this event. A smaller 

historical event with MW 7.5 was recorded on 26 August 1833, located much closer to the 

main shock of the 25 April 2015 event (Szeliga et al., 2010). 

 

Figure 4.1 Geographical setting of the 25 April 2015 MW 7.8 Nepal Earthquake and the 

12 May 2015 MW 7.2 Aftershock superimposed on the elevation map derived from 3-arc 

SRTM data (Farr et al., 2007). Red and orange stars show the epicentres of main shock 

and MW 7.2 aftershock, respectively from USGS. Green dots are relocated aftershocks 

(4.0<MW<7.0) within the first 45 days (Adhikari et al., 2015). White stars represent the 

large historical earthquakes (MW≥7.0). Blue and yellow boxes show the spatial 

coverages of ALOS-2 and Sentinel-1A images used in this study. Black triangles are 

GPS stations. Red lines are active faults in this region (Styron et al., 2010). 
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Since the occurrence of the 25 April 2015 Nepal Earthquake, many researchers 

investigated this event using geodetic data. Wang and Fialko (2015) used the DInSAR 

observations from ALOS-2 data and GPS measurements to jointly model the co-seismic 

slip distribution and fault geometry for the main shock. Feng et al. (2015) jointly inverted 

the dataset of ALOS-2 descending ScanSAR, ascending StripMap and GPS data and 

revealed that a reverse fault with slight right-lateral strike-slip component. Feng et al. 

(2017) optimized the source model of this event using ALOS-2, Sentinel-1A, 

RADARSAT-2 and GPS data together. Fan and Shearer (2015) investigated the ruptures 

process of the main shock with globally recorded teleseismic P waves. Huang et al. 

(2017b) used the near-field and far-field high-rate GPS observations to explore the 

dynamic ground motions induced by the main shock. Wei et al. (2018) determined the 

co-seismic rupture process of the main shock using joint inversion of InSAR, GPS, strong 

motion and teleseismic waveforms. 

In this study, the fault geometry and slip distribution of the 25 April 2015 MW 7.8 main 

shock and the following 12 May 2015 MW 7.2 aftershock were investigated using a joint 

inversion of DInSAR and GPS measurements based on an elastic dislocation model 

(Okada, 1985). Coulomb stress changes on the source fault of main shock and the MW 7.2 

aftershock were calculated to demonstrate the relationship with aftershock distribution. 

In addition, the triggering relationship between the main shock and the MW 7.2 aftershock 

is discussed in Section 4.5. 

4.2 Geodetic Data 

4.2.1 SAR Data 

In this study, we used two pairs of SAR images from ALOS-2 satellite operated by Japan 

Aerospace Exploration Agency (JAXA) and two pairs from Sentinel-1A satellite operated 

by the European Program Copernicus from European Space Agency (ESA) to generate 

four co-seismic interferograms for the 2015 MW 7.8 Nepal Earthquake and the following 

significant aftershock with a magnitude of MW 7.2. The detailed information for each pair 

is shown in Table 4.1. The wavelength of ALOS-2 and Sentinel-1A data are 22.9cm and 

5.6cm, respectively. Both two pairs of ALOS-2 images used were acquired under the 

ScanSAR (Wide-Swath) mode with a swath of 350km. The Sentinel-1A image pairs were 

acquired in Terrain Observation by Progressive Scan (TOPS) mode with a swath width 

of 250km (Torres et al., 2012). The image coverage of each pair is shown in Figure 4.1. 
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The ALOS-2 ScanSAR images pairs used for the main shock and the MW 7.2 aftershock 

were captured on the same track (Track 48). It is noted that the epicentre areas of main 

shock and aftershock are fully covered by both ALOS-2 ScanSAR image pairs used, 

while the Sentinel-1A image pair used for main shock only cover approximate 70% of 

the epicentre area. The temporal baseline of two image pairs used for mapping the 

significant aftershock are just 14 and 12 days owing to the short revisit time of these two 

new generation satellites. This suggests that SAR image with wide swath width plays an 

important role in mapping extremely large earthquake. 

Table 4.1 Interferometric pairs used for the 2015 Nepal Earthquake Sequence 

Event Sensor Track Orbit 
Image 

Mode 

Interferometric 

Pair 

(yyyy/mm/dd) 

B⊥  

(m) 

TB
 

(d)
 

  

(°) 

M 

A2 48 DESC WD 
2015/02/22-

2015/05/03 
55.4 70 40.3 

S1A 19 DESC IWS 
2015/04/17-

2015/04/29 
39.9 12 39.6 

A 

A2 48 DESC WD 
2015/05/03-

2015/05/17 
100.7 14 40.3 

S1A 85 ASC IWS 
2015/05/03-

2015/05/15 
94.0 12 39.6 

A2 and S1A are ALOS-2 and Sentinel-1A, respectively. ASC and DESC are ascending and descending 

orbits, respectively. M and A represents the main shock and the MW 7.2 aftershock, respectively. WD is 

Wide-Swath (ScanSAR) mode and IWS is Interferometric Wide Swath (TOPS) mode. B⊥ is perpendicular 

baseline, TB is temporal baseline (day),   is incidence angle. 

 

4.2.2 DInSAR Measurements  

The ALOS-2 and Sentinel-1A Single Look Complex (SLC) data were processed up to 

interferograms using the interferometric module of SARscape software. The multi-look 

ratio between range and azimuth direction was set as 1 by 5 and 8 by 2 looks for the 

ALOS-2 ScanSAR and Sentinel-1A images, respectively. We used the topographic phase 
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generated from the 3 arc-second Digital Elevation Model (DEM) from the Shuttle Radar 

Topography Mission (SRTM) (Farr et al., 2007) to remove the topographic effects. All 

the interferograms were then filtered using Goldstein Adaptive Filter (Goldstein and 

Werner, 1998) to further reduce the noise. Then, a linear function, consisting of slant 

range coordinate (range, azimuth) and error phase was estimated afterwards, with 

observations on the non-deforming areas to remove the residual phase and orbital error. 

After that, the interferograms were unwrapped using Minimum Cost Flow algorithm 

(Costantini and Rosen, 1999) and geocoded to WGS84 geographic coordinate. 

The final displacement map for each pair is shown in Figure 4.2. Two long strip-like 

deformation areas along near west-east direction were observed from both pairs for the 

MW 7.8 main shock, as shown in Figure 4.2(a, b). The length of deformation area is up to 

140km. All of the deformation areas are located just between the epicentres of main shock 

and the MW 7.2 aftershock occurred on 12 May from the USGS. The maximum LOS 

deformation is 99.1cm and 118.0cm for ALOS-2 and Sentinel-1A pairs, respectively. 

Regarding to the displacement maps for the MW 7.2 aftershock, elliptic deformation area 

along west-east direction was observed on both sides of the epicentre of this event from 

ALOS-2 descending pair and Sentinel-1A ascending pair (Figure 4.2(c, d)). Both pairs 

show similar deformation pattern but with different maximum LOS deformation, 73.2cm 

for the ALOS-2 descending pair and only 68.8cm for the Sentinel-1A ascending pair. 

That could be caused by post-seismic deformation from small aftershock as the temporal 

baseline of ALOS-2 descending pair is longer than that of Sentinel-1A ascending pair. 

To reduce the data points used for inversion and improve computation efficiency, two 

displacement maps of main shock were downsampled using a regular mesh with 1000m 

  1000m around the deforming area and 5000m   5000m for the rest area. However, 

owing to smaller deformation area caused by the MW 7.2 aftershock, only the data points 

in the area between 27.0°N-28.9°N and longitude 85.3°E-86.9°E were preserved and then 

downsampled with the similar regular mesh with 500m   500m around the deforming 

area and 2000m   2000m for the rest. A total of 21591 points were obtained for the main 

shock, with 10760 for ALOS-2 and 10831 for Sentinel-1A, as shown in Figure 4.3(a, b). 

For the MW 7.2 aftershock, a total of 28191 points were preserved, with 15794 for ALOS-

2 and 12397 for Sentinel-1A (Figure 4.3(c, d)). 
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Figure 4.2 Co-seismic displacement maps of the 25 April MW 7.8 Nepal Earthquake 

from (a)-(b) ALOS-2 and Sentinel-1A descending data and the 12 May MW 7.2 

aftershock from (c)-(d) ALOS-2 descending and Sentinel-1A ascending data. Red lines 

are active faults around this region. Red star and black star are the epicentres of main 

shock (MW 7.8) and aftershock (MW 7.2) from the USGS, respectively. 
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Figure 4.3 Downsampled points from four co-seismic displacement maps used in this 

study. (a)-(b) ALOS-2 and Sentinel-1A descending displacement maps for main shock 

(MW 7.8); (c)-(d) ALOS-2 descending and Sentinel-1A ascending displacement maps 

for aftershock (MW 7.2). Red lines are active faults around this region. Red star in (a)-

(b) is main shock and white star in (c)-(d) is aftershock. Red and blue colours represent 

decrease and increase in the LOS range, respectively. 
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4.2.3 GPS Data 

Co-seismic GPS measurements, processed by the Advanced Rapid Imaging and Analysis 

(ARIS) Project at Jet Propulsion Laboratory (JPL) for natural hazards are available online 

(http://aria-share.jpl.nasa.gov/events/20150425-

Nepal_EQ/GPS/20150425Nepal_ARIA_Rapid_Offsets_v1.txt) with 9 GPS 

measurements in three directions and the corresponding standard deviations. We used the 

co-seismic measurements from 7 stations which are located between longitude 82°E and 

88°E for inversion as the other two stations are too far away from the epicentre of main 

shock. Figure 4.4 shows co-seismic GPS measurements in horizontal and vertical 

directions, respectively. The nearest two GPS stations are KKN4 and NAST within 90km 

of the epicentre of main shock. Both maximum horizontal and vertical co-seismic 

displacements were recorded on KKN4, with 188.4cm and 127cm, respectively. Less than 

1cm co-seismic displacements were recorded in the rest of GPS stations. 

 

Figure 4.4 Co-seismic GPS measurements of the 25 April Nepal Earthquake. Black 

triangles represent the locations of GPS stations with horizontal (blue arrows) and 

vertical (red arrows) measurements. Red star is the epicentre of main shock. Red lines 

are active faults. 

http://aria-share.jpl.nasa.gov/events/20150425-Nepal_EQ/GPS/20150425Nepal_ARIA_Rapid_Offsets_v1.txt
http://aria-share.jpl.nasa.gov/events/20150425-Nepal_EQ/GPS/20150425Nepal_ARIA_Rapid_Offsets_v1.txt
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4.3 Modelling 

All the downsampled DInSAR observations were inverted using a rectangular dislocation 

model in an elastic, homogeneous half-space (Okada, 1985) to describe the causative 

faults for the main shock and aftershock. Seven GPS measurements available with three 

components of co-seismic offsets were also included into the inversion for the man shock. 

Geodetic inversion consisted of two steps: a non-linear inversion was adopted to constrain 

all the fault parameters with a uniform slip model, followed by a linear inversion to infer 

slip distribution on the fault plane. 

Non-linear inversion, a mix algorithm of Gauss-Newton iteration and gradient descent 

such as the Levenberg-Marquardt (LM) least-squares approach (Marquardt, 1963), was 

applied to constrain 9 fault parameters, namely, length, width, depth, longitude, latitude, 

strike, dip, rake and slip. We applied one single rectangle fault plane as the causative fault 

for the main shock. After adopting the initial value from GCMT, the bounds of strike, dip 

and rake were set as [265°, 300°], [5°, 20°] and [90°, 110°] in the Non-linear search, 

respectively. It should be noted that only ALOS-2 ScanSAR descending data can fully 

cover the epicentre area and the bounds of fault location should be within the coverage of 

ALOS-2 descending displacement maps. As for the aftershock, a single fault plane was 

again adopted as being responsible for this significant event. And the bounds of strike, 

dip and rake were set as [295, 315], [5°, 20°] and [95°, 120°] in the search, respectively. 

To retrieve the distributed slip model, a linear inversion was adopted by fixing the fault 

geometry estimated from non-linear inversion. The length and width of fault plane for the 

main shock were extended to 160km×100km to fully cover the epicentre area, but only 

60km×45km for the aftershock owing to smaller epicentre area. Then the fault plane is 

subdivided into small patches along the strike and dip, with each of them measured 

5km×5km for both of events. To avoid extremely high values or oscillations in the result, 

a constrained least-squares algorithm with a damping parameter can be introduced into 

the system, as shown in Equation (4.1): 

                                                              

DInSAR

GPS 2

0

d
G

d m


 
  

=       

                                   (4.1) 

Where DInSARd and GPSd are DInSAR and GPS measurement vectors, m  is slip vector, G  

is Green’s function with an extended Laplacian operator 2  which is weighted by an 
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empirical coefficient   (Wright et al., 2003). Note that GPS measurement is only 

available for the main shock. The empirical coefficient  , also called damping factor, is 

determined based on the trade-off curve between the misfit of measurement and the 

solution roughness of slip distribution (Jónsson et al., 2002, Wright et al., 2004a). The 

optimal damping factor is chosen when it achieves the low misfit and small roughness at 

the same time (Figure 4.5). The damping factors were set to be 0.3 and 0.35 for main 

shock and aftershock, respectively to obtain the best-fitting results.  

 

Figure 4.5 Trade-off curve between the misfit of measurement and the solution 

roughness for the slip distribution of (a) the main shock and (b) the major aftershock. 

Each dot on the curves represents one individual experiment with specific value of 

damping factor. The red dot in (a) and green dot in (b) are the optimal damping factor 

with 0.3 and 0.35, respectively. 
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4.4 Result 

4.4.1 Modelling Result for the 25 April 2015 MW 7.8 main shock 

A joint inversion using DInSAR and GPS measurements was processed to invert the best-

fitting source fault. Our optimised uniform slip model shows that the 25 April 2015 Nepal 

Earthquake ruptured on a thrust fault with minor right-lateral component, striking 285.9° 

NW-SE and dipping 7.7° NE with a depth of 8km (referring to the top edge of the fault 

plane). The angle of strike in our study is similar to the results from the GCMT and (Wang 

and Fialko, 2015) but slightly smaller than that from the USGS and (Feng et al., 2017), 

as shown in Table 4.2. The rake is close to the solution from the GCMT and slightly 

smaller than that of the USGS and (Feng et al., 2017). However, the dip from this study, 

seismological and previous studies all suggest a small angle with about 7° NE. 

Fixing the fault geometry inverted from uniform slip model, extending the fault length 

and width, respectively, resulted in a distributed slip model from linear inversion. Figure 

4.6 shows the slip distribution on the fault plane as well as the aftershock distribution. 

Most of slip occurred on the fault segments at depth between 8-14km, with a peak slip of 

5.13m at a depth of 10.3km. The slip under the city of Kathmandu was up to 3m, which 

brought serious damage to the capital of Nepal. The slip pattern is similar with the 

displacement pattern observed from DInSAR, located around the middle of the main 

shock and the MW 7.2 aftershock. The estimated fault trace intersecting with the surface 

in our source model is close to the surface trace of MFT, indicating a good agreement 

between these two faults. The total inferred seismic moment was calculated at 

5.87×1020Nm, equivalent to a moment magnitude of MW 7.75, which is consistent with 

the results of the USGS and (Wang and Fialko, 2015) but slightly smaller than the GCMT 

(MW 7.9) and (Feng et al., 2017) (MW 7.85). Also, most of aftershocks located around the 

source plane (Figure 4.6(b)), suggesting consistence between fault geometry and 

aftershock distribution. 
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Table 4.2 Fault parameters of the 25 April 2015 MW 7.8 Nepal Earthquake from seismology and geodetic inversion 

Source 
Length 

(km) 

Width 

(km) 

Strike 

( ° ) 

Dip 

( ° ) 

Lon 

( ° ) 

Lat 

( ° ) 

Depth 

(km) 

Rake 

( ° ) 

Slip 

(m) 

Seismic 

Moment 

(1020Nm) 

MW Data 

USGS   290.0 7.0 84.731 28.731 8.2 101.0  6.62 7.80  

GCMT   287.0 6.0 85.330 27.910 12.0 96.0  8.39 7.90  

NSC/RSC     84.750 28.240     
7.60 

(ML) 
 

(Wang and Fialko, 2015) 150.0  285.0 7.0     5.80 6.08 7.79 A2, GPS 

(Feng et al., 2017) 180.0 92.0 290.0 6.0 85.392a 27.917a 9.1a 102.3 ~6.0 7.80 7.84 
A2, S1A, RS2 

and GPS 

Uniform Slip Model 84.9 35.3 285.9 7.7 85.351a 27.901a 8.0b 97.8 4.20 5.51 7.70 A2, S1A, GPS 

Distribution Slip Model 160.0 100.0 285.9 7.7 85.377a 27.984a 5.0b 97.8 5.12 5.87 7.75 A2, S1A, GPS 

A2, S1A and RS2 are ALOS-2, Sentinel-1A and RADARSAT-2, respectively 

a the location refers to the centre of the fault plane projected to the surface; b the depth refers to the top centre of the fault plane 
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Figure 4.6 Slip distribution and aftershock distribution of the 25 April 2015 MW 7.8 

main shock, 2D view of surface projection (a) and the corresponding 3D view (b). The 

white star in (a) is main shock, corresponding to the black sphere in (b). Blue square 

represents the city of Kathmandu. Black dashed line in (a) is fault trace intersected with 

the surface. Black dots in (a) are aftershocks, corresponding to the blue dots in (b). Red 

lines are active faults. 

 

The residual from DInSAR misfit analysis between observed and modelled data for the 

main shock as shown in Figure 4.7. The observed data were well reproduced for the most 

of the areas. The root mean square error (RMSE) values are 5.5cm and 3.2cm for the 

ALOS-2 ScanSAR descending and Sentinel-1A descending pairs, respectively. The 

residual deformation is probably caused by post-seismic deformation or secondary co-

seismic hazards. Also, the misfit between GPS observed and modelled data in horizontal 

and vertical directions, respectively, as shown in Figure 4.8. The GPS modelled data fit 

observed data considerably, with overall RMSE of 2.9cm. 
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Figure 4.7 DInSAR misfit analysis for the 25 April 2015 MW 7.8 main shock. Observed, 

modelled and residual data are ALOS-2 ScanSAR descending (a-c) and Sentinel-1A 

descending (d-f), respectively. Red star is main shock (MW 7.8) and black star is 

aftershock (MW 7.2). Red lines are active faults. 
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Figure 4.8 GPS (a) horizontal observed data (blue arrow) and modelled data (violet 

arrow), as well as (b) vertical observed data (red arrow) and modelled data (yellow 

arrow). The red star is main shock and black triangles are locations of GPS stations. Red 

lines are active faults. 

4.4.2 Modelling Result for the 12 May 2015 MW 7.2 aftershock 

The fault parameters of the 12 May 2015 MW 7.2 aftershock were inverted using ALOS-

2 descending and Sentinel-1A ascending data. The best-fitting uniform slip model 

inverted from non-linear inversion shows that the aftershock occurred on a reverse fault 
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with slightly large right-lateral component, with a strike of 303.0° and a dip of about 13° 

(Table 4.3). The initial optimised model from non-linear inversion suggests a smaller 

strike angle with just 287°. However, we fixed the strike to be 303° estimated from the 

USGS to obtain a fault model with a smaller dip angle. The dip angle in our study is 

slightly higher than the results of the USGS, GCMT and (Feng et al., 2017). The angle of 

strike, dip and rake are all larger than those from the main shock, suggesting this event 

ruptured on a different fault plane. Then fixing the fault geometry and extending the fault 

plane to 60km×45km (length and width), slip distribution for this event is inverted based 

on linear inversion, as shown in Figure 4.9. Most of slip concentrated at depth of 8-12km, 

with a maximum slip of 4.51m at a depth of 10.0km where the peak slip of the main shock 

was identified. The concentrated slip is much closer to the surface than the main shock 

but no surface rupture was observed. And the fault plane of this major aftershock is 

located on the eastern end of the source fault of main shock. The total inferred seismic 

moment was estimated at 4.87×1019Nm, equivalent to a moment magnitude of MW 7.17, 

which is similar with the results of the USGS, GCMT and (Feng et al., 2017). 

 

Figure 4.9 Slip distribution of 12 May 2015 MW 7.2 aftershock, 2D view of surface 

projection of fault plane (a) and the corresponding 3D view (b). White star in (a) is the 

epicentre of aftershock (MW 7.2), corresponding to the black sphere in (b). Black dashed 

line in (a) is fault trace intersected with the surface. Black dots in (a) are aftershocks, 

corresponding to the blue dots in (b). Red lines are active faults. 
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Table 4.3 Fault parameters of the 12 May 2015 aftershock from seismology and geodetic inversion 

Source 
Length 

(km) 

Width 

(km) 

Strike 

( ° ) 

Dip 

( ° ) 

Lon 

( ° ) 

Lat 

( ° ) 

Depth 

(km) 

Rake 

( ° ) 

Slip 

(m) 

Seismic 

Moment 

(1019Nm) 

MW Data 

USGS   303.0 9.0 86.066 27.809 15.0 110.0  9.89 7.20  

GCMT   307.0 11.0 86.080 27.670 12.0 117.0  8.84 7.20  

(Feng et al., 2017) 26.9 17.2 303.0 10.0 86.117a 27.757a 11.6a 113.0 ~6.0  7.20 
A2, S1A and 

RS2 

Uniform Slip Model 25.4 16.1 303.0 12.9 86.107a 27.751a 8.6b 116.3 3.7 4.50 7.12 A2 and S1A 

Distribution Slip 

Model 
60.0 45.0 303.0 12.9 86.139a 27.795a 6.7b 116.3 4.5 4.87 7.17 A2 and S1A 

A2, S1A and RS2 are ALOS-2, Sentinel-1A and RADARSAT-2, respectively 

a the location refers to the centre of the fault plane projected to the surface; b the depth refers to the top centre of the fault plane 
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The residual from DInSAR misfit analysis between observed and modelled data for the 

aftershock (MW 7.2), as shown in Figure 4.10. The modelled data fits the observed data 

well around the epicentre area but with slightly high residual in the far field. The root 

mean square error (RMSE) values are 3.2cm and 2.6cm for the ALOS-2 descending and 

Sentinel-1A ascending pairs, respectively. The residual is likely due to post-seismic 

deformation or secondary hazards caused by the main shock. 

 

Figure 4.10 DInSAR misfit analysis for the 12 May 2015 MW 7.2 aftershock. Observed, 

modelled and residual data are ALOS-2 ScanSAR descending (a-c) and Sentinel-1A 

ascending (d-f), respectively. Red star is epicentre of main shock (MW 7.8) and black 

star is the epicentre of aftershock (MW 7.2) from USGS. Red lines are active faults. 
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4.5 Discussion 

4.5.1 Coulomb Stress Change Analysis for the MW 7.8 main shock 

A co-seismic slip caused by large earthquake could lead to stress change on its source 

fault or the neighbouring active faults, which probably triggered further failure of the 

faults. To estimate the stress change induced by the 2015 MW 7.8 main shock, we adopted 

the inferred distributed slip model as the source fault, and calculate the stress change on 

the fault plane itself using a Coulomb Failure Function (Harris, 1998). Based on Coulomb 

Failure Function, the stress change on the specific receiver fault is shown as Equation 

(4.2): 

                                                 n( / 3)CFF T    =  +   −                                 (4.2) 

Where   is the shear stress change,   is the friction coefficient, n  is the normal 

stress change,   is the Skempton’s coefficient and T  is the stress tensor trace. It is noted 

that negative Coulomb stress change represents stress is decreasing, suggesting the risk 

of the failure is reducing. Positive Coulomb stress change indicates that the stress is 

increasing, which could further trigger earthquakes in the same location. We set the 

friction coefficient   and shear modulus to be 0.4 and 3.0×1010N/m, respectively. Figure 

4.11 shows the stress change on the fault plane of the main shock in 2D and 3D views. 

The maximum stress increase is 3.87MPa at a depth of 7km, and the peak stress decrease 

is -7.08MPa at a depth of 10.3km. The fault segments with stress increase mainly located 

at depth ranging from 5-8km and 12-16km, with high loaded stress areas (≥1.0MPa) up 

to 3450km2. Most of the aftershocks occurred on the fault segments with positive stress 

change. In addition, the segments with stress decrease (negative stress change) areas were 

basically identified at the middle of the fault plane where the main shock occurred. 

Therefore, the locations of stress increase areas are in good agreement with the aftershock 

distribution. 

We also found that the MW 7.2 event occurred in the areas of stress increase in the eastern 

end of source fault. In addition, four aftershocks (6.0≤ MW <7.0) were found at the eastern 

end and the west of the fault plane, i.e. the green circles shown in Figure 4.11. Three of 

them, MW 6.0 and MW 6.7 on 25 April, and MW 6.9 on 26 April 2015 all occurred in the 

segments with positive stress change, indicating that these aftershocks were promoted or 

triggered by the main shock. 
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Figure 4.11 Coulomb stress change on the source fault of the 25 April 2015 MW 7.8 

main shock. (a) 2D view of stress change on the fault plane with aftershock distribution 

(violet dots), main shock (red star) and white star (MW 7.2 aftershock). Red lines are 

active faults. (b) 3D view corresponding to (a). Green circles show the locations of 

aftershocks (6.0 ≤ MW < 7.0). 
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4.5.2 Triggering relationship between main shock and aftershock 

Our best-fitting source model of main shock suggests that the peak slip is up to 5.1m, 

smaller than 5.8m of the geodetic model from (Wang and Fialko, 2015) and 6.0m of the 

optimized model with more co-seismic DInSAR measurements from (Feng et al., 2017). 

Both source models of main shock and the following MW 7.2 aftershock reveal a reverse 

fault with a right-lateral component, which is consistent with the results from (Wang and 

Fialko, 2015) and (Feng et al., 2017). And our inverted model of the MW 7.2 aftershock 

ruptured on a smaller fault plane located on the eastern end of the source fault of main 

shock, with a maximum slip up to 4.8m. It is worth noting that both events reach its peak 

slip at the similar depth, with 10.3km for the main shock and 10.0km for the MW 7.2 

aftershock. 

Owing to the proximity between the MW 7.8 main shock and the MW 7.2 aftershock, it is 

essential to explore the stress transfer between these two different fault planes. To further 

investigate the triggering relationship between them, we adopted the distributed slip 

model of the MW 7.8 main shock as source fault and the MW 7.2 aftershock as receiver 

fault in the stress change estimation. Figure 4.12 shows the Coulomb stress change on the 

fault plane of main shock and stress transfer on the fault plane of aftershock. The fault 

plane of aftershock overlaps with the source plane of main shock at about 50% of its areas, 

as shown in Figure 4.12(a). It is also worth noting that fault plane of aftershock intersects 

with the source plane of main shock at depth ranging 10-13km (Figure 4.12(b)). We found 

that the stress changes on the fault plane of aftershock are mainly positive (stress increase) 

with only a few segments of stress decrease. High loaded stress areas (≥ 0.5MPa) on this 

fault are equal to 400km2. The peak positive stress on the fault plane of aftershock was 

estimated at 1.46MPa at a depth of 11km. The high amounts of positive stress changes on 

this fault evidenced that the 12 May 2015 MW 7.2 aftershock was probably promoted or 

triggered by the 25 April 2015 MW 7.8 main shock. 
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Figure 4.12 Coulomb stress change on the source fault of the MW 7.8 main shock and 

the stress transfer on the MW 7.2 aftershock. (a) 2D view, red star and white star 

represent the epicentres of main shock and major aftershock (MW 7.2), respectively. 

Blue stars are historical earthquakes. Violet square represents the city of Kathmandu. 

Black dots are aftershock distribution. Red lines are active faults. (b) 3D view 

corresponding to (a). 
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Also, two major historical earthquakes, the MW 8.0 Nepal-India border Earthquake on 15 

January 1934 and the MW 7.5 Nepal Earthquake on 26 August 1833 both occurred near 

or along the MFT. And the 1833 MW 7.5 event is close to the 2015 MW 7.8 main shock 

and the MW 7.2 aftershock. It is likely that these two events occurred on the same source 

fault. 

4.6 Conclusion  

In this study, we jointly used DInSAR and GPS measurements to determine the source 

parameters and slip distribution for the 25 April 2015 MW 7.8 Nepal Earthquake. The 

maximum DInSAR measurement for this event is up to 120cm along the LOS direction. 

The best-fitting source model indicate a thrust fault striking 285.9° NW-SE and dipping 

7.7° NE with a slight right-lateral component. The peak slip is up to 5.12m at a depth of 

10.3km. The total seismic moment is estimated at 5.87×1020Nm, equivalent to a moment 

magnitude of MW 7.75, slightly smaller than the solution of the USGS.  

The following 12 May 2015 MW 7.2 aftershock was also investigated using ALOS-2 

ScanSAR descending and Sentinel-1A data. The inverted results of strike, dip and rake 

angles for the aftershock are higher than those for the main shock but both events reach 

its own peak slip at a similar depth (~10.0km). A maximum slip of 4.87m is observed at 

a depth of 10.3km for the aftershock. The estimation of Coulomb stress change on the 

source fault of main shock demonstrated the consistence between stress increase areas 

and aftershock distribution. Also, we found that the MW 7.2 event and other three major 

aftershocks (6.0 ≤ MW < 7.0) occurred on the high stress loaded areas of the source fault 

of main shock, which evidenced the triggering relationship between the main shock and 

these major aftershocks. New generation of SAR satellites (e.g. ALOS-2, Sentinel-1A/B) 

plays an important role in mapping and monitoring the large earthquakes owing to their 

larger spatial coverage and higher resolution. 
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Chapter 5 Finite Fault Model of the 24 August 2016 

Amatrice Earthquake (Central Italy) Inferred 

from DInSAR and GPS Co-seismic Deformation 

The co-seismic deformation and source model of the 24 August 2016 MW 6.2 Amatrice 

Earthquake (Central Italy) are investigated by using a combined inversion of Differential 

Interferometric Synthetic Aperture Radar (DInSAR) and GPS measurements. In this 

study, the SAR images acquired by ALOS-2 (L-band) and Sentinel-1A/B (C-band) 

satellites from both ascending and descending tracks are used to map the co-seismic 

deformation caused by this event. The ground deformation measured from DInSAR is up 

to 30cm in the radar line-of-sight (LOS) direction and clearly shows two similar lobes of 

co-seismic deformation located in the NW and SE of the epicentre area. Firstly, the source 

parameters are estimated by a non-linear inversion in a homogeneous elastic half-space 

with DInSAR measurements and GPS data. Our best-fit uniform slip model shows a 

normal single fault with a small left-lateral component, striking ~163° NNW-SSE and 

dipping ~46° SW and the average rake is -79°. Then the slip distribution is inferred from 

linear inversion by fixing source geometry estimated from uniform slip model and 

dividing the fault plane into 576 patches with each of them measured 1km×1km. The 

distributed slip model clearly shows two separate asperities on the north and south of the 

fault plane, which is in accordance with the deformation pattern measured from DInSAR. 

The maximum slip reaches 1.3m with a depth of 5km and the inferred seismic moment is 

2.48×1018 Nm, corresponding to a magnitude of MW 6.2, which is in agreement with the 

seismological solution from the National Earthquake Information Centre (NEIC) under 

the United States Geological Survey (USGS). 

 

5.1 Introduction 

On 24 August 2016, at 01:36 UTC, an Mw 6.2 earthquake struck central Italy, causing 

severe damage over a large area and about 300 casualties between the towns of Norcia 

and Amatrice and surroundings. The town of Amatrice suffered the most severe damage 

due to the vulnerability of local buildings and site amplification from basin (Piccardi et 

al., 2016). The overall geological setting of the affected region is shown in Figure 5.1. 
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The main shock is located on the central Apennines mountain belt which is the most 

seismically active zone in Italy (Pizzi and Galadini, 2009), with its epicentre at (42.723°N, 

13.188°E) according to the USGS, about 45km north of L’Aquila which suffered an MW 

6.3 quake in 2009 (Atzori et al., 2009). And the hypocentre is located at a depth of about 

8km, along the pre-existing Mt. Vettore-Mt. Bove Fault System (VBFS) and Laga 

Mountains Fault System (LMFS) striking in the NNW-SSE direction. The main shock 

was followed by a relative large aftershock with Mw 5.3, located about 15km from the 

NW of the main shock. Figure 5.1 also presents the aftershocks distribution (yellow 

circles) which is above Mw 2.0 recorded until 15 September 2016, and the spatial 

coverage of SAR images from ALOS-2 and Sentinel-1A/B. The epicentre area is well 

covered by SAR images both in the ascending and descending tracks. The aftershocks 

covered a large area with a 30km strike along SSE to NNW and about a width of 10km 

to 15km. On 26 October 2016, another major shock (Mw 5.9) occurred at about 30km 

northwest of the Amatrice Earthquake, and a few days later, another earthquake (Mw 6.6) 

occurred on 30 October 2016, located just between the former two shocks, as shown in 

Figure 5.1 (red stars). 

Many researchers have investigated the source model of the Amatrice Earthquake using 

geodetic data and seismological data. (Tinti et al., 2016) presented the source model by 

inverting the strong motion data. (Cheloni et al., 2016) used continuous Global 

Positioning System (GPS) measurements to determine the fault geometry and co-seismic 

slip. (Lavecchia et al., 2016) used co-seismic DInSAR measurements to determine both 

double-fault model and single-fault model. Co-seismic GPS (105 stations) and DInSAR 

measurements are used to optimized the fault geometry of the Ametrice Earthquake by 

(Huang et al., 2017a). (Liu et al., 2017) jointly inverted data set of near-field strong 

motion, teleseismic and static GPS displacements to determine the rupture features of this 

event. (Cheloni et al., 2017) determined the source parameters for the Amatrice 

Earthquake by investigating geodetic data set of InSAR and GPS measurements (58 

stations). (Xu et al., 2017) used joint inversion of InSAR and full set of GPS (128 stations) 

measurements to investigate the source parameters. The results of source parameters for 

each study are shown in Table 5.1.  

In this study, we mainly investigated the co-seismic deformation and source model of the 

2016 Amatrice Earthquake by using the combination of Differential Interferometric 

Synthetic Aperture Radar (DInSAR) observations from ALOS-2 and Sentinel-1A/B and 
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co-seismic GPS measurements. Based on the elastic fault model (Okada, 1985), the fault 

parameters and slip distribution were inverted for the Amatrice Earthquake. Our overall 

strategies are similar with the published work using DInSAR and GPS (Lavecchia et al., 

2016, Huang et al., 2017a, Cheloni et al., 2017, Xu et al., 2017), but we obtained a 

different result of stress change from the Coulomb stress change analysis. Finally, we 

demonstrated that the combination of DInSAR and GPS measurements is an effective 

tool for co-seismic deformation monitoring and earthquake source modelling. 

 

Figure 5.1 Geographical setting with main shock (white star), aftershocks (yellow 

circles), active faults (red lines) from INGV, GPS stations (green triangles) and spatial 

coverage of SAR images (blue rectangles for ALOS-2 images and yellow rectangles for 

Sentinel-1A/B images). The blue star represents the significant Mw 5.3 aftershock. The 

red stars represent the October 26 and October 30 main shocks. The yellow scaled 

circles present the locations of aftershocks (Mw> 2.0) from 24/08/2016 to 15/09/2016 

collected from Institute of Geophysics and Volcanology (INGV) National Earthquake 

Centre [http://cnt.rm.ingv.it/tdmt]. 

http://cnt.rm.ingv.it/tdmt
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Table 5.1 Source parameters of the 24 August 2016 Amatrice Earthquake 

Source 
Length 

(km) 

Width 

(km) 

Depth 

(km) 

Strike 

( ° ) 

Dip 

( ° ) 

Lon 

( ° ) 

Lat  

( ° ) 

Rake 

( ° ) 

Slip 

(m) 

Seismic 

Moment 

(1018Nm) 

MW Data 

USGS   4.4 165.0 49.0 13.188 42.723 -78.0  2.45 6.2  

GCMT   12.0 145.0 38.0 13.220 42.640 -101.0  2.48 6.2  

INGV   5.0 155.0 41.0 13.220 42.710 -93.0  1.07 6.0  

(Tinti et al., 

2016) 
26.0 12.0 7.3 156.0 50.0 13.230 42.700 

-120.0~ 

-70.0 
 1.60 6.1 Strong motion 

(Cheloni et al., 

2016) 
20.4 5.0 2.8 161.5 45.6 13.255 42.745 -78.0 0.70 2.13 6.2 GPS 

(Lavecchia et al., 

2016) 
38.0 14.0 0.5 161.0 46.0 13.237 42.728 -92.0 0.60 2.50 6.2 A2, S1 

(Huang et al., 

2017a) 
39.0 15.0  167.0 46.0   -73.0  1.88 6.2 A2, S1, GPS 

(Liu et al., 2017) 28.8 16.0 4.4 155.0 46.0 13.234 42.698   2.30 6.2 
GPS, strong motion, 

teleseismic waveforms 
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(Cheloni et al., 

2017) 
    

50.0/

40.0 
    2.12 6.2 A2, S1, GPS 

(Xu et al., 2017) 

Uniform Slip 

Model 

18.6 5.9 2.7 164.0 43.6 13.259 42.735 -68.2 0.63 2.07 6.2 A2, S1, GPS 

(Xu et al., 2017) 

Distributed Slip 

Model 

36.0 18.0 2.7 164.0 43.6 13.259 42.735 -89.7 1.26 2.16 6.2 A2, S1, GPS 

Uniform Slip 

Model 
19.0 5.4 1.5** 163.4 46.1 13.237* 42.730* -78.6 0.62 1.89 6.2 A2, S1, GPS 

Distributed Slip 

Model 
36.0 16.0 0.8** 163.4 46.1 13.218* 42.725* -78.6 1.33 2.48 6.2 A2, S1, GPS 

A2 and S1A represent ALOS-2 and Sentinel-1A/B, respectively. 

* the location refers to the centre of the fault plane projected to the surface 

** the depth refers to the top centre of the fault plane 
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5.2 Geodetic Data 

5.2.1 SAR Data 

We generated four co-seismic interferograms with two pairs of SAR images from ALOS-

2 satellite operated by Japan Aerospace Exploration Agency (JAXA), and another two 

from Sentinel-1A/B satellite operated by European Program Copernicus from European 

Space Agency (ESA), both of them available in the ascending and descending tracks. 

Specifically, Table 5.2 shows the detailed information for each interferometric pair. The 

wavelengths of ALOS-2 and Sentinel-1A/B are 22.9cm and 5.6cm, respectively. It is 

noted that the post-seismic ALOS-2 image in the ascending track was captured 

immediately on the same day of main shock thanks to the emergency response of JAXA. 

The ascending ALOS-2 pair, though its long time delay (350 days) and relatively larger 

spatial baseline (198m), achieve a good level of coherence due to the L-band’s high 

penetration in vegetation area. 

Table 5.2 The processed interferometric pairs for the 2016 Amatrice Earthquake 

Sensor Orbit 
Image 

Mode 

Interferometric 

Pair 

(dd/mm/yyyy) 

Track 
B⊥   

(m) 

TB    

(days) 

  

(°) 

A2 ASC SM 
09/09/2015-

24/08/2016 
197 198.9 350 36.6 

A2 DESC SM 
25/05/2016-

31/08/2016 
92 -88.2 98 32.9 

S1 ASC IWS 
15/08/2016-

27/08/2016 
117 -33.1 12 39.0 

S1 DESC IWS 
21/08/2016-

27/08/2016 
22 -79.3 6 39.0 

A2 and S1A are ALOS-2 and Sentinel-1A/B, respectively. ASC and DESC are ascending and descending 

orbits, respectively. SM is StripMap mode and IWS is Interferometric Wide Swath (TOPS) mode. B⊥  is 

perpendicular baseline (m), TB  is temporal baseline (day),   is incidence angle. 
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5.2.2 DInSAR measurements 

Four interferometric pairs were processed with Two-Pass DInSAR technique (Massonnet 

et al., 1993) using the interferometric module of SARscape software. Note that the 

ascending Sentinel-1A/B interferogram is composed of two frames to fully cover the epi-

central area. We processed each ascending Sentinel-1A/B frame to wrapped phase and 

then both of them were mosaicked to form one interferogram. The signal-to-noise ratio 

(SNR) of each interferogram was improved by averaging the ALOS-2 images with 3 by 

8 or 6 looks and 1 by 5 looks for Sentinel-1A/B images, in range and azimuth directions 

respectively. Eight or six looks is applied in azimuth direction owing to different 

overlapping rates between master and slave images. Topographic effects were removed 

with the topographic phases derived from 3 arc-second Digital Elevation Model (DEM) 

from the Shuttle Radar Topography Mission (SRTM) (Farr et al., 2007). The 

interferometric noise was further reduced by using Goldstein Adaptive Filter (Goldstein 

and Werner, 1998), and then the interferometric phase was unwrapped by using Minimum 

Cost Flow algorithm (Costantini, 1998). After interferometric processing, four geocoded 

co-seismic displacement maps with 90m resolution can be generated by converting the 

unwrapped phase to deformation. Figure 5.2 shows four co-seismic deformation maps 

generated from the ALOS-2 and Sentinel-1A/B interferometric pairs. The ground 

deformation maps generated from four co-seismic interferograms show similar 

displacement pattern, with two similar deformation lobes in the NNW-SSE direction. The 

maximum negative LOS displacement was estimated at 20.5cm for ALOS-2 ascending 

track, 30.3cm for ALOS-2 descending track, 20.2cm for Sentinel-1 ascending track and 

21.5cm for Sentinel-1 descending track, respectively, which is similar with the published 

results (Lavecchia et al., 2016, Huang et al., 2017a, Cheloni et al., 2017, Xu et al., 2017). 

The vertical and east-west displacement components can be estimated through weighted 

least squares fitting by assuming the insensitive north-south displacement was negligible 

(Ng et al., 2011, Ng et al., 2012). The ascending and descending Sentinel-1A/B 

displacement maps were combined to retrieve the vertical and east-west displacement 

components, as shown in Figure 5.3. The westward deformation is identified in the both 

sides of the epicentre, with peak deformation of 10.5cm. The eastward movement is 

relatively smaller, with 7.8cm at most, located around and northwest of the epicentre. In 

contrast, the deformation pattern of vertical component is similar with the DInSAR LOS 

deformation pattern, suggesting that the vertical component contributes the most for this 
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event. There are two significant subsidence lobes around and northwest of the epicentre, 

with peak deformations of 20.5cm and 22.0cm, as shown in the profile plot along A-A’ 

section (Figure. 5.3(c)). 

 

Figure 5.2 ALOS-2 and Sentinel-1A/B co-seismic deformation maps. (a) ALOS-2 

ascending (Track 197); (b) ALOS-2 descending (Track 92); (c) Sentinel-1A/B 

ascending (Track 117); (d) Sentinel-1A/B descending (Track 22). Black squares 

represent the major cities. The white star is main shock and red lines are active faults. 
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Figure 5.3 Co-seismic displacement in (a) east-west and (b) vertical directions retrieved 

from Sentinel-1A/B ascending and descending LOS displacement maps. The white star 

shows the epicentre from the USGS. (c) Profile plot along A-A’section across the areas 

of maximum deformation in the vertical displacement (b). 

The four displacement maps include several millions data points, so it is unnecessary to 

use all of them. We preserve the data points in the area between latitude 42.505°N- 

42.975°N and longitude 12.977°E - 13.479°E. And the four displacement maps were 

downsampled with a regular mesh which is 500m × 500m around the deforming area and 

2000m × 2000m for the rest area. A total of 7891 data points are obtained, 3480 points 

for ALOS-2 and 4411 points for Sentinel-1A/B, as shown in Figure 5.4. 
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Figure 5.4 Downsampled measurement points from four co-seismic deformation maps 

used in this study. (a) ALOS-2 ascending (Track 197); (b) ALOS-2 descending (Track 

92); (c) Sentinel-1A/B ascending (Track 117); (d) Sentinel-1A/B descending (Track 

22). White star is main shock. 

5.2.3 GPS Data 

Co-seismic GPS measurements, collected and processed by INGV National Earthquake 

Center (CNT) (Cheloni et al., 2016), are available online with 106 GPS measurements in 

three directions (East/North/Up) and the corresponding standard deviations. These co-

seismic GPS measurements are obtained from the analysis of pre- and post-seismic data 

from continuous GPS stations (INGV Working group "GPS Geodesy (GPS data and data 
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analysis center)", 2016). It should be noted that the measurement from GPS station named 

GUB2 is not included in the following inversion steps due to its relatively high vertical 

measurement in the far field (Huang et al., 2017a). Figure 5.5 shows the GPS horizontal 

and vertical co-seismic measurements with main shock. 

 

Figure 5.5 GPS horizontal (blue arrows) and vertical (red arrows) co-seismic 

measurements. Black squares denote the location of each GPS station. The station 

named GUB2 is highlighted with violet squares and label. The white star represents 

main shock. 

5.3 Modelling 

To further analyse and describe the causative fault for the main shock, we jointly invert 

the DInSAR and GPS measurements using a finite dislocation model in an elastic, 

homogeneous half-space (Okada, 1985). Basically, our geodetic modelling method 

consists of two steps: firstly a non-linear inversion is adopted to constrain all the fault 

parameters with a uniform slip model, followed by a linear inversion to infer the slip 

distribution on the fault plane. 

Firstly a non-linear inversion, a mix algorithm of Gauss-Newton iteration and gradient 

descent as the Levenberg-Marquardt (LM) least-squares approach (Marquardt, 1963), is 

applied to constrain 9 fault parameters (namely, length, width, depth, longitude, latitude, 

strike, dip, rake, slip) by assuming no dilation between the hanging wall and footwall. In 

order to retrieve the slip distribution on the fault plane, a linear inversion is adopted by 
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fixing the fault geometry inverted from the non-linear inversion (Table 5.1). According 

to the aftershock distribution, the length and width of the fault plane are extended to 36km 

and 16km, respectively. Then the fault plane is subdivided into 576 patches along the 

strike and dip, with each of them measured 1km×1km. To avoid very high value or 

oscillations in the result, a damping parameter can be introduced into the system, shown 

as Equation (5.1): 

                                                           

DInSAR

GPS 2

0

d
G

d m


 
  

=       

                                      (5.1) 

Where DInSARd and GPSd are DInSAR and GPS measurement vectors, m  is slip vector, G  

is Green’s function with an extended Laplacian operator 2  which is weighted by an 

empirical coefficient   (Wright et al., 2003). The empirical coefficient  , also called 

damping factor, is determined based on the trade-off curve between the measurement 

misfit and the roughness of the slip distribution (Jónsson et al., 2002, Wright et al., 2004a). 

The optimal damping factor was set to be 0.18 to obtain the best-fitting results (Figure 

5.6). To increase the reliability of the source model, a non-negative least square algorithm 

is adopted to positively invert this system (Atzori and Salvi, 2014). 

 

Figure 5.6 Trade-off curve between the misfit of measurement and the solution 

roughness for the slip distribution. Each dot on the curves represents one individual 

experiment with specific value of damping factor. The red dot is the optimal damping 

factor with 0.18. 
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5.4 Result 

The non-linear inversion was processed with 9 fault parameters free and the best-fit 

source parameters from seismology, published research and our study are shown in Table 

5.1. Note that both (Lavecchia et al., 2016) and (Cheloni et al., 2017) have the double-

fault solution and only single-fault solution is presented for Lavecchia et al. (Lavecchia 

et al., 2016). The latitude and longitude in (Cheloni et al., 2017) indicate the coordinates 

of the centre of the top edge of the fault plane. The depth in the uniform slip model and 

distributed slip model is the distance between the upper edge of fault plane and the surface. 

The slip in the distributed slip model is the peak slip. The best-fit source parameters 

constrained from the non-linear inversion shows a normal single fault with a small left-

lateral component, striking 163.4° NNW-SSE and dipping 46.1° SW and the average rake 

is -78.6°. The strike, dip and rake angle are similar to the result from U.S. Geological 

Survey National Earthquake Information Center (NEIC) (strike/dip/rake - 165°/49°/-78°). 

Figure 5.7(a) shows the slip distribution on the fault plane inverted from distributed slip 

model. The orientation and location of the fault plane are fixed from non-linear inversion, 

while the length and width are extended. The inferred slip distribution shows two distinct 

asperities on the north and south of the fault plane, which is in accordance with the 

deformation pattern measured from DInSAR. The maximum slip reaches up to 1.3m with 

a depth of 5km in the northern asperity and the peak slip in the southern part is 1.1m. 

Furthermore, the aftershocks presented in Figure 5.7(a, b) are located near the two slip 

asperities and around the fault plane, indicating a good agreement between fault geometry 

and aftershock distribution. Note that the top edge of the fault plane is just 800m below 

the surface and some of slip might reach up to the surface, which could lead to local 

surface ruptures in certain areas. This also can be proved by the co-seismic rupture 

evidence surveyed by the INGV geological survey teams (EMERGEO Group) 

(EMERGEO Working Group, 2016). The inferred overall seismic moment is 

2.48×1018Nm, corresponding to a magnitude of Mw 6.2, which is consistent with the 

solutions from the UGSS NEIC and the Global Centroid Moment Tensor (GCMT), but 

slightly larger than the INGV (MW 6.0). 
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Figure 5.7 Slip distribution for the Amatrice Earthquake. (a) 2D map view of slip 

distribution with main shock (white star), aftershocks (blue dots), active faults (red 

lines) and estimated fault trace (black line). (b) 3D view of slip distribution with 

aftershock distribution and main shock (black sphere). 

 

To estimate the misfit between DInSAR observations and model data, the residual data is 

also shown in the Figure 5.8(a-l). The RMSE estimated from residual data are 1.8cm, 

2.0cm, 1.3cm and 1.5cm for ALOS-2 ascending, ALOS-2 descending, Sentinel-1A/B 

ascending and Sentinel-1A/B descending, respectively. We can see that the misfits for the 

ALOS-2 data both are higher than those from Sentinel-1A/B data possibly because 

ALOS-2 data (L-band) is more sensitive to ionospheric disturbances (Huang et al., 2017a). 

Also, the misfit and possible noise could be caused by atmospheric delay, orbital and 

unwrapping errors, neglected slip from major aftershocks and secondary co-seismic 

geological disasters (landslides and rockfalls). Also, the comparison between GPS 

observed and model data in horizontal and vertical directions, respectively, are shown as 

Figure 5.9(a, b). The GPS model data fit observed data considerably, with RMSE 

estimations are 1.81, 1.06 and 4.15mm for east, north and vertical directions, respectively. 
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Figure 5.8 DInSAR fitting deformation for the 2016 24 August, Amatrice Earthquake. 

Observed, modelled, and residual data from ALOS-2 ascending (a-c), ALOS-2 

descending (d-f), Sentinel-1A/B ascending (g-i), Sentinel-1A/B descending (j-l). The 

white star is main shock and black lines in (a)-(l) are active faults from INGV. 
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Figure 5.9 GPS horizontal (a) observed (blue) and model (green) data, as well as GPS 

vertical (b) observed (red) and model (yellow) data. The white star is main shock. 

5.5 Discussion 

5.5.1 Coulomb Stress Change Analysis 

To understand the stress variation induced by the Amatrice Earthquake, we used the 

inferred distributed slip model as the source and estimated the stress change on the fault 
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plane itself using the Coulomb Failure Function (Harris, 1998). Based on the Coulomb 

Failure Function, the stress change on the specific receiver fault is shown as Equation 

(5.2): 

                                                n( / 3)CFF T    =  +   −                                  (5.2) 

Where  is the shear stress change,   is the friction coefficient, n  is the normal 

stress change,   is the Skempton’s coefficient and T  is the stress tensor trace. Positive 

stress change indicates the risk of failure is increasing, which could further trigger 

earthquakes in this area, and vice versa. We set the friction coefficient   and shear 

modulus to be 0.4 and 3.0×1010N/m, respectively. Figure 5.10(a) shows the stress change 

induced by the slip distribution on the fault plane. The maximum stress variation reaches 

-11.33MPa, located in the northern slip asperity with 5km of depth. From the 3D view of 

stress change and aftershocks (Figure 5.10(b)), positive stress changes mainly occurred 

at a depth ranging from 1-2km and 7-9km, coinciding with the majority of aftershocks. 

Therefore, high stress-loaded areas are consistent with the aftershock distribution. The 

positive stress change on the fault plane was up to 4.8MPa and high loaded stress areas 

(>0.5MPa) equated to about 193km2. 

 

Figure 5.10 Stress change on (a) the source plane and (b) the corresponding 3D view. 

The white star is main shock, black dots are aftershocks and red lines are active faults 

from INGV. The red stars are October 26 MW5.9 and October 30 MW6.6 main shocks. 
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5.5.2 Triggering Relationship with the October 26 and 30 Event 

The following two events (the 26 and 30 October earthquakes) occurred in the vicinity of 

the epicentre area of the Amatrice Earthquake (Figure 5.10). To further explore whether 

these two events were triggered by the first main shock (the Amatrice Earthquake), we 

adopted the distributed slip model of the Amatrice Earthquake obtained in this study as 

source fault, and the fault geometries and slip distribution of two posterior events inverted 

from the published work (Xu et al., 2017) as the receiver faults based on the calculation 

of the Coulomb stress change. The stress change on the fault plane of 26 October event 

is estimated only based on the source fault of the Amatrice Earthquake, while the stress 

change on the 30 October event is obtained based on the joint effect of the previous two 

events since this event is located just between the previous shocks. 

The result of stress change on the fault plane of the 26 October event is shown in Figure 

5.11(a). The stress increase dominated the whole fault plane, with the peak positive stress 

change of 0.33MPa located in the southern end of the fault plane. The high stress loaded 

areas (≥0.05MPa) on the fault plane is up to 113km2. Around the epicentre of the 26 

October event, the average stress increase is about 0.02MPa, suggesting that the fault 

plane was brought closer to failure by the Amatrice Earthquake. Figure 5.11(b) shows the 

result of the Coulomb stress change on the fault plane of the 30 October event. Similar 

with the result of the 26 October event, the segments with stress increase occupied most 

of the areas of the fault plane, with totally 311km2. The highest positive stress change is 

up to 0.97MPa. The epicentre of the 30 October event is located on the segments with 

positive stress change, and the mean stress increase around the epicentre is approximate 

0.09MPa. It should be noted that the peak stress increases estimated for both events in 

this work are relatively higher than the result of (Xu et al., 2017).  

Both two following events are located around the areas with positive stress change (stress 

increase), also known as the stress triggering zones. This suggested that the Amatrice 

Earthquake may promote or trigger the following earthquake sequence (26 October 2016 

Mw 5.9 and 30 October 2016 Mw 6.6 earthquakes). 
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Figure 5.11 Coulomb stress change on (a) the fault plane of the 26 October 2016 event 

(Xu et al., 2017) induced by the Amatrice Earthquake, (b) the fault plane of the 30 

October 2016 event jointly induced by the 26 October 2016 and the Amatrice 

Earthquake. The red lines are active faults from INGV. The white, green and red stars 

represent the epicenter of the Amatrice Earthquake, the 26 October event and the 30 

October event, respectively. 

5.6 Conclusion 

In this study, source parameters and slip distribution of the 24 August 2016 Mw 6.2 

Amatrice Earthquake (Central Italy) are investigated by using the DInSAR and GPS 

measurements. Our best-fit source parameters are in good agreement with the results of 

USGS, GCMT, INGV, the published work (Tinti et al., 2016, Cheloni et al., 2016, 

Lavecchia et al., 2016, Huang et al., 2017a, Liu et al., 2017, Cheloni et al., 2017, Xu et 

al., 2017) and aftershock distribution. Our study presents a normal fault plane striking 

NNW-SSE direction with a small left-lateral component. We found a maximum slip of 

1.33m in the slip distribution and estimated seismic moment is 2.48×1018Nm (Mw 6.2). 

Two slip asperities from the distributed slip model are consistent with the deformation 

pattern measured from DInSAR. The stress change on the fault plane also shows 

consistency between high stress-loaded areas and aftershock distribution. Most 
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importantly, based on the source model of the published work (Xu et al., 2017), we found 

that the following earthquake sequence (October 26 and October 30 Earthquakes) could 

be probably triggered by the Amatrice Earthquake through the Coulomb stress change 

transfer. Thanks to the short revisit time of ALOS-2 and Sentinel-1A/B satellites, 

DInSAR can be used to map the co-seismic deformation of epi-central area and deliver 

comprehensive geological information for assessment of seismic hazard within a week 

after the main shock. 

In the future, the double-fault solution for the 2016 Amatrice Earthquake will be studied 

to compare with the single-fault solution in this chapter. Furthermore, we hope that the 

natural hazard response and risk assessment for earthquakes can be carried out in near 

real-time with the development of satellites and DInSAR technique. 
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Chapter 6 Co-seismic deformation and source 

model of the 12 November 2017 MW 7.3 

Kermanshah Earthquake (Iran-Iraq border) 

investigated through DInSAR measurements 

A large earthquake with a magnitude of MW 7.3 struck the border of Iran and Iraq at the 

province of Kermanshah, Iran. In our study, co-seismic deformation and source model of 

the 12 November 2017 Kermanshah Earthquake are investigated using ALOS-2 

ScanSAR and Sentinel-1A/B TOPS SAR Differential Interferometric Synthetic Aperture 

Radar (DInSAR) techniques. Geodetic inversion has been performed to constrain source 

parameters and invert slip distribution on the fault plane. The optimised source model 

from joint inversion shows a blind reverse fault with a relatively large right-lateral 

component, striking 353.5° NNW-SSE and dipping 16.3° NE. The maximum slip is up 

to 3.8m at 12-14km depth and the inferred seismic moment is 1.01×1020 Nm, 

corresponding to MW 7.3, consistent with seismological solutions. The high spatial 

resolution optical images from SuperView-1 satellite suggest that most of linear surface 

features mapped by DInSAR measurements are landslides or surface cracks triggered by 

the earthquake. Coulomb stress changes on the source fault indicating consistency 

between aftershock distribution and high loaded stress zones. Based on the stress change 

on neighbouring active faults around this area, the Kermanshah Earthquake has brought 

two segments of the Zagros Mountain Front Fault (MFF), MFF-1 and MFF-2, 0.5-3.1MPa 

and 0.5-1.96MPa closer to failure, respectively, suggesting the risk of future earthquakes. 

Recent major aftershocks (MW≥5.0) could probably ease the seismic hazard on MFF-2, 

but the risk of earthquakes on MFF-2 is still increasing. 

6.1 Introduction 

6.1.1 The 12 November 2017 Kermanshah Earthquake 

On 12 November 2017, an MW 7.3 earthquake struck the border region between Iran and 

Iraq, causing severe infrastructure damage over large areas with more than 620 fatalities 

and 8100 people injured. According to the United States Geological Survey (USGS), the 

epicentre was located at 34.905°N and 45.956°E with a depth of 19km 

(https://www.usgs.gov/news/magnitude-73-earthquake-iraniraq-border). A significant 

https://www.usgs.gov/news/magnitude-73-earthquake-iraniraq-border
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foreshock with a magnitude of 4.4 occurred about one hour before the main shock, located 

just 60km SW of the main shock. Aftershocks with MW > 2.5, as collected from the 

Iranian Seismological Centre (IRSC) between 12 November 2017 and 15 April 2018 

suggest that the epicentre zone covered an area of approximately 100km×80km (Figure 

6.1). The epicentre location and moment magnitude of this event were also determined 

by the strong motion data of 109 stations from the Iran Strong Motion Network (ISMN), 

indicating a magnitude of 7.3 occurred at a depth of 18.0km (Farzanegan et al., 2017). 

Focal mechanism resolved by seismological data from the USGS and the Global Centroid 

Moment Tensor (GCMT) (Dziewonski et al., 1981) both show a co-seismic rupture 

occurred on a NNW-SSE strike, oblique-thrust fault.  

Preliminary field investigation carried out by the International Institute of Earthquake 

Engineering and Seismology (IIEES) reveals that the Sarpol Zahab and Qasr Shirin cities 

of Kermanshah Province in Iran suffered the most serious destruction and the maximum 

intensities (Zare et al., 2017). In addition, a preliminary assessment conducted by the 

Geological Survey of Iran also shows many local photos of the secondary co-seismic 

geological features on the ground, including landslide-rock avalanche, rockfalls and 

cracks on the Sarpol Zahab region and Ezgaleh city (Shahryar Solaymani Azad, 2017). 

According to the News report from the Nalia Radio and Television (NRT), the 

Darbandikhan Dam, a multi-purpose embankment located in the city of Darbandikhan, 

has suffered a 450m long crack in the upper part of the dam. The field survey carried by 

Building & Housing Research Centre (BHRC) also shows that there were many surface 

ruptures over the city of Sarpol Zahab, with a vertical displacement up to 3m, and a width 

of rupture reaching 1km. Hence, this study aims to further investigate whether most of 

surface ruptures and cracks around the epicentre area were caused by secondary faults, or 

triggered by gravitational deformation. 

6.1.2 Tectonic background 

The epicentre of the 2017 Kermanshah Earthquake is close to the Zagros Mountains 

which is originated by the northward collision between Eurasian plate and Arabian plate 

with a rate of approximately 20mm year-1 (Reilinger et al., 1997, Mouthereau et al., 2012, 

Madanipour et al., 2013). These two plates converge at the Main Recent Fault and Main 

Zagros Reverse Fault which both bounded the Zagros fold and thrust belt (McQuarrie, 

2004). The active faults in this region are mostly trending NW-SE, NNW-SSE with dips 

of 30-60° and rakes of 60-120° along the plate boundary (Hessami et al., 2003). The 
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Zagros Main Recent Fault (MRF), the High Zagros Fault (HZF), the Zagros Mountain 

Front Fault (MFF) and the Zagros Foredeep Fault (ZFF) are major faults in this region, 

as shown in Figure 6.1. 

Even though this event is located close to the compressional boundary between two major 

plates, fewer large historical earthquakes have been recorded around this region. 

Historical earthquakes with MW > 6.0 within 400km of the main shock recorded by the 

USGS before 1976, and the GCMT from 1976 to 2014, indicate a low rate of seismicity 

background for this region. A total of 13 previous earthquakes with MW > 6.0 occurred 

in this region, and only two of them had a magnitude of over 6.5. The nearest one, 

recorded at a magnitude of 6.1, occurred on 11 January 1967 on the MFF, located about 

100km south of the 2017 Kermanshah Earthquake. The earliest recorded earthquake (MW 

6.5) struck on the MRF on 13 December 1957, followed by another two major 

earthquakes with a peak magnitude of 6.7 in 1958 in the same area, about 190km SE of 

the Kermanshah Earthquake. A field investigation of this earliest reported earthquake 

shows an area of over 2800 km2 was damaged, and nearly 1200 lives were lost 

(Ambraseys et al., 1973). However, the most serious and largest historical earthquake 

around this region was recorded on 20 June 1990, located around 400km NE of the 

Kermanshah Earthquake zone, on the Lahijian Fault, this quake of a magnitude of 7.4 

(MW) caused over 40,000 fatalities, and 60,000 injuries, leaving 500,000 people homeless 

(Berberian et al., 1992). The most recent historical event was reported on the SE segments 

of the MFF on 18 August 2014 (MW 6.2), approximately 290 km SE of the 2017 

Kermanshah Earthquake. Owing to fewer major earthquakes and lack of GPS stations 

installed in this region, the local strain around the plate boundary was not accurately 

estimated by seismological or geodetic data (Kreemer et al., 2014). However, the 2017 

Kermanshah Earthquake provides researchers an opportunity to assess the risk of seismic 

hazard around this region using remote sensing data. 

Hence, this study is set to measure the co-seismic deformation induced by the 2017 

Kermanshah Earthquake using the ALOS-2 ScanSAR and Sentinel-1A/B TOPSAR data. 

The source model and slip distribution of the event were determined from a joint inversion 

of DInSAR measurements based on an elastic dislocation model (Okada, 1985). High 

spatial resolution optical images from SuperView-1 and DInSAR wrapped interferograms 

were used to investigate the linear surface features mapped by DInSAR measurements. 

In addition, co-seismic Coulomb stress changes on the source fault and neighbouring 
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active faults were explored to understand the stress change between aftershock 

distribution and different fault planes. The triggering relationship between most recent 

events (MW > 5.0) and stress changes on different fault planes was further explored. We 

aim to demonstrate that remote sensing data, either radar or optical data, can play an 

important role in earthquake monitoring and natural hazard response in regions of scarce 

ground survey data. 

 

Figure 6.1 Tectonic setting of the 2017 MW 7.3 Kermanshah Earthquake. Red star is the 

main shock and violet circle is the foreshock. Yellow circles are aftershocks with 

2.5<MW<5.0 collected from the Iranian Seismological Centre (IRSC). Green circles are 

major events with MW > 5.0 after the main shock. Red lines are active faults from the 

International Institute of Earthquake Engineering and Seismology (IIEES) (Hessami et 

al., 2003). Green and blue boxes represent the spatial coverage of ALOS-2 and Sentinel-

1A/B SAR image pairs, respectively. Black stars represent the major historical 

earthquakes (MW > 6.0) before 1976 from the USGS. Red focal mechanism plots denote 

the historical earthquakes (MW > 6.0) between 1976 and 2014 from the GCMT. 
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6.2 Data availability and DInSAR measurements 

6.2.1 Data availability 

The dataset for this study consist of two SAR image pairs from ALOS-2 satellite and 

three pairs from Sentinel-1A/B. Table 6.1 provides detailed information for each pair of 

images, and Figure 6.1 shows their spatial coverage. The Sentinel-1A/B image pairs were 

acquired in Terrain Observation by Progressive Scans (TOPS) mode. TOPS SAR data 

can cover a swath width of 250km at about 5m by 20m resolution in the range and azimuth 

directions, respectively (Torres et al., 2012, De Zan and Guarnieri, 2006). The ALOS-2 

image pairs used were acquired in the ScanSAR (Wide Swath) mode with a swath of 

350km. Two pairs of descending Sentinel-1A/B data were needed to fully cover the area 

of interest. Because of the low vegetation and desert-like conditions in Iran and Iraq 

(Funning et al., 2005), it was expected that both L-band (ALOS-2) and C-band (Sentinel-

1A/B) data can achieve high interferometric coherence. 

Table 6.1 SAR image pairs used for the 2017 Kermanshah Earthquake  

Satellite Track Orbit 
Image 

Mode 

Interferometric Pair 

(dd/mm/yyyy) 

B⊥

(m) 

TB

(day) 



(°) 

ALOS-2 

180 ASC WD 
09/08/2016-

14/11/2017 
-86 462 40 

71 DESC WD 
04/10/2017-

15/11/2017 
167 42 40 

Sentinel-1A/B 

72 ASC IWS 
11/11/2017-

17/11/2017 
62 6 39 

79 DESC IWS 
12/11/2017-

18/11/2017 
56 6 41 

6 DESC IWS 
07/11/2017-

19/11/2017 
15 12 39 

ASC is ascending and DESC is descending path. WD is Wide-Swath (ScanSAR) mode and IWS is 

Interferometric Wide Swath (TOPS) mode. B⊥  is perpendicular baseline, TB  is temporal baseline (day), 

  is incidence angle. 
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6.2.2 DInSAR Measurements 

All Single Look Complex (SLC) data were processed to generate the interferograms using 

the SARscape software. The Signal-to-Noise Ratio (SNR) of each interferogram was 

improved by multi-looking the ALOS-2 ScanSAR images with 1 by 5 looks, and Sentinel-

1A/B images with 8 by 2 looks, in range and azimuth directions, respectively. For ALOS-

2 ScanSAR interferometry, timing and phase compensation at the bounds of bursts and 

sub-swaths must be conducted in order to avoid phase discontinuities (Guarnieri and Prati, 

1996). Regarding Sentinel-1A/B TOPS SAR data, co-registration with an accuracy of 

about 1/1000th of one pixel in the azimuth direction is required due to the Doppler 

centroid frequency variations caused by azimuth beam sweeping (González et al., 2015). 

The topographic phases, derived from the 3 arc-second Digital Elevation Model (DEM) 

from the Shuttle Radar Topography Mission (SRTM) (Farr et al., 2007), were used for 

removing the topographic effects. Interferograms were subsequently filtered using 

Goldstein Adaptive Filter (Goldstein and Werner, 1998). A linear function, consisting of 

slant range coordinate (range, azimuth) and error phase was estimated afterwards, with 

observations on the non-deforming areas to remove the residual phase and orbital error. 

Once this step was completed, the interferograms were unwrapped using Minimum Cost 

Flow method (Costantini, 1998, Costantini and Rosen, 1999), and geocoded to the 

WGS84 geographic coordinates with 180m resolution for ALOS-2 ScanSAR pairs, and 

30m resolution for Sentinel-1A/B TOPS pairs (Figure 6.2). 

Two elliptic deformation areas were observed in all the deformation maps. The maximum 

line-of-sight (LOS) deformation was 91.8cm and 48.8cm for ALOS-2 ascending and 

descending pairs, respectively. As for the DInSAR measurements from the Sentinel-1A/B 

ascending pair, the deformation pattern was similar to the ALOS-2 ascending result but 

with a peak deformation of 87.3cm along the LOS direction. Two Sentinel-1A/B 

descending deformation maps show similar deformation pattern but with different 

maximum LOS deformation around the epicentre, 65.0cm and 54.8cm for the 6-day and 

12-day pairs, respectively. The difference of maximum LOS deformation detected from 

these two similar interferometric pairs is owing to various looking geometries. To reduce 

the number of data points and improve computational efficiency, several million data 

points in the area between latitude 33.41°N - 36.14°N and longitude 43.78°E - 47.90°E 

were subsampled using a regular mesh, of higher density around the deforming area. As 
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a result, 51,559 points were obtained, with 19,909 for ALOS-2 and 31,650 for Sentinel-

1A/B (Figure 6.3). 

 

Figure 6.2 DInSAR measurements (LOS) of the 2017 MW 7.3 Kermanshah Earthquake. 

(a)-(b) ALOS-2 ascending and descending displacement maps; (c)-(e) Sentinel-1A/B 

ascending and descending displacement maps. Red and blue colours represent decrease 

and increase in the LOS range, respectively. The white star is main shock, and black 

lines are active faults in western Iran. 
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Figure 6.3 Down-sampled points from five co-seismic displacement maps used in this 

study. (a)-(b) ALOS-2 ascending (Track 180) and descending (Track 71) displacement 

maps; (c)-(e) Sentinel-1A/B ascending (Track 72) and descending (Track 79 and 6) 

displacement maps. Red and blue colours represent decrease and increase in the LOS 

range, respectively. 
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6.3 Modelling 

To further analyse and describe the causative fault for the main shock, all subsampled 

observations were inverted using a finite dislocation model in an elastic, homogeneous 

half-space (Okada, 1985). Geodetic inversion consisted of two steps: a non-linear 

inversion was adopted to constrain all the fault parameters with a uniform slip model, 

followed by a linear inversion to infer slip distribution on the fault plane. 

Non-linear inversion, a mix algorithm of Gauss-Newton iteration and gradient descent as 

the Levenberg-Marquardt (LM) least-squares approach (Marquardt, 1963), was applied 

to constrain 9 fault parameters (namely, length, width, depth, longitude, latitude, strike, 

dip, rake and slip) by assuming no dilation between the hanging wall and footwall. In 

order to retrieve slip distribution on the fault plane, a linear inversion was applied by 

fixing the fault geometry inverted from non-linear inversion. The length and width of the 

fault plane were extended to cover the earthquake’s epicentre area. Subsequently, the fault 

plane was subdivided into small patches along the strike and dip; each patch measuring 

5km×5km. To avoid extremely high values or oscillations in the result, a non-negative 

least-squares algorithm with a damping parameter was introduced into the system, as 

shown in Equation (6.1): 

                                                        

DInSAR

GPS 2

0

d
G

d m


 
  

=       

                                         (6.1) 

Where DInSARd and GPSd are DInSAR and GPS measurement vectors, m  is slip vector, G  

is Green’s function with an extended Laplacian operator 2 which is weighted by an 

empirical coefficient   (Wright et al., 2003). The empirical coefficient  , also called 

damping factor, is determined based on the trade-off curve between the misfit of 

measurement and the solution roughness of slip distribution (Jónsson et al., 2002, Wright 

et al., 2004a). The solution roughness can be estimated as the mean, absolute Laplacian 

of the slip distribution (Jónsson et al., 2002), as shown in Equation (6.2): 
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2

ii
P

N
 =


                                                   (6.2) 

Where 2P m=  and N  represents the total number of small patches on the fault plane. 

Changes in values of the damping factor generated different optimal solutions. High 

values resulted in a large misfit; low values led to small misfit, but with large oscillation 

in slip distribution. After several trials the damping factor was set to be 0.36 to obtain the 

best-fitting results, that is, a compromised solution minimising misfit and providing small 

roughness at the same time (Figure 6.4). A non-negative least square algorithm was 

adopted to positively invert this system and increase the reliability of the source model, 

as suggested by (Atzori and Salvi, 2014). 

 

 

Figure 6.4 Trade-off curve between the misfit of measurement and the solution 

roughness for the slip distribution. Each black dot on the curve represents one 

individual experiment with specific value of damping factor. The red dot is the optimal 

damping factor with 0.36 we chose in this study. 
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6.4 Result 

6.4.1 Separate inversion results using ALOS-2 and Sentinel-1A/B ascending and 

descending data individually 

Firstly, we separately inverted the source model, using ALOS-2 or Sentinel-1A/B 

ascending and descending data independently. Table 6.2 shows the source parameter of 

uniform slip model using different dataset. The source fault models, as constrained by 

using ALOS-2 ascending and descending measurements separately, show a strike of 

about 353° and a rake of 140°, though with different dips. Both solutions are dipping NE, 

with a slightly larger dip (21.9°) for the ALOS-2 ascending inversion, as compared to a 

dip of 13.5° for the ALOS-2 descending solution. As well, different slip patterns can be 

identified from the slip distribution, as shown in Figures 6.5(a, b). A wider concentrated 

high-slip patch with a magnitude over 1.75m was retrieved from the slip distribution 

inversion using ALOS-2 ascending data, with a peak slip of approximately 4m at a depth 

of 14km, much higher than that from ALOS-2 descending inversion. With regard to 

source fault model constrained from Sentinel-1A/B ascending and descending 

measurements separately, strike and rake exhibit results similar to the ALOS-2 data; both 

solutions implied larger dip angles, with 27.3° and 15.4° for Sentinel-1A/B ascending and 

descending inversion, respectively. Figures 6.5(d, e) show the slip distributions for 

Sentinel-1A/B ascending and descending data, respectively. The results evidence a slip 

pattern similar to the comparison between ALOS-2 ascending and descending inversion, 

while the peak slip for Sentinel-1A/B descending solution is 3.58m at a depth of 15km. 

Secondly, we inverted the slip distribution by jointly using ALOS-2 or Sentinel-1A/B 

ascending and descending data. Both solutions showed similar fault geometries, striking 

353° NNW, dipping about 16.0° NE with a rake of ~137°. Figures 6.5(c, f) show the 

inverted slip distributions, as constrained by ALOS-2 and Sentinel-1A/B data, 

respectively. The slip patterns from both solutions are consistent, suggesting a 

concentrated slip patch with a magnitude of over 1.0m at a depth of 10-17km. However, 

the peak slip inverted from the ALOS-2 ascending and descending inversion was 3.57m 

at a depth of 13km, which is slightly smaller than the Sentinel-1A/B ascending and 

descending solution, with a peak slip of 3.76m at the same depth. 
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Figure 6.5 Slip distribution inverted by using (a) ALOS-2 ascending DInSAR 

measurements (Track 180), (b) ALOS-2 descending DInSAR measurements (Track 71), 

(c) ALOS-2 ascending and descending DInSAR measurements (Track 180 and 71), (d) 

Sentinel-1A/B ascending DInSAR measurements (Track 72), (e) Sentinel-1A/B 

descending DInSAR measurements (Track 79 and 6), (f) Sentinel-1A/B ascending and 

descending DInSAR measurements (Track 72, 79 and 6). The black star shows the 

epicentre from USGS and the black lines are corresponding fault traces intersected with 

the surface. 
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Table 6.2 Source parameters of uniform slip model inverted from different data 

Data 
Length 

(km) 

Width 

(km) 

Depth* 

(km) 

Strike 

(°) 

Dip 

(°) 

Longitude** 

(°) 

Latitude** 

(°) 

Rake 

(°) 

Slip 

(m) 

ALOS-2 ASC 38.9 21.8 11.7 353.9 21.9 45.850 34.732 140.8 3.78 

ALOS-2 DESC 43.6 17.0 12.4 352.1 13.5 45.861 34.729 139.6 3.35 

Sentinel-1 ASC 37.8 19.5 13.6 351.7 27.3 45.835 34.736 143.2 4.60 

Sentinel-1 DESC 41.4 15.2 13.2 353.8 15.4 45.858 34.731 141.0 3.85 

ALOS-2 ASC and DESC 41.1 21.7 10.6 352.9 16.0 45.861 34.728 136.3 3.04 

Sentinel-1 ASC and 

DESC 
40.5 20.2 11.4 353.7 16.6 45.861 34.731 138.4 3.14 

* The depth refers to the top centre of the fault plane 

 ** Centre of the fault plane projected to the surface 
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6.4.2 Joint inversion results using both ALOS-2 and Sentinel-1A/B data 

A joint inversion using ALOS-2 and Sentinel-1A/B data was implemented to invert the 

optimized source fault. The best-fit source fault constrained from the uniform slip model 

shows a reverse fault with a relatively large right-lateral component, striking 353.5° 

NNW-SSE and dipping 16.3° NE with a depth of 11km (refer to top edge of the fault 

plane). The strike, dip and rake are similar to the solutions reported by the USGS and the 

GCMT (Table 6.3). Also, the small NE-dipping angle obtained generally agrees with the 

results from the Geospatial Information Authority of Japan (GSI) (Kobayashi et al., 2017) 

and previous studies in this region (Vergés et al., 2011, Madanipour et al., 2013). Fixing 

the fault geometry from the uniform slip model, and extending the fault length and width 

100km along the strike and 80km along the dip, respectively, resulted in an inverted slip 

distribution, with a distributed slip model. Likewise, the fault plane was discretized into 

320 patches of 5km × 5km. Figure 6.6 shows the slip distribution on the fault plane; with 

most of the slip occurring at depth between 10-17km, the peak slip appears to have been 

of 3.87m at a depth of 13km. The total inferred seismic moment was estimated at 

1.01×1020 Nm, corresponding to a moment magnitude of MW 7.3, which is consistent 

with results from the USGS, IRSC and ISMN, but slightly smaller than the GCMT (MW 

7.4). The aftershocks (Fig. 6.6(b)) generally appear to be located around the fault plane, 

indicating a good agreement between fault geometry and aftershock distribution. 

Figure 6.7 shows the residuals from the misfit between DInSAR LOS observations and 

model data. The small root mean square error (RMSE) values from misfit analysis 

indicate that the observed data were well reproduced for most of the areas. The RMSE 

values are 2.8cm, 2.2cm, 1.9cm, 1.5cm and 2.9cm for ALOS-2 ascending, ALOS-2 

descending, Sentinel-1 ascending, Sentinel-1 descending and Sentinel-1 12-day 

descending pairs, respectively. The residual deformation is likely due to secondary co-

seismic geological disasters (landslides and rockfalls). 
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Table 6.3 Fault parameters of Kermanshah Earthquake from seismology and geodetic inversion 

Source 
Length 

(km) 

Width 

(km) 

Depth 

(km) 

Strike 

( ° ) 

Dip 

( ° ) 

Longitude 

( ° ) 

Latitude 

( ° ) 

Rake 

( ° ) 

Slip 

(m) 

Seismic 

Moment 

(1020Nm) 

MW Data 

USGS   19.0 351.0 16.0 45.956 34.905 137.0  1.12 7.3  

GCMT   16.9 351.0 10.0 45.880 34.790 143.0  1.72 7.4  

IRSC   18.1   45.762 34.772    7.3  

ISMN   18.0   45.910 34.810    7.3 Strong motion 

(Kobayashi et al., 

2017) 
100.0 80.0 3.0  16.0    ~3.0 1.18 7.3 ALOS-2 

Uniform Slip 

Model 

 

40.7 21.0 11.0* 353.5 16.3 45.862** 34.730** 137.5 3.06 0.79 7.2 
ALOS-2, 

Sentinel-1A/B 

Distributed 

Slip Model 
100.0 80.0 2.8* 353.5 16.3 45.865** 34.730** 137.5 3.87 1.01 7.3 

ALOS-2, 

Sentinel-1A/B 

* The depth refers to the top centre of the fault plane 

** Centre of the fault plane projected to the surface 
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Figure 6.6 Fault slip distribution and aftershock distribution of the 2017 MW 7.3 

Kermanshah Earthquake, 2D view of surface projection (a) and 3D view (b). The black 

star in (a) is main shock, corresponding to the black sphere in (b). Black line is fault 

trace intersected with the surface. Blue dots in (a-b) are aftershocks, and red lines in (a) 

are active faults. 
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Figure 6.7 Misfit analysis for the 2017 MW 7.3 Kermanshah Earthquake. Observed, 

modelled and residual data from ALOS-2 ScanSAR ascending (a-c) (Track 180) and 

descending (d-f) (Track 71), Sentinel-1A/B ascending (g-i) (Track 72), descending (j-l) 

(Track 79) and descending of 12days (m-o) (Track 6). White star is main shock, and 

black lines are active faults in western Iran. 

6.5 Discussion 

6.5.1 Linear surface ruptures of the 2017 Kermanshah Earthquake 

Linear surface ruptures were mapped in the epicentre area from both ALOS-2 and 

Sentinel-1A/B ascending and descending interferograms, as shown in Figure 6.8. Large 

linear phase discontinuities reached tens of kilometres, featured by loss of coherence near 

the cities of Sarpol Zahab and Darbandikhan. Especially around the village of Sar Cheqa, 
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as shown by the dash violet rectangle in Figure 6.8(a-d), clear linear features were found 

away from the epicentre area. High spatial resolution optical images can be used to verify 

some small deformation, when combining with the SAR images. This study gathered 

three SuperView-1 images, acquired three days after the main shock, on 16 November 

2017, with 0.5m and 2m spatial resolution in panchromatic and multispectral mode, 

respectively. The spatial coverage of each image is shown as white boxes in Figure 6.8(a-

d). Image 098 was acquired around the city of Sarpol Zahab, images 097 and 087 jointly 

cover the city of Darbandikhan, where the Darbandikhan dam is located. 

The optimized source fault model indicated that the 2017 Kermanshah Earthquake 

occurred on a right-lateral reverse fault without obvious surface rupture on the ground. 

The abovementioned high spatial resolution SuperView-1 images were used to verify the 

linear surface features mapped by DInSAR measurements. A SuperView-1 Pan-

sharpened image with 0.5m resolution was generated by merging the panchromatic (0.5m) 

and multispectral (2m) imagery. Linear surface features near the cities of Sarpol Zahab, 

Darbandihab and Sar Cheqa were investigated (Figure 6.9). A large area of loss of 

coherence along the linear features was observed near the city of Sarpol Zahab, shown 

with a green dashed rectangle in Figure 6.9(a), corresponding to the same area of the 

SuperView-1 098 image of Figures 6.9(b, c). Obvious surface cracks and landslides in 

both of panchromatic and pan-sharpened images were clearly identified within the same 

area. The crack traces on the ground are consistent with the linear surface features mapped 

from DInSAR measurements. Most surface cracks spread in a NNW-SSE direction and 

the width of crack zone is up to 400m. The landslides generally expanded downward, 

along a SW direction, reaching an area of up to 14488.8m2. Two areas near the city of 

Darbandikhan exhibit phase discontinuity and loss of coherence (green dashed rectangles 

in Figure 6.9(d)). For the area (e) highlighted in Figure 6.9(d), two significant landslides 

were identified close to the Darbandikhan Dam, which is a rockfill embankment with a 

central clay core, as shown in Figure 6.9(e). Visual interpretation of the pan-sharpened 

SuperView-1 097 image acquired three days after the earthquake (Figure 6.9(e)), 

evidence the floodgates of the dam opened to decrease the water level behind the dam. 

Area (f) highlighted in Figure 6.9(d), and corresponding to the pan-sharpened 

SuperView-1 087 pan-sharpened image (Figure 6.9(f)), exhibit several landslides along 

the road, with the largest area of 60549.9m2. 
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Figure 6.8 Linear surface ruptures (black lines) identified in (a) ALOS-2 ascending 

interferogram (Track 180), (b) ALOS-2 descending interferogram (Track 71), (c) 

Sentinel-1A/B ascending interferogram (Track 72) and (d) Sentinel-1A/B descending 

interferogram (Track 6). The white star shows the epicentre from USGS and the black 

triangles are major cities nearby. The white boxes are the footprints of SuperView-1 

images. The violet rectangle is the coverage of Figure 9(g-i). 
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Figure 6.9 Triggered landslides and surface ruptures near the city of Sarpol Zahab (a-c), 

Darbandikhan (d-f) and Sar Cheqa (g-i). See Figure 6.8 for the location of (g-i). The 

black lines are mapped linear surface ruptures from DInSAR measurements, and the 

black triangles are major cities or villages. The red arrows show the surface cracks and 

the red polygons indicate the triggered landslides. 
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We also found a cluster of linear fringes on ALOS-2 and Sentinel-1A/B ascending and 

descending interferograms near the village of Sar Cheqa (violet dashed rectangles in 

Figure 6.8). Figures 6.9(g) and 6.9(h) correspond to the same area and show persistence 

of the cluster over different satellites and time spanning, indicating possible secondary 

deformation over this area. Owing to the small spatial baseline of ALOS-2 and Sentinel-

1A/B interferometric pairs used in this study (Table 6.1), potential topographic errors or 

artifacts are unlikely to be responsible for these observed large deformations. An analysis 

of the area using Google Earth (Figure 6.9(i)), shows that most of the fringes with the 

linear surface features are located on the slopes of mountains, suggesting high potential 

for the occurrence of landslides, rockfalls or slump blocks over the area. 

Corroboration between DInSAR measurements and the high spatial resolution 

SuperView-1 images over these three cities, suggest that most of the linear surface 

ruptures mapped by DInSAR could be landslides, cracks or any other triggered 

gravitational deformation over the epicentre area, rather than secondary fault ruptures. 

There are other two main reasons to support this conclusion. None of surface rupture 

features appear to connect directly to the source fault at depth. Most of them are 

superficial fractures or landslides rather than fault ruptures on the surface. As well, the 

topography of steep slopes and rough mountainous landscape dominating this region are 

supportive of these gravitational deformations. 

6.5.2 Triggering relationships with neighbouring active faults 

A co-seismic slip caused by earthquake is relevant to aftershock distribution and Coulomb 

stress change on the causative fault and the neighbouring active fault systems. To 

calculate the stress variation induced by the 2017 Kermanshah Earthquake, we used the 

inferred distributed slip model as the source, and estimated the stress change on the fault 

plane itself using a Coulomb Failure Function (Harris, 1998). Subsequently, the impact 

of stress change caused by this earthquake on neighbouring active faults was explored. 

Based on the Coulomb Failure Function, the stress change on the specific receiver fault 

is shown as Equation 6.3: 

                                         n( / 3)CFF T    =  +   −                                         (6.3) 

Where   is the shear stress change,   is the friction coefficient, n  is the normal 

stress change,   is the Skempton’s coefficient and T  is the stress tensor trace. Negative 
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Coulomb stress change denotes decrease in stress, reducing the risk of the failure. Positive 

Coulomb stress change indicates the stress on the specific fault is increasing, which could 

further accelerate the failure of the fault. Aftershocks generally occur around the segments 

of fault plane with positive stress change. 

As Equation (6.3) shows, the friction coefficient   and shear modulus were set to be 0.4 

and 3.0×1010N/m, respectively. Figure 6.10(a, b) shows the stress change on the source 

fault plane, with a maximum stress release of up to 7.2MPa at a depth of 13km, and a 

peak stress increase of 2.63MPa at a depth of 9km. Positive stress changes mainly 

occurred at a depth ranging from 7-10km and 15-20km, where most aftershocks occurred. 

On the other hand, stress decrease (negative stress changes) areas were identified at the 

middle of the source fault plane, coinciding with the occurrence of the main shock. Hence, 

high loaded stress areas are consistent with the aftershock distribution. 

Several active faults are observed on, or near, the stress increase areas (Figure 6.10(a, c)), 

could be influenced by the 2017 Kermanshah Earthquake. Hence, we further explored the 

impact that stress changes caused by the earthquake may have had on neighbouring active 

faults, specifically on the fault plane of the High Zagros Fault (HZF) and the Zagros 

Mountain Front Fault (MFF), as shown in Figure 6.10(c). Two fault segments at MFF 

(MFF-1 and MFF-2) and one fault segment at HZF were adopted as receiver sources in 

the stress change estimation. The estimated fault geometry of MFF-1, MFF-2 and HZF 

from a previous study of active faults in Iran (Hessami et al., 2003) was adopted to 

reconstruct the receiver faults, generally striking NNW and dipping NE 30-60°. It is worth 

noting that MFF-1, MFF-2 and HZF intersect with the source fault of the Kermanshah 

Earthquake at a depth of 10km, 11km and 18.5km, respectively. We found a positive 

stress change on the MFF-1 and MFF-2, and mainly negative stress change on the HZF. 

The peak positive stress changes on the MFF-1 and MFF-2 were estimated at 3.1MPa at 

a depth of 9.5km, and 1.96MPa at a depth of 10km, respectively. High loaded stress areas 

(>0.5MPa) on the MFF-1 and MFF-2 are equal to 264km2 and 136km2, respectively. 
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Figure 6.10 (a) Coulomb stress change on the source fault plane of the Kermanshah 

Earthquake and the neighbouring active faults investigated in this study. White stars are 
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major historical earthquakes in this region. The small dots with different colours are 

aftershocks occurred within 150 days after main shock, same as the black dots in (b-d). 

Enlarged maps for (b) source plane; (c) MFF-1, MFF-2, HZF; (d) MFF-3, MFF-4, 

MFF-5 and ZFF. (e) The 3D view for source fault and active fault planes. The red star 

in (a-d) shows the main shock, corresponding to the black sphere in (e). Green circles in 

(a-e) show the location of major aftershocks (≥ MW 5.0). Red lines are active faults. 

 

Before the 2017 MW 7.3 Kermanshah Earthquake, only four major earthquakes with over 

a magnitude of 6.0 occurred on MFF and MRF over the last 50 years; none of which is 

larger than MW 7.0 (as shown in Figure 6.1 and Figure 6.10(a)). Our inverted source fault 

model shows the 2017 Kermanshah Earthquake ruptured on one of the segments of the 

Mountain Front Fault (MFF) rather than HZF around the epicentre. However, the 

proximity among other segments of MFF, HZF and the source fault of this event brought 

out the question of whether this earthquake could promote or trigger any other earthquake 

activities on these two major fault systems. Coulomb stress change analysis (Figure 

6.10(c)), the rupture of the 2017 Kermanshah Earthquake brought 0.5-3.1MPa and 0.5-

1.96MPa to MFF-1 and MFF-2, closer to failure respectively. This suggests that the risk 

of earthquakes on both MFF-1 and MFF-2 is increasing. However, there is more negative 

stress change imparted to HZF. After collecting major aftershocks (MW ≥ 5.0) within 200 

km around the epicentre between 12 November 2017 and 11 April 2018 from the IRSC, 

we found two events occurred on the fault plane of MFF-2; one with MW 5.0 on 6 January 

2018 and the other with MW 5.3 on 1 April 2018 (shown with green in Figure 6.10(a ,c). 

Both aftershocks occurred on the segments of MFF-2 that exhibited positive stress 

changes, which is consistent the Coulomb stress analysis undertaken in this study. Thus, 

it appears that the risk of seismic hazard on MFF-1 keeps increasing, while it is likely that 

the major aftershocks on MFF-2 reduced the chance of fault failure. 

Moreover, we found a series of events with a magnitude over MW 5.0 occurred on the 

ZFF on 11 January 2018, with a peak magnitude of 5.6, shown by the green circles in 

Figure 6.10(a, d). These major events were followed by a cluster of small events (2.5 ≤ 

MW < 5.0) that occurred over the same region. Owing to the nearly parallel location 

between MFF and ZFF, we also explored the Coulomb stress change on these faults using 

the estimated geometry (Hessami et al., 2003) to evaluate their risk of failure . Figure 

6.10(d) shows only a few segments with small stress increase (≤ 0.5MPa) on MFF-3, 
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MFF-4, MFF-5 and ZFF. Also, the negative stress change dominates the fault planes of 

MFF-3, MFF-4, MFF-5 and ZFF, suggesting that the 2017 Kermanshah Earthquake is 

likely to inhibit the failure of these four active faults. Fewer aftershocks were observed 

between the source fault of the 2017 Kermanshah Earthquake and ZFF, where MFF-3, 

MFF-4 and MFF-5 are located (Figure 6.10(a, e)); Hence it is likely these major events 

and the following small quakes are not related to the aftershocks triggered by the 2017 

Kermanshah Earthquake. Even though aftershocks following the main shock could occur 

within the distance one or two times of rupture length from source fault, these major 

events occurred on ZFF should be classified as new events on various sources, unrelated 

to the aftershocks. 

6.6 Conclusion  

This case study used ALOS-2 ScanSAR and Sentinel-1A/B TOPSAR ascending and 

descending data to map the co-seismic deformation of the 2017 MW 7.3 Kermanshah 

Earthquake. The low-vegetation coverage and desert-like condition enabled DInSAR 

measurements maintain a high level of coherence over most parts of the region. Many 

linear surface features were detected from both ascending and descending wrapped 

interferograms. The maximum LOS deformation measured from DInSAR was up to 90cm. 

Using the DInSAR measurements, source parameters and slip distribution of the 2017 

Kermanshah Earthquake were determined by a joint inversion. The results indicate a blind 

reverse fault striking 353.5° NNW-SSE and dipping 16.3° NE with a large right-lateral 

component. The peak slip was up to 3.87m at a depth of 13km. The results of joint 

inversion are consistent with seismological solutions and published result from the 

Geospatial Information Authority of Japan (GSI) using ALOS-2 data (Kobayashi et al., 

2017). The calculation of Coulomb stress change on the source fault and neighbouring 

active faults evidences high loaded stress change on the source plane, consistent with 

aftershock distribution. Most importantly, we found that the stress increase on two 

segments of the Zagros Mountain Front Fault (MFF), MFF-1 and MFF-2, are relatively 

high and cover a large area on the fault plane. This may promote or even trigger 

earthquake activities over both segments of fault. However, the following major 

aftershocks with a magnitude over 5.0 occurred on MFF-2, suggesting that the risk of 

seismic hazard on this fault has decreased, but MFF-1 might still be brought closer to 

failure owing to stress increase. Stress decrease dominated on ZFF, indicating that most 

recent major events with over MW 5.0 on this fault are not related to aftershocks following 
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the 2017 Kermanshah Earthquake. Comparison between DInSAR measurements and high 

spatial resolution optical images from SuperView-1, suggest that most linear surface 

ruptures are likely landslides, ground cracks or rockfalls that occurred around the 

epicentre area. 
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Chapter 7 Conclusions and Future Work 

The main objective of this dissertation was defined in Chapter 1 as: to investigate the 

source models and slip distributions of major earthquakes using geodetic modelling with 

the co-seismic DInSAR and GPS measurements, and to assess the risk of potential seismic 

hazards based on the Coulomb stress change analysis. In order to achieve this objective, 

three most recent earthquakes have been studied using InSAR and GPS data to understand 

stress interaction between faults. A concise overview of the seismic cycle and the 

Coulomb stress change was presented in Chapter 1, followed by the key contributions in 

this dissertation. The basic principle of SAR and InSAR, and the detailed DInSAR 

processing flow were reviewed and summarised in Chapter 2. The limitations of DInSAR 

technique was also briefly presented at the end of Chapter 2. The detailed basic 

expressions of geodetic modelling and Coulomb stress change were reviewed in Chapter 

3. Three case studies of major earthquakes were presented in the following Chapters 4-6. 

The first case study is the 25 April 2015 MW 7.8 Nepal Earthquake and its significant 

aftershock (MW 7.2) in Chapter 4. The main shock (MW 7.8) on 25 April 2015 was 

investigated by using co-seismic DInSAR and GPS measurements, while the source 

model of the major aftershock (MW 7.2) on 12 May 2015 was determined using only 

DInSAR data. After determining the source models and slip distributions for the main 

shock and its major aftershocks, the triggering relationship was further explored through 

the Coulomb stress transfer between faults. The second case study is the 2016 Amatrice 

(Central Italy) Earthquake which was explored with ALOS-2 StripMap and Sentinel-

1A/B SAR images as well as co-seismic GPS measurements (Chapter 5). The stress 

change on the source fault of this event and the fault plane of the following two major 

shocks are estimated to evaluate the triggering relationship between these events. Another 

most recent larger earthquake, the 12 November 2017 MW 7.3 Kermanshah (Iran-Iraq 

border) Earthquake, was investigated using ALOS-2 ScanSAR and Sentinel-1A/B 

TOPSAR DInSAR measurements in Chapter 6. High spatial resolution optical images 

from SuperView-1 satellite and DInSAR measurements were used to explore the linear 

surface features over the epicentre area. The triggering relationship between major shock 

and aftershocks was discussed, followed the risk of seismic hazards on the neighbouring 

active faults assessed through the Coulomb stress change analysis. 
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In the following sections, I will summarise the main results and contributions of the three 

case studies of most recent earthquakes. And the recommendations for future work are 

presented at the end of this chapter. 

7.1 Conclusions 

In this dissertation, three most recent earthquakes have been studied by using geodetic 

measurements to understand their sources and influences to the regional faults. The main 

results and contributions of each case study are listed as follows: 

1. The 25 April 2015 MW 7.8 Nepal Earthquake and its significant aftershock (MW 

7.2). The source parameters and slip distributions of both events were inverted 

from geodetic data. The best-fit source models revealed that the fault geometries 

of main shock and this major aftershock are similar, showing two thrust faults 

both striking NW-SE with a small NE dip. Both events reach the peak slip at a 

similar depth of about 10.0km, with 5.12m for the main shock and 4.87m for the 

aftershock. The result of Coulomb stress change analysis showed that the source 

fault of main shock brought the fault of the MW 7.2 event 0.5-1.46MPa closer to 

failure, evidencing the triggering relationship between the main shock and this 

aftershock. Our results also support the static stress change analysis from Feng’s 

study which only used ALSO-2 ScanSAR images and GPS data (Feng et al., 2015). 

2. The 24 August 2016 Amatrice (Central Italy) Earthquake. The co-seismic LOS 

deformation mapped by ALOS-2 StripMap and Sentinel-1A/B SAR image pairs 

is characteristic with two deformation lobes along NNW-SSE direction. A normal 

single fault with a small left-lateral component, striking ~163°NNW-SSE and 

dipping ~46°SW was inverted for this event. The distributed slip model clearly 

shows two separate slip asperities on the north and south of the fault plane. The 

calculation of the Coulomb stress change on the fault planes of the following two 

events (26 and 30 October 2016) revealed that the Amatrice Earthquake may 

probably promote or triggered these two events. Out results clarified the triggering 

relationship between these earthquakes based on the source model of our study 

and the fault models of the following two events retrieved from the Xu’s study 

(Xu et al., 2017). 

3. The 12 November 2017 MW 7.3 Kermanshah (Iran-Iraq border) Earthquake. Five 

interferograms generated from ALOS-2 ScanSAR and Sentinel-1A/B TOPS SAR 
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data covering the epicentre area were used to explore the source model and co-

seismic slip distribution. The optimised source model from the joint inversion 

shows a blind reverse fault with a relatively large right-lateral component, striking 

353.5° NNW-SSE and dipping 16.3° NE. The maximum slip of ~3.8m is located 

at depths of 12-14km. A combination of DInSAR wrapped interferograms and 

high spatial resolution optical images from SuperView-1 satellite to investigate 

the linear surface features revealed that most linear surface features probably 

could be secondary co-seismic hazards (e.g. landslides, surface cracks or rockfalls) 

rather than the possible fault ruptures on the surface. The calculation of Coulomb 

stress change on the source fault and the neighbouring active faults shows that: 1) 

the stress changes are in a good agreement with aftershock distribution; 2) Most 

importantly, we found that the high stress increase loaded into MFF-2 (one 

segment of the Zagros Mountain Front Fault) during the main shock could have 

been decreased by the following major aftershocks (MW ≥ 5.0) occurred in 

January and April 2018. However, the MFF-1 still might be brought closer to 

failure owing to stress increase, suggesting the risk of potential seismic hazards 

on this segment keeps increasing. 

7.2 Recommendations for Future Work 

For earthquake source modelling, more complete and accurate information of surface 

deformation is expected, which means more constraints in the inversion. SAR pixel offset 

tracking (SPOT) (Michel et al., 1999) and Multiple Aperture InSAR (MAI) (Bechor and 

Zebker, 2006) were proposed to measure the deformation along the azimuth and range 

direction. A combination of SAR-based techniques (conventional InSAR, SAR pixel 

offset tracking and Multiple Aperture InSAR) and GPS measurement can be used to map 

the co-seismic deformation in multiple directions. Multiple input dataset with various 

characteristics can provide more constrains for earthquake source modelling. In addition, 

SPOT and MAI can be applied to detect the large secondary co-seismic hazards caused 

by the shaking of main shock over the epicentre area.  

Since the aftershock sequence generally lasts for a long period after the main shock, using 

the time-series InSAR technique to explore the post-seismic displacements allow us to 

understand the afterslip distribution (Wang et al., 2012, Diao et al., 2013). Most 

importantly, based on the temporal and spatial evolution of afterslip on the faults, further 
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assessment on seismic hazards through the Coulomb stress change can be conducted over 

the rupture area. 

An earthquake occurs suddenly and causes destructive damage over a large area. The 

rapid hazard assessment plays an essential role in emergency response for rescue actions. 

One solution is to build up a semi-automatic or fully automatic system from SAR data 

processing to geodetic modelling with all available geodetic measurements for realising 

near real-time disaster response. After reading the SAR images and other available 

datasets (e.g. GPS and seismic data), a preliminary report about the surface deformation, 

earthquake source model and overall hazard assessment can be obtained from this system. 

Several factors need to be considered for this system: the ability to digest multiple datasets, 

the robust and highly efficient processing package and easy-to-understand output of the 

assessment report. This system can provide the important information for the rapid natural 

hazard response. 
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