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Abstract

This thesis contains results about the distribution of integers with prescribed arithmetic
structure and an application. These include a counting problem in Diophantine approx-
imation, an asymptotic formula for the number of solutions to congruence’s with cer-
tain arithmetic conditions, lower bounds on the number of smooth square-free integers
in arithmetic progression, an estimate on the smallest square-full number in almost all
residue classes modulo a prime, a relaxation of Goldbach’s conjecture from the point of
view of Ramaré’s local model, and lastly a refinement of the classical Burgess bound.
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Summary of Thesis

“Isn’t a three legged duck just a tripod!?”
–Topologist

In this thesis, we are concerned with the distribution of integers with prescribed arith-
metic structure. We also include an application to bounds of character sums in Chapter 6.

In Chapter 1, we consider a problem in Diophantine approximation. Let ‖·‖ be the
distance to the nearest integer function. For any ε > 0, we acquire an asymptotic formula
for the number of solutions n ≤ x to

‖αn+ β‖ < x−1/4+ε,

where n is [y, z]-smooth (numbers whose prime factors lie in the interval [y, z] ⊆ [1, x])
for infinitely many real numbers x. In addition, we also establish an asymptotic formula
with an extra square-free condition on n. Moreover, if α is quadratic irrational then the
asymptotic formulas hold for all sufficiently large x.

Our tools come from the Harman sieve [51] which we adapt suitably to sieve for
[y, z]-smooth numbers. The arithmetic information comes from estimates for exponential
sums. The results in Chapter 1 has been published in Acta Arithmetica, see [100].

In Chapter 2, we consider a variant of a conjecture (EOSC) due to Erdös, Odlyzko,
and Sárközy [29], which states that for all sufficiently large q, every reduced residue class
modulo q can be written as a product of two primes, each no more than q. We establish
estimates for the number of ways to represent any reduced residue class as a product of a
prime and an integer free of small prime factors. That is, for (a, q) = 1 and positive real
number z, we count the number of pairs (p, u) such that

pu ≡ a (mod q),

where prime p ≤ x, u ≤ y, and the smallest prime factor of u is no less than z. The
best results we obtain is conditional on the Generalised Riemann Hypothesis (GRH).
Our proof technique uses the Harman sieve [51] together with the arithmetic information
supplied by bounds for multiplicative character sums.

In Chapter 3, we consider yet another variant of EOSC. We obtain an asymptotic
formula for the number of ways to represent every reduced residue class as a product of a
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prime and square-free integer. Specifically, for (a, q) = 1, we count the number of pairs
(p, s) such that

ps ≡ a (mod q),

where prime p ≤ P , square-free s ≤ S. The main tool is a bound of Kloostermann sum
over primes provided by Fouvry & Shparlinski [33]. This work has been accepted by the
New Zealand Journal of Mathematics.

In Chapter 4, we derive new lower bounds on the number of smooth square-free
integers up to x in residue classes modulo a prime p, relatively large compared to x,
which in some ranges of p and x improve that of Balog & Pomerance [7]. We also obtain
an estimate on the smallest square-full integer in almost all residue classes modulo a
prime p. This is joint work with M. Munsch & I. E. Shparlinski, and has been published
in Mathematika, see [77].

In Chapter 5, we consider a relaxation of the binary Goldbach conjecture, which
states that all even integer greater than two can be written as the sum of two primes.
Uniformly for small q and (a, q) = 1, we obtain an estimate for the weighted number of
ways a sufficiently large integer N can be represented as the sum of a prime congruent to
a modulo q and a square-free integer. That is, we obtain an estimate for the quantity

Ra,q(N) :=
∑

N=p+n
p≡a (mod q)

µ2(n) log p.

Here µ is the Möbius function. Our method is based on the notion of local model devel-
oped by Ramaré [81], and may be viewed as an abstract circle method.

In Chapter 6, we provide a refinement of the classical Burgess bound for multiplica-
tive character sums modulo a prime number q. This continues a series of previous loga-
rithmic improvements, which are mostly due to Iwaniec & Kowalski [59]. In particular,
for any non-trivial multiplicative character χ modulo a prime q and any integer r ≥ 2,
we show that ∑

M<n≤M+N

χ(n) = O
(
N1−1/rq(r+1)/4r2(log q)1/4r

)
,

which sharpens previous results by a factor (log q)1/4r. Our improvement comes from
averaging over numbers with no small prime factors rather than an interval as in previous
approaches. This is joint work with B. Kerr & I. E. Shparlinski and has been published
in the Michigan Journal of Mathematics, see [63]. Finally, we remark that de la Bretèche
& Munsch [21], and de la Bretèche, Munsch & Tenenbaum [22] has improved our result
building on this idea.
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Notation

Let f and g be complex valued functions. We use the notation f = O(g) and f � g to
mean there exists an absolute constant C > 0 such that |f(x)| ≤ C|g(x)| for all x. If the
constant C depends on a parameter, say A, then we may write f �A g and f = OA(g).
Specialised notation will be introduced later in the relevant chapters but first we recall
the following standard notation in analytic number theory:

N : the set of positive integers {1,2,3, . . . }.∑
m∼M

: means
∑

m∈[M,2M)∩N

.

f = o(g) : means lim
x→∞

f(x)/g(x) = 0.

f ∼ g : means lim
x→∞

f(x)/g(x) = 1.

f � g : means both f � g and g � f .

a | b : a divides b.

a - b : a does not divide b.

p : with or without subscript is exclusively a prime number.

pα || n : means both pα | n and pα+1 - n.

(a1, . . . , an) : the greatest common divisor of a1, . . . , an.

[b1, . . . , bn] : the lowest common multiple of b1, . . . , bn.

τ(n) : the number of positive divisors of n.

σ(n) : the sum of all positive divisors of n.

ϕ(n) : the number of integers in the interval [1, n] coprime to n.

µ : the Möbius function µ : N→ N defined by

µ(n) =


0 if n has a repeated prime factor,

1 if n = 1,

(−1)k if n is a product of k distinct prime factors.

Λ : the von-Mangoldt function Λ : N→ N defined by

Λ(n) =

log p if n = pk, for some prime p and integer k ≥ 1,

0 otherwise.

ek(t) : is exp(2πit/k) for any non-zero real number k, and e(t) = e1(t).
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CHAPTER 1

Distribution of αn + β Modulo 1 over Integers Free from
Large and Small Primes

“Stop the bus, I will get off here.”
–Bob

Certain arithmetic problems in number theory can be translated into problems in Dio-
phantine approximation. For instance, the polynomial n2 + 1 captures infinitely many
primes is equivalent to the statement there exists infinitely many primes p such that

{√p} < 1
√
p
. (1.0.1)

Here {n} is the fractional part of n. Indeed if p = n2 + 1 then

{√p} ≤
√
n2 + 1− n

=
1√

n2 + 1 + n

<
1
√
p
.

Conversely if (1.0.1) holds then

(b√pc)2 ≤ p = (b√pc+ {√p})2

= (b√pc)2 + {√p}(√p+ b√pc)
< (b√pc)2 + 2,

and therefore p = (b√pc)2 + 1.
A classical theorem of Dirichlet [47, Theorem 185] states that if α is irrational then

there exists infinitely many pairs of integers (m,n) satisfying the inequality∣∣∣α− m

n

∣∣∣ < 1

n2
. (1.0.2)

Such problems fall in the area of Diophantine approximation. Equivalently by defining

‖x‖ = min
v∈Z
|x− v|

1



to be the distance from x to the nearest integer, (1.0.2) implies

‖αn‖ < 1

n

for infinitely many positive integers n. We remark that we can also write

‖x‖ = min ({x}, 1− {x}) .

A natural extension to this problem is to consider if there exist infinitely many solutions
to

‖αn+ β‖ < 1

nκ
. (1.0.3)

Here β ∈ R, κ > 0, n ∈ N ⊆ N, where N is some set of arithmetic interest.
Various results have been obtained when N is the set of prime numbers. These in-

clude the results of Harman [48,50], Heath-Brown & Jia [56] and Jia [60], which involve
sieve methods and bounds of exponential sums, while Vaughan [93] obtained his result
by applying what is now known as the Vaughan identity [94], together with bounds for
exponential sums.

We remark that Harman’s sieve method first appeared when Harman [48] studied this
exact problem to get the exponent κ = 3/10. For more details on the Harman sieve, see
the monograph [51]. The best result to date is by Matomäki [70] with κ < 1/3 under the
condition β = 0 and employs Harman’s sieve method where the arithmetic information
comes from bounds for averages of Kloosterman sums.

Let k > 1 be a fixed positive integer and N the set of k-th powers of primes. Baker
& Harman [5] showed that we can take κ < 3/20 if k = 2 and κ < (3 · 2k−1)−1 if k ≥ 3,
where this time the exponent is in the prime p. In particular, when k = 2 this improves a
result of Ghosh [41]. Later, Wong [99] provided an improvement of Baker & Harman [5]
in the range 3 ≤ k ≤ 12.

WhenN is the set of square-free numbers, the best result is due to Heath-Brown [53]
with κ < 2/3 using essentially an elementary method. The result improves the previ-
ous work by Harman [49] and Balog & Perelli [6], who independently showed we can
essentially take the exponent κ < 1/2.

In this chapter, we consider the problem of establishing an asymptotic formula for
the number of [y, z]-smooth n ≤ x solutions to (1.0.3) (numbers with prime factors in
the interval [y, z] ⊆ [1, x]) with κ = 1/4 − ε, where ε > 0. We also consider a hybrid
problem that interpolates between square-free and [y, z]-smooth integers.

We note that in the special case of smooth numbers we are able to obtain a non-trivial
lower bound immediately. Indeed, for any fixed ε > 0, consider the set{

n = ab ≤ x : x1/3 ≤ a < 2x1/3, p | n⇒ p < xε
}
.

2



By applying Lemma 1.2.1 and our Type II information (Lemma 1.2.4 with (1.2.3)),
we can show immediately that for infinitely many x chosen correctly there are at least
x2/3+ε−o(1) integers up to x which are xε-smooth and satisfies

‖αn+ β‖ < x−1/3+ε.

The statement remains valid if we additionally require n to be square-free.

1.1 Main results
For any real numbers 0 < y ≤ z ≤ x, we denote by

S(x; y, z) = {a ∈ [1, x] ∩ N : p | a⇒ p ∈ [y, z]}

the set of all integers in [1, x] whose prime factors lie in [y, z]. Moreover, we denote the
cardinality of S(x; y, z) by Ψ(x; y, z).

For any positive integer A, we write

I(A) = {α ∈ R\Q : α = [a0; a1, . . .], |aj| ≤ A, j ≥ 0} .

We note that
⋃
A∈N I(A) contains the set of all quadratic irrationals. The following two

results are published in Acta Arithmetica, see [100]. We state our first result.

Theorem 1.1.1. There exists an increasing sequence (xk)k∈N of positive integers such
that if 2 ≤ y < x

1/2
k , y < z ≤ xk, ε > 0 and δ = x

−1/4+ε
k , then∑

n∈S(xk;y,z)
‖αn+β‖<δ

1 = 2δΨ(xk; y, z) +O
(
x

3/4+ε/2+o(1)
k

)
. (1.1.1)

Moreover, (1.1.1) holds for the sequence (xk)k∈N = (k)k∈N uniformly for all α ∈ I(A)

and any fixed positive integer A.

For any real numbers 0 < y ≤ z ≤ x, we denote by

S∗(x; y, z) =
{
a ∈ [1, x] ∩ N : µ2(a) = 1, p | a⇒ p ∈ [y, z]

}
the set of all square-free integers in [1, x] whose prime factors lie in [y, z]. We also
denote the cardinality of S∗(x; y, z) by Ψ∗(x; y, z). The next theorem is essentially The-
orem 1.1.1, where we also require the integers we are counting to be square-free.

Theorem 1.1.2. There exists an increasing sequence (xk)k∈N of positive integers such
that if 2 ≤ y < x

1/2
k , y < z ≤ xk, ε > 0 and δ = x

−1/4+ε
k , then we have∑

n∈S∗(xk;y,z)
‖αn+β‖<δ

1 = 2δΨ∗(xk; y, z) +O
(
x

3/4+ε/2+o(1)
k

)
. (1.1.2)

3



Moreover, (1.1.2) holds for the sequence (xk)k∈N = (k)k∈N uniformly for all α ∈ I(A)

and any fixed positive integer A.

If we fix 0 < u2 < u1 with 2 < u1, u2 < bu1c and set y = x
1/u1
k and z = x

1/u2
k

then both Ψ(xk; y, z), Ψ∗(xk; y, z) in the main term of (1.1.1) and (1.1.2) respectively are
bounded below by the number of integers n = p1 . . . pj that are products of j = bu1c
distinct primes with pi ∈ [y, z]. This gives the lower bound

x
1−o(1)
k < Ψ(xk; y, z),Ψ

∗(xk; y, z).

It follows that our Theorem 1.1.1 and 1.1.2 are non-trivial in this region.
We note that by [34, Theorem 1] of Friedlander, we can obtain an asymptotic formula

for Ψ(x; y, z) in certain regions. We also mention that Saias [83–85] has extensively
studied this quantity. In particular, our Ψ(xk; y, z) is θ(xk, z, y) or Θ(xk, z, y) in the
notation of Friedlander [34] and Saias [83–85] respectively.

We remark that we assume y < x
1/2
k in Theorem 1.1.1 and 1.1.2 since if y ≥ x

1/2
k

and z ≥ xk then both S(xk; y, z) and S∗(xk; y, z) essentially count primes in the interval
[y, xk], and the result of Harman [51, Theorem 3.2] covers this case with δ = x

−1/4+ε
k .

It is easy to see that the proof of Theorem 1.1.1 can be adjusted to prove Theo-
rem 1.1.2, so we will only give full details for the proof of Theorem 1.1.1.

1.2 Preparations
For any δ > 0, we define

χ(r) =

1 if ‖r‖ < δ,

0 otherwise.

We recall a Lemma from [3, Chapter 2], which provides a finite Fourier approximation
to χ. This converts the problem of detecting solutions to (1.0.3) to a problem about
estimates for exponential sums.

Lemma 1.2.1. For any positive integer L, there exist complex sequences (c−` )|`|≤L and
(c+
` )|`|≤L such that

2δ − 1

L+ 1
+
∑

0<|`|≤L

c−` e(`θ) ≤ χ(θ) ≤ 2δ +
1

L+ 1
+
∑

0<|`|≤L

c+
` e(`θ),

where

|c+
` |, |c

−
` | ≤ min

{
2δ +

1

L+ 1
,

3

2`

}
.

For the rest of this chapter we assume the following. Let α, x ∈ R be such that∣∣∣∣α− a

q

∣∣∣∣ < 1

q2
,
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where 1 ≤ a ≤ q � xO(1) and (a, q) = 1.
Let (am)m∈N, (bn)n∈N, (c`)`∈N be complex sequences satisfying

|am| ≤ τ(m), |bn| ≤ τ(n), |c`| ≤ min

{
2δ +

1

bxc+ 1
,

3

2`

}
,

whenever m,n, ` ∈ N. We will also use the classical divisor bound

τ(r)� xo(1)

for r ≤ x. Lastly for ε > 0, we denote

δ = x−1/4+ε.

Firstly we recall a result from [59, Lemma 13.7].

Lemma 1.2.2. We have∑
1≤m≤M

min

{
x

m
,

1

‖αm‖

}
�
(
M +

x

q
+ q

)
log 2qx, (1.2.1)

and ∑
|m|≤M

min

{
N,

1

‖αm‖

}
�
(
M +N +

MN

q
+ q

)
log 2q. (1.2.2)

The next two lemmas provide our Type I and II information respectively and can be
obtained by following the method of [51, Section 2.3]. For completeness we shall include
their proofs below.

Lemma 1.2.3. We have

∑
`≤x

∣∣∣∣∣c` ∑
mn≤x
m∼M

am e(α`mn)

∣∣∣∣∣� (
M + xq−1 + δq

)
xo(1).

Proof. Let S denote the left hand side of our claim, we get

|S| ≤ xo(1)
∑
`≤x

|c`|
∑
m∼M

∣∣∣∣∣∣
∑
n≤x/m

e(α`mn)

∣∣∣∣∣∣
≤ xo(1)

∑
`≤x

|c`|
∑
m∼M

min

{
x

m
,

1

‖α`m‖

}
= xo(1)(S1 + S2),
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where

S1 =
∑
`≤δ−1

|c`|
∑
m∼M

min

{
x

m
,

1

‖α`m‖

}
,

and

S2 =
∑

δ−1<`≤x

|c`|
∑
m∼M

min

{
x

m
,

1

‖α`m‖

}
.

By Lemma 1.2.2 with (1.2.1) and noting that c` � δ for ` ≤ δ−1, gluing the variables
`,m to get w = `m, we have

S1 � xo(1)δ
∑

w≤2δ−1M

min

{
xδ−1

w
,

1

‖αw‖

}
� xo(1)

(
M + xq−1 + δq

)
since q � xO(1).

Next we bound S2. By Lemma 1.2.2 with (1.2.1) and noting that c` � `−1 for
δ−1 < `, gluing the variables `,m to get w = `m, we obtain

S2 � xo(1)
∑

L≤log x

δL
∑
`∼δ−L

∑
m∼M

min

{
x

m
,

1

‖α`m‖

}
� xo(1)

∑
L≤log x

δL
∑

w≤4δ−LM

min

{
xδ−L

w
,

1

‖αw‖

}
� xo(1)

(
M + xq−1 + δq

)
.

The result follows. 2

Lemma 1.2.4. We have

∑
`≤x

∣∣∣∣∣c` ∑
mn≤x
m∼M

ambn e(α`mn)

∣∣∣∣∣� x1+o(1)

(
δ

M
+
M

x
+

1

q
+
qδ

x

)1/2

(1.2.3)

for M � x1/2, and

∑
`≤x

∣∣∣∣∣c` ∑
mn≤x
m∼M

ambn e(α`mn)

∣∣∣∣∣� x1+o(1)

(
Mδ

x
+

1

M
+

1

q
+
qδ

x

)1/2

(1.2.4)

for x1/2 �M .
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Proof. First, suppose M � x1/2 and let S denote the left hand side of the claim, we have

|S| � xo(1)
∑
`≤x

|c`|
∑
m∼M

∣∣∣∣∣ ∑
mn≤x

bn e(α`mn)

∣∣∣∣∣ .
Notice that ∑

a≤ x
m

1

bx/Mc

bx/Mc−1∑
z=0

e

(
z(a− n)

bx/Mc

)
=

1 if n ≤ x
m

,

0 otherwise,

and the bound [59, Equation (8.6)] gives

∑
a≤ x

m

e

(
za

bx/Mc

)
� x/M

z

for z = 0, . . . , bx/Mc − 1. Therefore, we assert

S � xo(1)
∑
`≤x

|c`|
∑
m∼M

∣∣∣∣∣∣
∑
n≤ x

M

bn e(α`mn)

∣∣∣∣∣∣
= xo(1)(S1 + S2),

where

S1 =
∑
`≤δ−1

|c`|
∑
m∼M

∣∣∣∣∣∣
∑
n≤ x

M

bn e(α`mn)

∣∣∣∣∣∣ ,
and

S2 =
∑

δ−1<`≤x

|c`|
∑
m∼M

∣∣∣∣∣∣
∑
n≤ x

M

bn e(α`mn)

∣∣∣∣∣∣ .
We bound S1 first. Gluing the variables `,m to get w = `m, we obtain

S1 � xo(1)δ
∑

w≤2δ−1M

∣∣∣∣∣∣
∑
n≤ x

M

bn e(αwn)

∣∣∣∣∣∣ ,
since |c`| � δ in the range ` ≤ δ−1. By the Cauchy-Schwarz inequality, expanding the
square and interchanging the order of summations, we have

S2
1 � xo(1)δM

∑
w≤2δ−1M

∣∣∣∣∣∣
∑
n≤ x

M

bn e(αwn)

∣∣∣∣∣∣
2

= xo(1)δM
∑

w≤2δ−1M

∑
n1,n2≤ x

M

bn1bn2 e(αw(n1 − n2))
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� xo(1)δM
∑

n1,n2≤ x
M

∣∣∣∣∣∣
∑

w≤2δ−1M

e(αw(n1 − n2))

∣∣∣∣∣∣ .
Since n1− n2 may take a value in the interval [−x/M, x/M ] at most O(x/M) times, we
arrive at

S2
1 � x1+o(1)δ

∑
|n|≤ x

M

∣∣∣∣∣∣
∑

w≤2δ−1M

e(αwn)

∣∣∣∣∣∣
� x1+o(1)δ

∑
|n|≤ x

M

min

{
δ−1M,

1

‖αn‖

}
.

Applying Lemma 1.2.2 with (1.2.2) and taking the square-root, we bound

S1 � x1/2+o(1)δ1/2

(
x

M
+
M

δ
+

x

δq
+ q

)1/2

� x1+o(1)

(
δ

M
+
M

x
+

1

q
+
qδ

x

)1/2

.

We also get the same bound for S2 by applying the same method and noting that
c` � `−1 for δ−1 < `.

Lastly, we suppose x1/2 � M and proceeding like the above but instead we glue the
variables ` and n, we assert

S � x1+o(1)

(
Mδ

x
+

1

M
+

1

q
+
qδ

x

)1/2

.

The result follows. 2

1.2.1 Estimates for Type I & II sums

Denote
B = {n ∈ N : 2 ≤ n ≤ x}

and
A = {n ∈ B : ‖αn+ β‖ < δ} .

We will first state our Type I estimate.

Lemma 1.2.5 (Type I estimate). For q = x2/3 we have∑
mn∈A
m∼M

am = 2δ
∑
mn∈B
m∼M

am +O
(
x3/4+ε/2

)
,

whenever M � x3/4.
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Proof. By Lemma 1.2.1 with L = bxc, we get∑
mn∈A
m∼M

am =
∑
mn∈B
m∼M

amχ(αmn+ β)

= 2δ
∑
mn∈B
m∼M

am +O (E1 + E2) .

Here

E1 =
1

L+ 1

∑
mn≤x
m∼M

am

� xo(1),

and

E2 =
∑

0<|`|≤L

|c±` | ·

∣∣∣∣∣∣∣
∑
mn≤x
m∼m

am e(`(αmn+ β))

∣∣∣∣∣∣∣ .
Clearly there exists ξ` ∈ C with |ξ`| = 1 such that

E2 =
∑

0<|`|≤L

ξ`c
±
`

∑
mn≤x
m∼M

am e(α`mn).

Applying Lemma 1.2.3 immediately gives the bound

E2 �
(
M + xq−1 + δq

)
xo(1)

� x3/4+ε/2,

whenever M � x3/4. 2

Next, we state our Type II estimate.

Lemma 1.2.6 (Type II estimate). For q = x2/3 we have∑
mn∈A

xγ≤m≤xγ+τ

ambn = 2δ
∑
mn∈B

xγ≤m≤xγ+τ

ambn +O
(
x3/4+ε/2+o(1)

)
,

uniformly for 1/4 ≤ γ, γ + τ ≤ 3/4.

Proof. We follow the method of Lemma 1.2.5. Partition the summation over m into
dyadic intervals and apply Lemma 1.2.4. 2
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1.2.2 Sieve estimates

For positive real numbers u, v, w, we denote

P (w) =
∏
p<w

p and P (u, v] =
∏

u<p≤v

p.

We also set
Y = x3/4+ε/2+o(1).

For any set A ⊆ [2, x] of integers and any positive integer s, we denote

As = {n : ns ∈ A} .

For real numbers 0 < y ≤ z ≤ x, we denote

S(A; y, z) = # {a ∈ A : p | a⇒ p ∈ [y, z]}

and in the special case z = x, we denote

S(A; y, z) = S(A; y).

Given a positive integer n ≥ 2, we denote by P−(n) and P+(n) the smallest and largest
prime factor of n respectively, also we set P−(1) =∞.

We state a variant of the Buchstab identity for [y, z]-smooth numbers which is based
on taking out the largest prime factor of the integers we are counting.

Lemma 1.2.7. For any 2 ≤ y ≤ z and any set A ⊆ [2, x] of integers, we have

S(A; y, z) =
∑
y≤p≤z

S(Ap; y, p) + S(C;x1/2) +O
(
x1/2

)
where C = {a ∈ A : y ≤ a ≤ z}.

Proof. Take a ∈ {u ∈ A : p | u⇒ p ∈ [y, z]}. If a is a prime then a is contained in the
set

{u ∈ A : y ≤ u ≤ z, u is prime} ,

and is of size
S(C;x1/2) +O

(
x1/2

)
.

Otherwise a has at least two prime factors and we can write a = P+(a)n where n > 1

and the prime factors of n lie in the interval [y, P+(a)]. The result follows immediately.
2
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Next we state three lemmas which give sieve estimates for different regions. In par-
ticular, the proofs will rely on ingredients coming from the Harman sieve [50, Lemma
2].

Our first sieve estimate is essentially based on an application of our Type II estimate
(Lemma 1.2.6).

Lemma 1.2.8. For x1/4 ≤ y < z ≤ x3/4, we have∑
y≤p≤z

S(Ap; y, p) = 2δ
∑
y≤p≤z

S(Bp; y, p) +O(Y ).

Proof. We have ∑
y≤p≤z

S(Ap; y, p) =
∑
y≤p≤z

∑
np∈A

(n,P (y)P (p,x])=1

1

=
∑
mn∈A
y≤m≤z

a(m,n).

Here

a(m,n) = 1P(m)
∑

(n,P (y)P (m,x])=1

1

= 1P(m)
∑
d|n

d|P (y)P (m,x]

µ(d),

where 1P(·) is the characteristic function for the primes. We may assume that d is square-
free, as otherwise it does not contribute to the sum a(m,n).

Let us write
a(m,n) = 1P(m)

∑
d1d2|n
d2|P (y)

P−(d1)>m

µ(d1d2).

We may assume d1 > 1 as the case d1 = 1 follows immediately. We now get rid of the
condition P−(d1) > m by appealing to the truncated Perron formula

1

π

∫ T

−T
eiγt

sin ρt

t
dt =

1 +O (T−1(ρ− |γ|)−1) if |γ| ≤ ρ,

O (T−1(|γ| − ρ)−1) if |γ| > ρ.

Applying the above formula with ρ = log
(
P−(d1)− 1

2

)
, γ = logm, and T = x2δ−1, we

have ∑
mn∈A
y≤m≤z

a(m,n) = M(A) +O (R(A)) .
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Here the main term

M(A) =
1

π

∫ T

−T

∑
mn∈A
y≤m≤z

1P(m)eiγt

 ∑
d1d2|n
d2|P (y)

µ(d1d2) sin(ρt)

 dt

t
,

and the remainder term

R(A) = T−1
∑
mn∈A
y≤m≤z

1P(m)
∑
d1d2|n
d2|P (y)

µ(d1d2)∣∣log
(
P−(d)− 1

2

)
− logm

∣∣ .
We will consider the remainder term R(A) first. By the mean value theorem,

1

log
(
P−(d)− 1

2

)
− logm

=
η

P−(d)− 1
2
−m

where η ∈ [m,P−(d)− 1
2
] or [P−(d)− 1

2
,m]. In any case, we have η ≤ max{m,n− 1

2
},

so we bound

η

P−(d)− 1
2
−m

� max{m,n}

≤ x.

Therefore

R(A)� T−1x2+o(1)

� δxo(1).

It remains to estimate the main term. Note that the integral in the main term between
−1/T and 1/T can be trivially bounded by� T−1x1+o(1) � δx−1. Applying our Type
II estimate (Lemma 1.2.6) in the integral over

R(T ) = (−T,−1/T ) ∪ (1/T, T ) ,

we get

M(A) =
2δ

π

∫
R(T )

∑
mn∈B
y≤m≤z

1P(m)mit
∑
d1d2|n
d2|P (y)

µ(d1d2) sin

(
t log

(
P−(d1)− 1

2

))
dt

t

+O

(
Y

∫
R(T )

dt

t

)
+O

(
δx−1

)
,
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and therefore

M(A) =
2δ

π

∫ T

−T

∑
mn∈B
y≤m≤z

1P(m)mit
∑
d1d2|n
d2|P (y)

µ(d1d2) sin

(
t log

(
P−(d1)− 1

2

))
dt

t

+O(Y )

= 2δM(B) +O(Y ),

where the last line follows from the truncated Perron formula once again. The result
follows immediately. 2

The next sieve estimate is based on an idea which dates back to I. M. Vinogradov
who applied it to estimate sum over primes. The idea is to systematically take out the
largest prime factor until we get sums which we can estimate by our Type II estimate
(Lemma 1.2.6).

Lemma 1.2.9. For 2 ≤ y < z < x1/4, we have∑
y≤p≤z

S(Ap; y, p) = 2δ
∑
y≤p≤z

S(Bp; y, p) +O(Y ).

Proof. By the method of Lemma 1.2.7 we have∑
y≤p≤z

S(Ap; y, p) =
∑

y≤p1≤p≤z

S(App1 ; y, p1) +O
(
x1/2

)
.

We will first consider the sum on the right with pp1 > x1/4. Clearly we have∑
y≤p1≤p≤z
pp1>x1/4

S(App1 ; y, p1) =
∑

y≤p1≤p≤z
pp1>x1/4

∑
npp1∈A

(n,P (y)P (p1,x])=1

1.

Set m = pp1 and note that m < x1/2. It follows that∑
y≤p1≤p≤z
pp1>x1/4

S(App1 ; y, p1) =
∑
mn∈A

x1/4<m<x1/2

am
∑
d1d2|n
d1|P (y)

P−(d2)>P−(m)

µ(d1d2),

where am is 1 if m = pp1 with p, p1 ∈ [y, z] and 0 otherwise. Applying the method of
Lemma 1.2.8, we get∑

y≤p1≤p≤z
pp1>x1/4

S(App1 ; y, p1) = 2δ
∑

y≤p1≤p≤z
pp1>x1/4

S(Bpp1 ; y, p1) +O(Y ).
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The only part left to consider is the sum∑
y≤p1≤p≤z
pp1≤x1/4

S(App1 ; y, p1).

If it is zero then we are done, otherwise we take out the next largest prime factor to get∑
y≤p1≤p≤z
pp1≤x1/4

S(App1 ; y, p1) =
∑

y≤p2≤p1≤p≤z
pp1≤x1/4

S(App1p2 ; y, p2) +O
(
x1/2

)
.

The sum on the right with pp1p2 > x1/4 can be dealt with again by the method of
Lemma 1.2.8. By induction this can go on for at most O(log x) steps. Since we have
an asymptotic formula for every sum, the result follows swiftly. 2

For our next sieve estimate, we note that our Type II estimates are not sufficient in
this region. We bypass this complication by a role reversal that minimises the length of
summation in exchange for sifting primes.

Lemma 1.2.10. For x3/4 ≤ z ≤ x, we have∑
x3/4<p≤z

S(Ap; y, p) = 2δ
∑

x3/4<p≤z

S(Bp; y, p) +O(Y ).

Proof. Take x3/4 < p ≤ z and an element np ∈ A such that if q | n where q is prime
then q ∈ [y, p]. This gives∑

x3/4<p≤z

S(Ap; y, p) =
∑
n<x1/4

cnS(A′n; (x/n)1/2) +O
(
xo(1)

)
. (1.2.5)

Here

A′n =
{

max{y + ∆(y), x3/4} < m ≤ z : mn ∈ A
}

=
{

max
{
y + ∆(y), x3/4

}
< m ≤ min{z, x/n} : ‖αmn+ β‖ < δ

}
,

where cn is 1 if all prime factors of n are at least y, and 0 otherwise, and ∆(y) is -1/2 if
y is an integer, and 0 otherwise. We also recall the notation

S(W ; k) = # {w ∈ W : (w,P (k)) = 1} .

We note that the sum in (1.2.5) may be empty depending on the choice of y. To
show (1.2.5), take m ∈ S(A′n; (x/n)1/2) and suppose that m has two prime factors say
q1, q2 then we must have

m ≥ q1q2
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≥ (x/n)1/2(x/n)1/2

= x/n.

This is a contradiction unlessmn = x and this occurs at mostO
(
xo(1)

)
times. Moreover,

it is evident that∑
n<x1/4

cnS(A′n; (x/n)1/2) =
∑
n<x1/4

cn
{
S(A′n;x1/2) +O

(
x1/2

)}
=
∑
n<x1/4

cnS(A′n;x1/2) +O
(
x3/4

)
.

Let N ≤ n < 2N where N � x1/4 and M a positive real number such that

max{y + ∆(y), x3/4}n�M(n) = M � min{zn, x}

and consider the set

A(M) = {M ≤ m < 2M : ‖αm+ β‖ < δ} .

Then we have

A(M)
n = {M/n ≤ m < 2M/n : ‖αmn+ β‖ < δ} ,

and by the Harman sieve [50, Lemma 2] using the Type I and II estimate (Lemma 1.2.5
and 1.2.6), we get∑

n∼N

cnS(A(M)
n ;x1/2) = 2δ

∑
n∼N

cnS(B(M)
n ;x1/2) +O(Y ).

Therefore by summing over N,M we obtain∑
n<x1/4

cnS(A′n;x1/2) = 2δ
∑
n<x1/4

cnS(B′n;x1/2) +O(Y ),

which is what we needed to show. 2

For a set C ⊆ [2, x] of integers and for integers 2 ≤ y < z ≤ x, we denote

T (C; y, z) = #
{
c ∈ C : µ2(c) = 1, p | c⇒ p ∈ [y, z]

}
.

The next three results are square-free analogue of Lemma 1.2.8–1.2.10.

Lemma 1.2.11. For x1/4 ≤ y < z ≤ x3/4, we have∑
y≤p≤z

T (Ap; y, p− 1) = 2δ
∑
y<p≤z

T (Bp; y, p− 1) +O(Y ).
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Proof. By writing∑
y≤p≤z

T (Ap; y, p− 1) =
∑
y≤p≤z

∑
np∈A

(n,P (y),P (p−1,x])=1

µ2(np)

=
∑
mn∈A
y≤m≤z

1P(m)µ2(n)
∑
d1d2|n
d1|P (y)

P−(d2)≥m

µ(d1d2).

We see that the method of Lemma 1.2.8 gives the result. 2

Lemma 1.2.12. For 2 ≤ y < z < x1/4, we have∑
y≤p≤z

T (Ap; y, p− 1) = 2δ
∑
y≤p≤z

T (Bp; y, p− 1) +O(Y ).

Proof. We follow as in Lemma 1.2.9 but we successively take out the largest distinct
prime factors. 2

Lemma 1.2.13. For x3/4 ≤ z ≤ x, we have∑
x3/4<p≤z

T (Ap; y, p− 1) = 2δ
∑

x3/4<p≤z

T (Bp; y, p− 1) +O(Y ).

Proof. This follows immediately from the proof of Lemma 1.2.10 by taking cn there to
be 1 if n is square-free and all prime factors of n are at least y, and 0 otherwise. 2

1.3 Proof of Theorem 1.1.1
By Dirichlet’s theorem, we have ∣∣∣∣α− a

q

∣∣∣∣ < 1

q2

for infinitely many q. Let (qk)k∈N be an increasing sequence of such denominators. Then
we can choose an increasing sequence (xk)k∈N so that qk = x

2/3
k . Now we take xk to be

a sufficiently large element in the sequence (xk)k∈N.
By Lemma 1.2.7, we assert

S(A; y, z) =
∑
y≤p≤z

S(Ap; y, p) + S(C;x1/2
k ) +O

(
x

1/2
k

)
. (1.3.1)

By [93, Theorem 2] and partial summation, we have

S(C;x1/2
k ) = 2δS(D;x

1/2
k ) +O(Y ), (1.3.2)
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where D = {n ∈ N : y ≤ n ≤ z}, and Y = x
3/4+ε/2+o(1)
k . Therefore by substitut-

ing (1.3.2) into (1.3.1), we obtain

S(A; y, z) =
∑
y≤p≤z

S(Ap; y, p) + 2δS(D;x
1/2
k ) +O(Y ).

Suppose y < x
1/4
k . Then we write

S(A; y, z)

=

 ∑
y≤p≤z<x1/4k

+
∑

y≤p<x1/4k

+
∑

x
1/4
k ≤p≤z≤x

3/4
k

+
∑

x
1/4
k ≤p≤x

3/4
k ≤z

+
∑

x
3/4
k <p≤z

S(Ap; y, p)

+ 2δS(D;x
1/2
k ) +O(Y ).

We note that some of the sums above may be empty depending on the choice of z. Ap-
plying Lemma 1.2.8–1.2.10 then Lemma 1.2.7 to the above we get

S(A; y, z) = 2δS(B; y, z) +O(Y ).

The case x1/4
k ≤ y < x

1/2
k is similar to the case above and the first result follows.

Now suppose α ∈ I(A) then we can assume α ∈ (0, 1)\Q. Indeed, we can write
α = b + r, where b ∈ Z and r ∈ (0, 1)\Q, so that ‖αn + β‖ = ‖rn + β‖. Therefore
we have the continued fraction expansion α = [0; a1, a2, . . .] with 0 < ai ≤ A for some
absolute constantA. The convergents ps/qs to α satisfy the inequality |α−ps/qs| < 1/q2

s .
Clearly (qs)s≥1 is a strictly increasing sequence. Therefore, for any sufficiently large x
there exist s ∈ N such that qs−1 ≤ x2/3 ≤ qs. Since qs = asqs−1 + qs−2 for s ≥ 2, we get
qs ≤ (A + 1)qs−1 ≤ 2Ax2/3 � x2/3, because A is fixed. Hence x2/3 � qs � x2/3 and
the result follows by the argument above.

1.4 Proof of Theorem 1.1.2
We proceed as in the proof of Theorem 1.1.1 but instead we apply Lemma 1.2.11-1.2.13.
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CHAPTER 2

On Products of Integers Free of Small Prime Factors and
Primes in Arithmetic Progressions

“Perfect numbers like perfect men are very rare.”
–Rene Descartes

We are interested in the following conjecture stated in a paper of Erdös, Odlyzko, and
Sárközy [29].

Conjecture 2.0.1 (EOSC). For all sufficiently large k and a with (a, k) = 1, we have

p1p2 ≡ a (mod k) for some p1, p2 ≤ k. (2.0.1)

Although EOSC is unreachable with current methods in view of the parity problem,
we note that various relaxation towards EOSC had been made. Specifically Shparlin-
ski [88] showed for any integers a and m ≥ 1 with (a,m) = 1, there exist several
families of small integers k, ` ≥ 1 and real positive α, β ≤ 1, such that the products

p1 . . . pks ≡ a (mod m).

Here p1, . . . , pk ≤ mα are primes and s ≤ mβ is a product of at most ` primes. Shparlin-
ski [87] also showed that there exists a solution to the congruence

pr ≡ a (mod m)

where p is prime, r is a product of at most 17 prime factors and p, r ≤ m. The techniques
in [87, 88] involve a sieve method by Greaves [45] applied with bounds of exponential
sum over reciprocal of primes.

For products of large primes, Ramaré and Walker [82] showed that every reduced
residue class modulo m can be represented by a product of three primes p1, p2, p3 ≤
m16/3 as m→∞.

In another direction Friedlander, Kurlberg and Shparlinski [37] obtained an upper
bound on the number of solutions to (2.0.1) on average over a and k. This implies we
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should expect the following conjecture

#{(p1, p2) : pi ≤ x, p1p2 ≡ a (mod k)} =
π(x)2

ϕ(k)
+ o

(
π(x)2

ϕ(k)

)
,

where π(x) denote the number of primes up to x.
Finally, we remark that one can find results of Garaev [39] which improves results

of [37] concerning the related congruences

p1(p2 + p3) ≡ a (mod m) and p1p2(p3 + h) ≡ a (mod m),

where p1, p2, p3 ≤ x are primes and h is a fixed integer.
Let U ⊆ [2, x] ∩ N, V ⊆ [2, y] ∩ N, k > 2 and an integer a with (a, k) = 1. We use

Nk(a;U ,V , z) to denote the number of solutions to the congruence

uv ≡ a (mod k), u ∈ U , v ∈ V , P−(u) ≥ z.

Here P−(m) is the smallest prime factor of m for m ≥ 2 and P−(1) =∞.
In the special case when U = [2, x] ∩ N and V = {p ≤ y : p prime}, we set

Nk(a;x, y, z) = Nk(a;U ,V , z).

Observe that showing
Nk(a; k, k, k

1
2 ) > 0

for all sufficiently large k would immediately imply EOSC.
In this chapter, we establish various bounds for Nk(a;x, y, z). The best results are

conditional on the Generalised Riemann Hypothesis (GRH). Our method is to apply the
Harman sieve coupled with Type I & II estimates obtained from bounds for multiplicative
character sums.

We write χ0 to be the principal character modulo k and the set of all ϕ(k) multi-
plicative characters modulo k is denoted by Xk, where ϕ is the Euler totient function.
Moreover, we denote X ∗k = Xk\{χ0}. For relatively prime integers m and n, we denote
by n̄m the multiplicative inverse of n modulo m, the unique integer u defined by the
conditions

un ≡ 1 (mod m) and 0 ≤ u < m.

We always denote p, q and their subscripts to be prime.

2.1 Main results
For any β ≥ 0, we denote

Φ(x, xβ) = #
{
n ≤ x : P−(n) ≥ xβ

}

20



as the number of xβ-rough numbers in the interval [1, x] and

Pk(y) = {p ≤ y : (p, k) = 1}

as the set of primes up to y coprime to k. In the special case that k = 1, we write
P(y) = P1(y).

We state our first unconditional result for Nk(a;x, y, z).

Theorem 2.1.1. Let k, x � logB y for some fixed B > 0. Then for any β ∈ (0, 1
2
] and

fixed C > 0, we have

Nk(a;x, y, xβ) =
#Pk(y)

ϕ(k)
Φ(x, xβ) +O

(
xy

ϕ(k) logC y

)
.

Assuming the GRH, we obtain an estimate valid for a wider range of parameters.

Theorem 2.1.2. Assume the GRH. Fix real numbers ϑ1, ϑ2 > 0 such that

ϑ2 < min

{
1 + ϑ1

2
,
2 + 3ϑ1

5

}
.

Set y = xϑ1 , k � xϑ2 and fix β ∈ (0, 1
2
] with β < 1 + 2(ϑ1 − ϑ2). For any sufficiently

small ε > 0, we have

Nk(a;x, y, xβ) =
#Pk(y)

ϕ(k)
Φ(x, xβ) +O

(
x1−ε+o(1)y

k

)
as x→∞.

We see from Theorem 2.1.2 even on the assumption of the GRH we need one of the
two lengths x or y to be greater than the modulus k. In view of EOSC and focusing on
the special case β = 1/2, our next result shows that we can reduce one of the lengths
drastically.

Theorem 2.1.3. Assume the GRH. For any fixed sufficiently small ε > 0, set y = xε and
k � xδ. Then for all x sufficiently large, we have

Nk(a;x, y, x
1
2 ) =

#Pk(y)

ϕ(k)
Φ(x, xβ) +O

(
x1−ε+o(1)y

k

)
if δ ∈

(
1
4
, 1

3

]
, and

Nk(a;x, y, x
1
2 ) ≥ 3xy

4ϕ(k)(log x)(log y)
(2.1.1)

if δ ∈
(

1
3
, 2

5

)
.
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By [59, Lemma 12.1], we have for any fixed β < 1, the asymptotic

Φ(x, xβ) ∼ ω(β−1)
x

β log x

as x→∞. Here ω is the Buchstab function defined by the delay differential equation

ω(u) = 1/u for 1 ≤ u ≤ 2,

(uω(u))′ = ω(u− 1) for u > 2.

For k = yO(1), we have by the prime number theorem

Pk(y) = P(y)−
∑
p|k

1

= P(y) +O(log y)

∼ y

log y
,

as y → ∞. It follows the main term dominates the remainder term in Theorems 2.1.1,
2.1.2 and 2.1.3. We do not pursue to optimise the constant 3/4 in (2.1.1).

Lastly, notice that Theorem 2.1.1 and 2.1.2 gives partial results towards EOSC, that
is

Nk(a; k, exp(k
1
B ), k

1
2 ) > 0,

and
Nk(a; k, k1+ε, k

1
2 ) > 0

(conditional on the GRH) respectively as k →∞.

2.2 Preparations
2.2.1 Bounds for multiplicative character sums

We recall a classical result proved independently by Pólya and Vinogradov [59, Theorem
12.5].

Lemma 2.2.1 (Pólya-Vinogradov). For any non-principal character modulo k, we have

max
M,N

∣∣∣∣ ∑
M<n≤M+N

χ(n)

∣∣∣∣� k
1
2

+o(1).

We also recall a result from [59, Corollary 5.29] which gives a bound for character
sums over primes.

Lemma 2.2.2. For k > 2 and fixed A > 0, we have

max
χ∈X ∗k

∣∣∣∣∑
p≤y

χ(p)

∣∣∣∣� k
1
2y(log y)−A.
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We obtain a stronger bound under the GRH. This follows by taking T = x2 in [27,
Equation 13, page 120] and applying the GRH.

Lemma 2.2.3. Assume the GRH then we have

max
χ∈X ∗k

∣∣∣∣∑
p≤y

χ(p)

∣∣∣∣� y
1
2 log ky.

We also recall the mean value estimate for character sums which follows immediately
by orthogonality.

Lemma 2.2.4. For N ≥ 1 and any sequence of complex numbers an, we have

∑
χ∈Xk

∣∣∣∣∑
n≤N

anχ(n)

∣∣∣∣2 ≤ ϕ(k)(N/k + 1)
∑
n≤N

|an|2.

2.2.2 Type I & II estimates

We recall that k > 2 an integer and we define the sequences A = (cr) by

cr =
∑

p≤y,(p,k)=1
r≡ap̄k (mod k)

1,

and B = (1r) the constant sequence 1, both supported on the interval [1, x]. We state our
Type I estimate below.

Lemma 2.2.5 (Type I estimate). Suppose we have the bound∑
p≤y

χ(p)� ∆(k, y)

for all χ ∈ X ∗k . For any complex sequence am such that |am| ≤ τ(m), we have

∑
cmn∈A
m≤M

amcmn =
#Pk(y)

ϕ(k)

∑
mn∈B
m≤M

am +O
(

∆(k, y)M1+o(1)k
1
2

+o(1)
)
. (2.2.1)

Proof. We recall the orthogonality relation

1

ϕ(k)

∑
χ∈Xk

χ̄(a)χ(r) =

1 if r ≡ a (mod k),

0 otherwise,

for (a, k) = 1. Applying the above identity, we get∑
cmn∈A
m≤M

amcmn =
∑
mn∈B
m≤M

am
∑

p≤y,(p,k)=1
mn≡ap̄k (mod k)

1
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=
1

ϕ(k)

∑
mn∈B
m≤M

am
∑
p≤y

(p,k)=1

∑
χ∈Xk

χ(mn)χ̄(ap̄k).

Separating the main term corresponding to the principal character χ0, the above is

#Pk(y)

ϕ(k)

∑
mn∈B
m≤M

am +
1

ϕ(k)

∑
χ∈X ∗k

χ̄(a)
∑
mn≤x
m≤M

amχ(mn)
∑
p≤y

(p,k)=1

χ(p).

Denote the second sum on the right by R. By the Pólya-Vinogradov (Lemma 2.2.1)
and our assumption, we obtain

R�M1+o(1)
∑
χ∈X ∗k

max
M≤m<2M

∣∣∣∣ ∑
n≤x/m

χ(n)

∣∣∣∣ · ∣∣∣∣∑
p≤y

χ(p)

∣∣∣∣
�M1+o(1)ϕ(k)k

1
2

+o(1)∆(k, y).

2

Using similar argument to Lemma 2.2.5, we obtain our Type II estimate.

Lemma 2.2.6 (Type II estimate). Suppose we have the bound∑
p≤y

χ(p)� ∆(k, y)

for all χ ∈ X ∗k . For any complex sequences am, bn such that |am| ≤ τ(m), |bn| ≤ τ(n),
we have∑

cmn∈A
m∼M

ambncmn =
#Pk(y)

ϕ(k)

∑
mn∈B
m∼M

ambn

+O

(
∆(k, y)

{
x

k
+
M

1
2x

1
2

k
1
2

+
x

M
1
2k

1
2

+ x
1
2

}
(xM)o(1)

)
.

Proof. We proceed as in the proof of Lemma 2.2.5 and it is enough to bound

R =
∑
χ∈X ∗k

∑
mn≤x
m∼M

ambnχ(mn)
∑
p≤y

(p,k)=1

χ̄(ap̄k).

We apply ∑
a≤x/m

1

b x
M
c

b x
M
c∑

z=1

e

(
z(a− n)

bx/Mc

)
=

1 if n ≤ x/m,

0 otherwise,
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to R in order to separate the dependence on m in the summation over n and assert

R� log(x)

∣∣∣∣∣∣∣∣
∑
χ∈X ∗k

∑
n≤x/M
m∼M

amb
∗
nχ(mn)

∑
p≤y

(p,k)=1

χ̄(ap̄k)

∣∣∣∣∣∣∣∣ ,
where |b∗n| = |bn|. By Cauchy inequality, Lemma 2.2.4 and our assumption, we bound

R� (log x) max
χ∈X ∗k

∣∣∣∣∣∑
p≤y

χ(p)

∣∣∣∣∣ ·∑
χ∈Xk

∣∣∣∣∣∑
m∼M

amχ(m)

∣∣∣∣∣ ·
∣∣∣∣∣∣
∑

n≤x/M

b∗nχ(n)

∣∣∣∣∣∣
� (log x)∆(k, y)

∑
χ∈Xk

∣∣∣∣∣∑
m∼M

amχ(m)

∣∣∣∣∣
2

·
∑
χ∈Xk

∣∣∣∣∣∣
∑

n≤x/M

b∗nχ(n)

∣∣∣∣∣∣
21/2

� (log x)∆(k, y)

(
ϕ(k)

(
M

k
+ 1

)
Mϕ(k)

(
x

Mk
+ 1

)
x

M

)1/2

(xM)o(1)

� ∆(k, y)ϕ(k)

(
x

k
+
M

1
2x

1
2

k
1
2

+
x

M
1
2k

1
2

+ x
1
2

)
(xM)o(1),

where we have used the bound |am| �M o(1) for m�M . 2

2.2.3 Sieve method

In this section, we set A = (ξr) and B = (ηr) to be any general sequence of complex
numbers support on [1, x]. For any positive integer s, we denote the sequence

As = (ξrs).

Moreover, for any positive real numbers z, we define the weighted sifting function to
be

S(A, z) =
∑
r≤x

(r,P (z))=1

ξr

where P (w) =
∏

p<w p is the product of all primes less than w.
First, we recall a lemma which is essentially due to Buchstab [59, Eq. (13.58)], but

we state it here with weighted sifting function.

Lemma 2.2.7 (Buchstab identity). For any 0 < z2 ≤ z1, we have

S(A, z1) = S(A, z2)−
∑

z2≤p<z1

S(Ap, p).

It is easy to see that the following variant of Harman sieve follows closely to the proof
of [51, Lemma 2].
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Proposition 2.2.8 (Harman sieve). Suppose that for any |am| ≤ τ(m), |bn| ≤ τ(n), we
have for some λ > 0, α > 0, β ≤ 1

2
, M ≥ 1, that∑

ξmn∈A
m≤M

amξmn = λ
∑
ηmn∈B
m≤M

amηmn +O(Y ), (2.2.2)

and ∑
ξmn∈A

xα≤m≤xα+β

ambnξmn = λ
∑
ηmn∈B

xα≤m≤xα+β

ambnηmn +O(Y ). (2.2.3)

Then, if |cr| ≤ 1, xα < M , R < min{x1−α,M} and M ≥ x1−α if R > xα+β , we have∑
r∼R

crS(Ar, xβ) = λ
∑
r∼R

crS(Br, xβ) +O
(
Y log3 x

)
.

2.3 Proof of Theorem 2.1.1
By Lemma 2.2.2 with A = 3B + C + 3, we have

max
χ∈X ∗k

∣∣∣∣∑
p≤y

χ(p)

∣∣∣∣� k
1
2y

(log y)A
.

Set

∆(k, y) =
k

1
2y

(log y)A
.

To obtain our Type I estimate, we apply Lemma 2.2.5 to get

∑
cmn∈A
m≤M

amcmn =
#Pk(y)

ϕ(k)

∑
mn∈B
m≤M

am +O(R1).

Here

R1 =
M1+o(1)k1+o(1)y

(log y)3B+C+3

� M1+o(1)y

(log y)B+C+3

� xy

ϕ(k) logC+3 y

whenever M � x1−ε for any fixed ε > 0 and x sufficiently large. We have used the
assumption k � logB y.
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To obtain our Type II estimate, we apply Lemma 2.2.6 at most log x times to get

∑
cmn∈A
m≤M

ambncmn =
#Pk(y)

ϕ(k)

∑
mn∈B
m≤M

ambn +O(R2)

where

R2 =
y

(log y)3B+C+3

(
x

k
+
M

1
2x

1
2

k
1
2

+
x

M
1
2k

1
2

+ x
1
2

)
(xM)o(1)

� xy

ϕ(k) logC+3 y

whenever 1�M � x.
Set λ = #Pk(y)/ϕ(k), α = ε > 0, β ∈ (0, 1

2
], M = x1−ε, Y = xy

ϕ(k) logC+3 y
, R = 1,

and cr = 1 for R ≤ r < 2R.
Appealing to the above estimates, we obtain our Type I & II estimate (2.2.2) and (2.2.3).

Clearly xα < M as ε is sufficiently small, therefore by appealing to the Harman sieve
(Proposition 2.2.8) we get

S(A, xβ) = λS(B, xβ) +O
(
Y log3 x

)
,

and the result follows.

2.4 Proof of Theorem 2.1.2
By Lemma 2.2.3, we have

max
χ∈X ∗k

∣∣∣∣∑
p≤y

χ(p)

∣∣∣∣� y
1
2 log ky.

Set
∆(k, y) = y

1
2 log ky.

By Lemma 2.2.5, we get our Type I estimate

∑
cmn∈A
m≤M

amcmn =
#Pk(y)

ϕ(k)

∑
mn∈B
m≤M

am +O(R1),

where

R1 = M1+o(1)k
1
2

+o(1)y
1
2 log(ky)

� x1−ε+o(1)yϕ−1(k)

whenever M � x1+ 1
2

(ϑ1−3ϑ2)−ε+o(1).
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By Lemma 2.2.6, we get our Type II estimate

∑
cmn∈A
m∼M

amcmn =
#Pk(y)

ϕ(k)

∑
mn∈B
m∼M

am +O(R2).

Here

R2 = y
1
2 (log ky)

(
x

k
+
M

1
2x

1
2

k
1
2

+
x

M
1
2k

1
2

+ x
1
2

)
(xM)o(1).

Since 2ϑ2 < 1 + ϑ1, we get

R2 � x1−ε+o(1)yϕ−1(k)

whenever
xϑ2−ϑ1+2ε+o(1) �M � x1+ϑ1−ϑ2−2ε+o(1).

Set λ = #Pk(y)/ϕ(k), α = ϑ2−ϑ1 + 2ε+o(1), β ∈ (0, 1
2
] with β < 1 + 2(ϑ1−ϑ2),

M = x1+ 1
2

(ϑ1−3ϑ2)−ε+o(1), Y = x1−ε+o(1)yk−1, R = 1 and cr = 1 for R ≤ r < 2R.
Then considering above, we obtain our Type I & II estimate (2.2.2) and (2.2.3). Our

assumption 5ϑ2 < 2 + 3ϑ1 implies xα < M for x sufficiently large. Therefore by the
Harman sieve (Proposition 2.2.8) we get

S(A, xβ) = λS(B, xβ) +O(Y )

where the log3 x term is absorbed into Y .

2.5 Proof of Theorem 2.1.3
Let ε′ > 0 with ε = 3ε′ so that y = xε = x3ε′ . By the proof of Theorem 2.1.2 (take
ε = ε′ there), we have satisfactory Type I estimate as long as

M � x1− 3
2
δ.

The Type II estimate remains valid when

xδ �M � x1−δ.

Set λ = #Pk(y)/ϕ(k) and Y = x1−ε+o(1)yk−1.
• Assume δ ∈

(
1
4
, 1

3

]
.

Write X = x
1
2 , z = x1−2δ then applying the Buchstab identity (Lemma 2.2.7), we

assert

S(A, X) = S(A, z)−
∑

z≤p<X

S(Ap, p)
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= Σ1 − Σ2, say.

Then by the Harman sieve, we have

Σ1 = λS(B, z) +O(Y ).

We have xδ ≤ z < X ≤ x1−δ since δ ∈ (1
4
, 1

3
]. Therefore Σ2 is a Type II sum and we

obtain
Σ2 = λ

∑
z≤p<X

S(Bp, p) +O(Y ).

Hence we get
S(A, X) = λS(B, X) +O(Y ).

• Assume δ ∈
(

1
3
, 2

5

)
.

Write X = x
1
2 , z = x1−2δ, T = xδ. Then by the Buchstab identity

S(A, X) = S(A, z)−
∑

z≤p<X

S(Ap, p)

= S(A, z)−
∑
z≤p<T

S(Ap, p)−
∑

T≤p<X

S(Ap, p)

= Σ1 − Σ2 − Σ3, say.

The sums Σ1 and Σ3 can be estimated as above. For Σ2, we apply Buchstab identity
to get

Σ2 =
∑
z≤p<T

S(Ap, z)−
∑

z≤q<p<T

S(Apq, q)

= Σ4 − Σ5, say.

The sum Σ4 can be estimated by the Harman sieve. We split Σ5 and write

Σ5 =
∑

z≤q<p<T
pq≤x1−δ

S(Apq, q) +
∑

z≤q<p<T
pq>x1−δ

S(Apq, q)

= Σ6 + Σ7, say.

Since T ≤ z2 ≤ pq ≤ x1−δ, the sum Σ6 can be estimated as a Type II sum.
For simplicity we drop Σ7 and obtain

S(A, X) = λ(Σ∗1 − Σ∗3 − Σ∗4 + Σ∗6) + Σ7 +O(Y )

≥ λ(Σ∗1 − Σ∗3 − Σ∗4 + Σ∗6 + Σ∗7 − Σ∗7) +O(Y ) (2.5.1)

= λS(B, X)− λΣ∗7 +O(Y )
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where Σ∗j is Σj with A replaced by B.
We note that if pq2 ≥ x then Σ∗7 is zero, therefore we write

Σ∗7 =
∑

z≤q<p<T
x1−δ/q<p<x/q2

S(Bpq, q).

For the summands in Σ∗7, we have

S(Bpq, q) = (1 + o(1))
x

pq log q
ω

(
log(x/pq)

log q

)
= (1 + o(1))

x

pq log q
ω

(
log x

log q

(
1− log p

log x
− log q

log x

))
where ω is the Buchstab function. Therefore

Σ∗7 = (1 + o(1))
∑
q

∑
p

x

pq log q
ω

(
log x

log q

(
1− log p

log x
− log q

log x

))

where the summations over q, p satisfy

1− 2δ ≤ log q

log x
< δ

and

max

{
log q

log x
, 1− δ − log q

log x

}
<

log p

log x
< min

{
δ, 1− 2

log q

log x

}
.

By partial summation, we get

Σ∗7 =
(1 + o(1))x

log x
I

where

I =

∫ δ

1−2δ

∫ min{δ,1−2α2}

max{α2,1−δ−α2}

1

α2
2α1

ω

(
1

α2

(1− α1 − α2)

)
dα1 dα2.

Here we implicitly impose the condition

min{δ, 1− 2α2} ≥ max{α2, 1− δ − α2}

on I as Σ∗7 is non-negative.
We split I into two integrals

I = I1 + I2,

where

I1 =

∫ δ

1−δ
2

∫ 1−2α2

α2

1

α2
2α1

ω

(
1

α2

(1− α1 − α2)

)
dα1 dα2,
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and

I2 =

∫ 1−δ
2

1−2δ

∫ δ

1−δ−α2

1

α2
2α1

ω

(
1

α2

(1− α1 − α2)

)
dα1 dα2.

Observe that the Buchstab function is bounded above by 1. When 1
3
< α2 ≤ δ the

integral I1 = 0 therefore we bound

I1 ≤
∫ 1

3

1−δ
2

∫ 1−2α2

α2

1

α2
2α1

dα1 dα2

≤
∫ 1

3

3
10

∫ 1−2α2

α2

1

α2
2α1

dα1 dα2

=
1

3
(log(256/81)− 1) ≤ 0.0503.

Similarly we obtain

I2 ≤
∫ 1−δ

2

1−2δ

∫ δ

1−δ−α2

1

α2
2α1

dα1 dα2

≤
∫ 3

10

1
5

∫ 2
5

3
5
−α2

1

α2
2α1

dα1 dα2

=
5

3
log(9/8) ≤ 0.1964.

Appealing to (2.5.1), we have

S(A, X) ≥ λ(0.7533 + o(1))
x

log x
+O(Y )

≥ 3xy

4ϕ(k)(log x)(log y)

as x→∞.
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CHAPTER 3

On Products of Primes and Square-free Integers in
Arithmetic Progressions

“2 is a prime, 3 is a prime, 4 is a prime, 5 is a prime...”
–Billy

A conjecture of Erdös, Odlyzko, and Sárközy [29] asks if for every reduced residue
class a modulo m can be represented as a product

p1p2 ≡ a (mod m) (3.0.1)

for two primes p1, p2 ≤ m. Friedlander, Kurlberg, and Shparlinski [37] considered an
average of (3.0.1) over a and m, and also various modification of (3.0.1). Garaev [39,40]
improved on these modifications. Other interesting variants of (3.0.1) had also been
considered by Baker [4], Ramaré & Walker [82], Shparlinski [87, 88], Walker [98].

In this paper, we want to bound the quantity

#
{

(p, s) : ps ≡ a (mod q), p ≤ P, s ≤ S, µ2(s) = 1, (ps, q) = 1
}

for (a, q) = 1. This may also be viewed as a multiplicative analogue in the setting of
finite fields of a result of Estermann [30]. Estermann [30] showed that all sufficiently
large positive integer can be written as a sum of a prime and a square-free integer, see
also [71,79]. Recently, Dudek [27] showed that this is true for all positive integer greater
than two.

Our method uses the nice factoring property of the characteristic function for square-
free integers

µ2(n) =
∑
d2|n

µ(d), (3.0.2)

together with bounds for Kloosterman sums over primes supplied by Fourvy & Shparlin-
ski [33], extending those previous result of Garaev [39].

3.1 Main result
We denote

πq(P ) = # {p ≤ P : (p, q) = 1}
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to be the number of primes up to P coprime to q, and

sq(S) = #
{
s ≤ S : µ2(s) = 1, (s, q) = 1

}
to be the number of square-free integers up to S coprime to q.

Finally, for (a, q) = 1, denote N#
a,q(P, S) by the quantity

#
{

(p, s) : ps ≡ a (mod q), p ≤ P, s ≤ S, µ2(s) = 1, (ps, q) = 1
}
.

Theorem 3.1.1. For all fixed A, ε > 0 and q ≤ PO(1), we have

N#
a,q(P, S) =

πq(P )sq(S)

q
+O

(
(PS)o(1)S1/2E

)
,

uniformly for q ≥ 2, (a, q) = 1, where

E =



Pq−1 if q ≤ (logP )A,

P

q3/4
+
P 9/10

q3/8
if (logP )A < q < P 3/4,

P 31/32

q(1−ε)/2 +
P 5/6

q(3/4−ε)/2 if P 3/4 ≤ q.

The main term in Theorem 3.1.1 is

πq(P )sq(S)

q
� 1

q

P

logP

(
ϕ(q)S

q
+O(τ(q))

)
� P 1+o(1)Sq−1

since q ≤ PO(1). It follows that N#
a,q(P, S) > 0 when P → ∞ if either one of the

following three conditions below holds.

(i) There exists an ε > 0 such that S � P ε and q ≤ (logP )A.

(ii) There exists an ε > 0 such that

S2 � (PS)εq, P 4S20 � (PS)εq25, and (logP )A < q < P 3/4.

(iii) There exists an ε > 0 such that

PS16 � (PS)εq16, P 4S12 � (PS)εq15, and P 3/4 ≤ q.
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3.2 Preparations
For (a, q) = 1, we denote the Kloosterman sum over primes by

Sq(a;x) =
∑
p≤x

(p,q)=1

eq(ap̄).

Here p̄ is the multiplicative inverse for p modulo q. Bounds in the case that q is prime
had been obtained by Garaev [39]. Fouvry & Shparlinski [33] extended these results
for composite q. We gather Theorem 3.1, 3.2, and Equation (3.13) from [33] into the
following lemma.

Lemma 3.2.1. For every fixed A, ε > 0, we have

Sq(a;x) = O (Bq(x)) ,

uniformly for integer q ≥ 2, (a, q) = 1, and x ≥ 2. Here

Bq(x) =


x1+o(1)q−1 if q ≤ (log x)A,(
q−1/2x+ q1/4x4/5

)
xo(1) if (log x)A < q < x3/4,(

x15/16 + q1/4x2/3
)
qε if x3/4 ≤ q.

Denote

Na,q(P, S) = # {(p, s) : ps ≡ a (mod q), p ≤ P, s ≤ S, (ps, q) = 1}

for (a, q) = 1. Below, we provide an upper bounds for Na,q(P, S).

Lemma 3.2.2. For q ≤ PO(1), we have

Na,q(P, S)�
(
PS

q
+ 1

)
(PS)o(1).

Proof. We count the number of solutions to ps = a + kq. Therefore we bound k �
(PS/q + 1). For each a+ kq, the number of its distinct prime factors is no more than

� log(kq)� log(PS + q)� log(PS)� (PS)o(1),

from our upper bound on k. 2

Denote
Nq(P, S) = # {(p, s) : p ≤ P, s ≤ S, (ps, q) = 1} .

We relate the quantity Na,q(P, S) with Nq(P, S).
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Lemma 3.2.3. For all fixed ε > 0, we have

Na,q(P, S) =
Nq(P, S)

q
+O (Bq(P )) ,

uniformly for (a, q) = 1, where Bq is defined as in Lemma 3.2.1.

Proof. We interpret this as a uniform distribution problem. Namely we consider

s ≡ ap̄ (mod q)

which fall in the interval [1, S]. The result follows from Lemma 3.2.1 applied with the
Erdös-Turán inequality, see [25]. 2

We provide a bound for Nq(P, S).

Lemma 3.2.4. For q ≤ PO(1), we have

Nq(P, S) =
ϕ(q)πq(P )S

q
+O

(
P 1+o(1)

)
.

Proof. Note the identity ∑
d|n

µ(d) =

1 if n = 1,

0 otherwise.

We have

Nq(P, S) =
∑
p≤P

(p,q)=1

1
∑
s≤S

(s,q)=1

1

= πq(P )
∑
s≤S

∑
d|s
d|q

µ(d)

= πq(P )

(
ϕ(q)S

q
+O(τ(q))

)
=
ϕ(q)

q
πq(P )S +O

(
P 1+o(1)

)
.

2

We also provide a bound for sq(S).

Lemma 3.2.5. We have

sq(S) =
ϕ(q)

q

∏
p-q

(
1− 1

p2

)
S +O

(
S1/2qo(1)

)
.
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Proof. In a first step

sq(S) =
∑
d≤S1/2

(d,q)=1

µ(d)
∑

s≤S/d2
(s,q)=1

1

=
∑
d≤S1/2

(d,q)=1

µ(d)
∑

s≤S/d2

∑
r|s
r|q

µ(r).

Interchanging summations and completing the series, we get

sq(S) =
∑
r|q

µ(r)
∑
d≤S1/2

(d,q)=1

µ(d)

(
S

d2r
+O(1)

)

=
ϕ(q)

q

 ∞∑
d=1

(d,q)=1

µ(d)

d2
−
∑
d>S1/2

(d,q)=1

µ(d)

d2

S +O
(
S1/2τ(q)

)

=
ϕ(q)

q

∏
p-q

(
1− 1

p2

)
S +O

(
S1/2qo(1)

)
,

by noting that

ϕ(q) = q
∏
p|q

(
1− 1

q

)
= q

∑
r|q

µ(r)

r
.

2

3.3 Proof of Theorem 3.1.1
Appealing to (3.0.2), we obtain

N#
a,q(P, S) =

∑
p≤P

∑
s≤S

ps≡a (mod q)
(ps,q)=1

µ2(s)

=
∑
d≤S1/2

(d,q)=1

µ(d)Nad−2,q(P, S/d
2)

= Σ1 + Σ2,

where

Σ1 =
∑
d≤D

(d,q)=1

µ(d)Nad−2,q(P, S/d
2),
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and

Σ2 =
∑

D<d≤S1/2

(d,q)=1

µ(d)Nad−2,q(P, S/d
2).

Here D = D(P, S) is a parameter that will be chosen later.
By Lemma 3.2.2, we bound

Σ2 �
∑

D<d≤S1/2

(
PS

d2q
+ 1

)(
PS

d2

)o(1)

� (PS)o(1)

(
PS

qD
+ S1/2

)
.

By Lemma 3.2.3 and 3.2.4 we get

Σ1 =
∑
d≤D

(d,q)=1

µ(d)

(
Nq(P, S/d

2)

q
+O (Bq(P ))

)

=
∑
d≤D

(d,q)=1

µ(d)

(
ϕ(q)πq(P )S

q2d2
+O

(
P 1+o(1)q−1

))
+O (DBq(P )) .

Completing the series in the summation over d, we assert

Σ1 =
ϕ(q)πq(P )S

q2

 ∞∑
d=1

(d,q)=1

µ(d)

d2
−
∑
d>D

(d,q)=1

µ(d)

d2


+O

(
D
{
Bq(P ) + P 1+o(1)q−1

})
=
πq(P )

q

ϕ(q)S

q

∞∑
d=1

(d,q)=1

µ(d)

d2

+O

(
PS

qD
+DBq(P )

)

=
πq(P )sq(S)

q
+O

(
S1/2πq(P )

q1+o(1)
+
PS

qD
+DBq(P )

)
, (3.3.1)

where the last line follows from applying Lemma 3.2.5.
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Next we set

D =



S1/2P o(1) if q ≤ (logP )A,(
PS

Pq1/2 + q5/4P 4/5

)1/2

P o(1) if (logP )A < q < P 3/4,(
PS

q1+ε (P 15/16 + q1/4P 2/3)

)1/2

if P 3/4 ≤ q.

Then the last two terms in (3.3.1) are equal and it follows

N#
a,q(P, S) =

πq(P )sq(S)

q
+O

((
S1/2πq(P )

q1+o(1)
+
PS

qD
+ S1/2

)
(PS)o(1)

)
.

If q ≤ (logP )A then the error term above is majorised by(
PS1/2

q
+ S1/2

)
(PS)o(1) � PS1/2q−1(PS)o(1).

If (logP )A < q < P 3/4 then the error term above is majorised by(
P 1/2S1/2

(
Pq1/2 + q5/4P 4/5

)1/2

q
+ S1/2

)
(PS)o(1)

� S1/2

(
P

q3/4
+
P 9/10

q3/8

)
(PS)o(1).

Lastly, if P 3/4 ≤ q then the error term above is majorised by(
P 1/2S1/2

(
q1+ε

{
P 15/16 + q1/4P 2/3

})1/2

q
+ S1/2

)
(PS)o(1)

� S1/2

(
P 31/32

q(1−ε)/2 +
P 5/6

q(3/4−ε)/2

)
(PS)o(1).

The result follows.
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CHAPTER 4

Smooth Square-free and Square-full Integers in
Arithmetic Progressions

“I am thinking of a number, what is it?”
–Number theorist

We call a positive integer n ≥ 2 to be y-smooth if all prime factors of n are no
more than y. Studying the distribution of y-smooth numbers n ≤ x in progressions
modulo an integer q ≥ 2 has always been a very active subject of research, see [7, 24,
52, 76, 89] and references therein. For instance, as pointed out in [89], a very good
level of distribution would imply the truth of Vinogradov’s conjecture about the smallest
quadratic non-residue.

As usual, we denote by ψ(x, y; p, a) the number of positive integers n ≤ x which are
y-smooth and satisfy n ≡ a (mod p). Furthermore, we use ψ](x, y; p, a) for the number
of those integers which are also square-free.

Due to its link with Euclidean prime generators, the positivity of ψ](x, y; p, a) in
the special case of y = p is of special interest, see [11]. Thus, following Booker and
Pomerance [11], we use M(p) to denote the least x such that ψ](x, p; p, a) > 0 for
every integer a. The quantity M(p) has been considered in [76], where in particular the
conjecture of Booker and Pomerance [11] that M(p) = pO(1) is established in a stronger
form

M(p) ≤ p3/2+o(1),

for all primes p, and
M(p) ≤ p4/3+o(1),

for all, but a set of primes p of relative zero density.
Here we use similar ideas to obtain lower bounds on ψ](x, y; p, a) of essentially the

right order of magnitude in a broader range of y. These bounds, even without taking into
account the square-freeness condition, that is, using

ψ(x, y; p, a) ≥ ψ](x, y; p, a),

improve the range in which the result of Balog and Pomerance [7] applies.
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Subsequently, we also address a question about square-full numbers in arithmetic pro-
gressions (that is numbers, which are divisible by squares of all their prime divisors). This
question is significantly less studied, see however [18, 75, 78]. In particular, Chan [18]
obtained an asymptotic formula for the number of square-full numbers in an arithmetic
progression. However, due to a rather complicated structure of the main term, it is not
immediately clear when the main term starts to exceed the error term. Here we consider
a Linnik-type version of this question. Namely, using very different arguments compared
to the case of square-free numbers (and also to [18]), we investigate the quantity

F (a, p) = min {n ∈ Z/pZ : n square-full, n ≡ a (mod p)} .

We note that the question about square-full numbers in arithmetic progressions is
dual to the question on square-full, and more generally k-full numbers (that is, numbers
divisible by k-th power of all their prime divisors) in short intervals, which has been
considered in [64, 65]. In particular, it is shown in [65, Theorem 1] that infinitely many
intervals of the form (Nk, (N + 1)k) contain at least

M ≥
((

3

8
+ o(1)

)
logN

log logN

)1/3

(4.0.1)

k-full integers (but of course no perfect k-th powers). Here we use an opportunity to
present in Appendix (section 4.5) an argument of V. Blomer which allows us to replace
1/3 with 1/2 in the lower bound of (4.0.1).

4.0.1 Main results for square-free numbers

All results in this chapter are joint work with M. Munsch & I. E. Shparlinski, and has
been published in Mathematika, see [77].

We start with a lower bound on ψ](x, y; p, a) which holds for any prime p.

Theorem 4.0.1. Fix β ∈ (23/24, 1] and α ∈ (9/2 − 3β, 3β]. For x = pα+o(1) and
y = pβ+o(1) we have

ψ](x, y; p, a) ≥ x1+o(1)

p

as p→∞.

Taking y = pβ with 23/24 < β ≤ 1 and q = p in the main result of Balog &
Pomerance [7] gives the existence of a pβ-smooth integer (not necessary square-free)

n ≤ pmax{3β/2,3/4+β}+o(1)

= p3/4+β+o(1),

since β ≤ 1. We note that
9/2− 3β < 3/4 + β,
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under the condition 23/24 < β. Therefore, Theorem 4.0.1 is always better than the
bound given by the main result of Balog & Pomerance [7]. We remark that removing the
square-free condition does not help us to improve on Theorem 4.0.1 due to the method
used.

We also obtain a result for almost all primes. Firstly, let us define

α0(β) =



5(2− β)/3 if β ∈ (7/8, 13/14],

12− 11β if β ∈ (13/14, 17/18],

(7− 4β)/2 if β ∈ (17/18, 25/26],

16− 15β if β ∈ (25/26, 31/32],

(18− 11β)/5 if β ∈ (31/32, 41/42],

20− 19β if β ∈ (41/42, 49/50],

(11− 7β)/3 if β ∈ (49/50, 61/62],

24− 23β if β ∈ (61/62, 68/69],

4/3 if β ∈ (68/69, 1],

and the interval
I(β) = (α0(β), β + 1) .

Theorem 4.0.2. Fix β ∈ (7/8, 1], α ∈ I(β) and let x = Qα+o(1), y = Qβ+o(1). As
Q→∞, we have

ψ](x, y; p, a) ≥ x1+o(1)

p

for all but o(Q/ logQ) primes p ∈ [Q, 2Q].

4.0.2 Main result for square-full numbers

First we observe that if a is a quadratic residue modulo p (or a = 0), then a ≡ b2(mod p)

for some integer b ∈ [0, p− 1] and so we have trivially F (a, p) ≤ (p− 1)2 in this case.
To estimate F (a, p) for a quadratic non-residue a we denote

η0 =
1

4
√
e

(4.0.2)

and recall that by the classical bound of Burgess [14] on the smallest quadratic non-
residue np we have

np ≤ pη (4.0.3)

for any η > η0 and a sufficiently large p. Noticing that an3
p is a quadratic residue modulo

p, we now obtain F (a, p) ≤ n3
p(p − 1)2. Hence, we have the trivial bound F (a, p) ≤

p2+3η0+o(1) for any a, which we unfortunately do not know how to improve. However, we
remark that assuming the Vinogradov’s conjecture that np ≤ po(1) (which is implied by
the Generalised Riemann Hypothesis in the stronger form np � log2 p proved by Ankeny
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[1], see also [59, Section 5.9] for a discussion), we have the bound F (a, p) ≤ p2+o(1).
Even though we cannot reach such a bound, we obtain an unconditional better bound for
almost all a ∈ {0, . . . , p− 1}.

We also note that from a result on counting square-full integers [90], for any set A of
A distinct residues modulo p we have

max
a∈A

F (a, p)� A2,

where, as usual, we use A� B and B � A as an equivalent to the inequality |A| ≤ cB

with some constant c > 0, which occasionally, where obvious, may depend on the real
parameter ε > 0. Our first theorem slightly refine this result.

Theorem 4.0.3. For all but o(p) quadratic non-residues a ∈ [0, p− 1], we have

p2npf(p)� F (a, p) ≤ p2+η0+o(1)

for any function f(p) such that f(p)→ 0 as p→∞ and

max
a (mod p)

F (a, p)� p2np,

where np denotes the least quadratic non-residue modulo p.

Using the lower bound in Theorem 4.0.3, together with an unconditional result of
Graham and Ringrose [43] on primes with large values of np and a conditional result
on the Generalised Riemann Hypothesis (GRH) of Montgomery [72], we immediately
derive

Corollary 4.0.4. For infinitely many primes p we have

max
a (mod p)

F (a, p)�

p2(log p)(log log log p) unconditionally,

p2(log p)(log log p) under the GRH.

In Section 4.1, we collect some results which will be used to prove the main results.

4.1 Preparations
4.1.1 Exponential sums with reciprocals of primes

For an integer k with (k, p) = 1 we use k to denote the multiplicative inverse of k modulo
p, that is, the unique integer with

kk ≡ 1 (mod p) and 1 ≤ k < p.
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It is convenient to introduce the quantity

B(p, L) =

L3/2p1/8 if L < p1/3,

L15/8 if p1/3 ≤ L < p.
(4.1.1)

The following bound of double exponential sum over primes is a combination of [76,
Lemma 3.5] for L ≤ p1/3, and of [39, Lemma 2.4] for p1/3 ≤ L < p.

Lemma 4.1.1. For any L ≤ p, we have

max
(a,p)=1

∣∣∣∣∣ ∑
`1,`2∈L

ep
(
a`1`2

)∣∣∣∣∣ ≤ B(p, L)po(1),

as p→∞, where L is the set of primes ` ∈ [L, 2L].

4.1.2 Some congruences with products of primes

Let Na,p(L, h) to be the number of solutions in `1, `2, and u to the congruence

`1`2u ≡ a (mod p), `1, `2 ∈ L, 1 ≤ u ≤ h, (4.1.2)

where h and L are two positive real numbers and L as in Lemma 4.1.1.
We now use Lemma 4.1.1 to derive an analogue of [76, Lemma 3.10] which also

applies to L ≥ p1/3.

Lemma 4.1.2. Let a be an integer and p prime with (a, p) = 1. For 1 ≤ h, L < p, we
have

Na,p(L, h) =
K2h

p
+O

(
B(p, L)po(1)

)
,

where K = #L is the cardinality of L and B(p, L) is defined by (4.1.1).

We also recall [76, Lemma 3.12].

Lemma 4.1.3. Let a be an integer and p prime with (a, p) = 1. For 1 ≤ h, L < p, we
have

Na,p(L, h) ≤
(
L2h/p+ 1

)
po(1).

Furthermore, let N ]
a,p count the number of solutions to the congruence (4.1.2) with

square-free u. Following the proof of [76, Theorem 1.4], but using a more general bound
of Lemma 4.1.2 instead of [76, Lemma 3.10] as well as Lemma 4.1.3, we derive

Lemma 4.1.4. For any integer a and prime p with (a, p) = 1 and reals h, D and L with

1 ≤ h, L < p and 1 ≤ D ≤ h1/2,

we have

N ]
a,p(L, h) =

K2h

ζ(2)p
+O

((
L2h

Dp
+DB(p, L) + h1/2

)
po(1)

)
,
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where K = #L is the cardinality of L and B(p, L) is defined by (4.1.1).

We also need the bound of [76, Lemma 3.14] on the number of solutions denoted by
Qa,p(L, h) to the congruence

`1`
2
2v ≡ a (mod p), `1, `2 ∈ L, 1 ≤ v ≤ h.

Lemma 4.1.5. For any integer a and prime p with (a, p) = 1 and reals 1 ≤ L, h ≤ p

with 2Lh ≤ p, we have

Qa,p(L, h) ≤ (Lh/p+ 1)Lpo(1).

It is shown in [76, Lemma 3.11], that for almost all primes p, the asymptotic formula
of Lemma 4.1.2 can be improved as follows.

Lemma 4.1.6. Let a be an integer with (a, p) = 1 and 1 ≤ h ≤ p. Moreover, let
1 ≤ L ≤ Q and fix an integer k ≥ 1. For all but o(Q/ logQ) primes p ∈ [Q, 2Q], we
have

Na,p(L, h) =
K2h

p
+O

((
L(3k−1)/2kp1/2k + L(4k−1)/(2k)

)
po(1)

)
as Q→∞.

Finally, we also recall [76, Lemma 3.13].

Lemma 4.1.7. Let a be an integer, and real numbers 1 ≤ F,L, h ≤ p with F,L2h < p.
As Q→∞, for all but o(Q/ logQ) primes p ∈ [Q, 2Q], we have

Ra,p(F,L, h) ≤ max{F (L2h)1/4p−1/4, F 1/2(L2h)1/4}po(1).

Here
Ra,p(F,L, h) =

∑
F≤d≤2F

Nad−2,p(L, h).

4.1.3 Moments of character sums

Let Xp denote the set of all Dirichlet characters modulo p and let X ∗p = Xp \ {χ0} denote
the set of all non-principal Dirichlet characters modulo p.

We need the following result of Ayyad, Cochrane and Zheng [2, Theorem 2], see
also [62] for a slightly sharper bound (which however does not change our final result).

Lemma 4.1.8. For any integer K ≥ 1, we have

∑
χ∈X ∗p

∣∣∣∣∣ ∑
1≤n≤K

χ(n)

∣∣∣∣∣
4

≤ K2p1+o(1).

4.1.4 Quadratic non-residues in short intervals

Let Tp(K) denote the number of quadratic non-residues modulo p in the interval [1, K].
We need an extension of (6.0.4). The following bound is given in [8, Theorem 2.1].
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Lemma 4.1.9. For any real η > η0, where η0 is given by (4.0.2), there is a constant
c > 0, such that for a sufficiently large p and K ≥ pη we have

Tp(K) ≥ cK.

4.2 Proof of Theorem 4.0.1
For a sufficiently small ε > 0, we set

L = p(α−β)/2−ε/2 and h = pβ.

Since L ≤ h ≤ y, N ]
a,p(L, h) counts a subset of y-smooth integers in an arithmetic

progression. Noticing that L2h ≤ pα−ε = x1−ε+o(1), we see that for a sufficiently large p
we have

ψ](x, y; p, a) ≥ N ]
a,p(L, h) +O

(
(h/p+ 1)Lpo(1)

)
= N ]

a,p(L, h) +O
(
Lpo(1)

)
,

(4.2.1)

where we estimated the contribution coming from non-square-free products `1`2u (pre-
cisely products with `1 = `2 or with `1 | u or with `2 | u) using Lemma 4.1.5 with h/L
replacing h as in the end of the proof of [76, Theorem 1.4].

We use a crude estimate for the main term via

K2h

p
∼ L2h

p (logL)2

= pα−1−ε+o(1). (4.2.2)

Choosing
D = pε/2

and using Lemma 4.1.4, we derive

ψ](x, y; p, a)� K2h

p
+O

((
pε/2B(p, L) + L+ h1/2

)
po(1)

)
=
K2h

p
+O

((
pε/2B(p, L) + h1/2

)
po(1)

) (4.2.3)

since B(p, L) dominates L and the main term (4.2.2) dominates the first error term
L2h(Dp)−1 in Lemma 4.1.4.

To begin, we remark that the term h1/2 in (4.2.3) is dominated by the main term due
to the inequality α− 1 > 9/2− 3β − 1 > β/2 for β ≤ 1. We split the discussion on the
contribution of B(p, L) into two cases depending on α.

Firstly, suppose that α ∈ (9/2−3β, 2/3+β]. Since α ≤ 2/3+β, this impliesL < p1/3

and hence B(p, L) = L3/2p1/8 by (4.1.1). Therefore, recalling (4.2.3) and (4.2.2), we
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obtain
ψ](x, y; p, a)� pα−1−ε+o(1) +O

(
p3(α−β)/4−ε/4+1/8+o(1)

)
. (4.2.4)

For ε > 0 sufficiently small, we have α > 9/2 − 3β + 3ε which implies that the main
term dominates trivially the remainder term in (4.2.4).

Secondly, assume that α ∈ (2/3 + β, 3β]. In particular, since β ≤ 1 we have

2/3 + β + ε ≤ α < 3β < 2 + β + ε,

for ε > 0 chosen sufficiently small. Hence p1/3 ≤ L < p and we have B(p, L) = L15/8

by (4.1.1). Therefore, recalling (4.2.3) and (4.2.2), we obtain

ψ](x, y; p, a) ≥ pα−1−ε+o(1) +O
(
p15(α−β)/16−7ε/16+o(1)

)
. (4.2.5)

Notice that we have

α > 2/3 + β

≥ 16− 15β + 9ε+ o(1)

when β ∈ (23/24, 1] and ε > 0 is sufficiently small. It follows that the main term
dominates the remainder term in (4.2.5). Therefore, in all cases we conclude

ψ](x, y; p, a) ≥ pα−ε−1+o(1).

Since this is valid for all sufficiently small ε > 0, the result follows.

4.3 Proof of Theorem 4.0.2
We follow the proof of [76, Theorem 1.6]. For ε > 0, we set

L = Q(α−β)/2−ε/2, h = Qβ, D = Qε/2, E = Q(α−1)/2. (4.3.1)

We note that (α−1)/2 > 0 for α ∈ I(β) and so D < E if ε > 0 is sufficiently small.
We also have E < h1/2 since α < β + 1.

Since α < β + 1 ≤ 3β in the range β ∈ (7/8, 1], we get L ≤ h. In particular, we
have as before the inequality (4.2.1).

By inclusion and exclusion, we have

N ]
a,p(L, h) =

∑
d≤h1/2

µ(d)Nad−2,p(L, h/d
2)

= Σ1 + Σ2 + Σ3, (4.3.2)
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where

Σ1 =
∑
d≤D

µ(d)Nad−2,p(L, h/d
2),

Σ2 =
∑

D<d≤E

µ(d)Nad−2,p(L, h/d
2),

Σ3 =
∑

E<d≤h1/2
µ(d)Nad−2,p(L, h/d

2).

To abstain from clutter, all the bounds below are valid for all but o(Q/ logQ) primes
p ∈ [Q, 2Q].

Since α < β + 1 < 2 + β + ε + o(1) and β ≤ 1, we obtain respectively L ≤ Q and
h ≤ p. By Lemma 4.1.6

Σ1 =
K2h

ζ(2)p
+O

(
K2h

Dp
+D

(
L(3k−1)/(2k)p1/(2k) + L(4k−1)/(2k)

)
po(1)

)
(4.3.3)

for any fixed positive integer k.
By Lemma 4.1.3 with h/d2 replacing h there, we have

Σ2 ≤
(
L2h

Dp
+ E

)
po(1). (4.3.4)

We split Σ3 into O(log p) sums with intervals of the form [F, 2F ] where E ≤ F ≤
h1/2.

From the choice of E in (4.3.1) we see that

L2h/d2 ≤ L2h/F 2

≤ L2h/E2

< p,

and hence by Lemma 4.1.7,

Ra,p(F,L, h/F
2) ≤ max{F (L2h/F 2)1/4p−1/4, F 1/2(L2h/F 2)1/4}po(1)

= (L2h)1/4po(1),

since F ≤ h1/2 ≤ p1/2. Therefore

Σ3 ≤ (L2h)1/4po(1). (4.3.5)

Substituting (4.3.3), (4.3.4), and (4.3.5) in (4.3.2), we obtain

N ]
a,p(L, h) =

K2h

ζ(2)p
+O

(
Rpo(1)

)
,
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where

R = D
(
L(3k−1)/(2k)p1/(2k) + L(4k−1)/(2k)

)
+
L2h

Dp
+ E + (L2h)1/4,

and the main term verifies an analogue of (4.2.2), precisely,

K2h

p
∼ L2h

p (logL)2

= Qα−1−ε+o(1). (4.3.6)

Notice that the choice ofE in (4.3.1) implies thatE is smaller than the main term (4.3.6).
We now see from (4.3.6) that if

α− 1 > max

{
3k − 1

2k

α− β
2

+
1

2k
,
4k − 1

2k

α− β
2

,
α

4
,
α− β

2

}
(4.3.7)

for some positive integer k, then for a sufficiently small ε > 0 the main term dominates
the remainder term in (4.2.1) and the result follows.

Rearranging (4.3.7) gives

α > max

{
(1− 3k)β + 2 + 4k

k + 1
, (1− 4k)β + 4k, 4/3, 2− β

}
. (4.3.8)

First, we remark that 2 − β ≤ (1 − 4k)β + 4k since β ≤ 1, and therefore we can
discard 2− β from the maximum in (4.3.8).

Furthermore, for k ≤ 5, we see that 4/3 is dominated by the first term of the right
hand side of (4.3.8). In this case, a quick computation shows that

(1− 3k)β + 2 + 4k

k + 1
≥ (1− 4k)β + 4k

if and only if β ≥ 1 − 1/2k2. Thus, in the interval (1 − 1/2k2, 1 − 1/2(k + 1)2], the
maximum is given either by ((1− 3k)β + 2 + 4k) /(k + 1) or by (1− 4m)β + 4m with
m ≥ k + 1. Since the function f(z) = (1 − 4z)β + 4z is a monotonically increasing
function of z, we check only the case m = k + 1 and verify that

(1− 3k)β + 2 + 4k

k + 1
≥ f(k + 1)

= (1− 4(k + 1))β + 4(k + 1)

if and only if
β ≥ β0(k),
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where
β0(k) = 1− 1

2(k2 + k + 1)
.

Splitting the interval

Ik =

(
1− 1

2k2
, 1− 1

2(k + 1)2

]
into two intervals as follows

Ik =

(
1− 1

2k2
, 1− 1

2(k2 + k + 1)

]⋃(
1− 1

2(k2 + k + 1)
, 1− 1

2(k + 1)2

]
and recalling that k ≤ 5, we deduce after short computations the result for β ≤ β0(5) =

61/62.
For k ≥ 6, noticing that (1− 4β) + 4k ≥ 4/3 in the range

β ≤ 1− 1

3(4k − 1)
,

we also deduce the case β ∈ (61/62, 68/69].
For the remaining case β ∈ (68/69, 1] and k ≥ 6, we see that

(1− 3k)β + 2 + 4k

k + 1
≤ 4/3.

Based on the above argument, we now give explicit choices of k and corresponding
intervals which optimise our bound.

• If β ∈ (7/8, 13/14], we take k = 2 and (4.3.8) simplifies to

α > max {5(2− β)/3, 8− 7β, 4/3, 2− β}
= 5(2− β)/3.

• If β ∈ (13/14, 17/18], we take k = 3 and (4.3.8) simplifies to

α > max {(7− 4β)/2, 12− 11β, 4/3, 2− β}
= 12− 11β.

• If β ∈ (17/18, 25/26], we take k = 3 and (4.3.8) simplifies to

α > max {(7− 4β)/2, 12− 11β, 4/3, 2− β}
= (7− 4β)/2.

• If β ∈ (25/26, 31/32], we take k = 4 and (4.3.8) simplifies to

α > max {(18− 11β)/5, 16− 15β, 4/3, 2− β}
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= 16− 15β.

• If β ∈ (31/32, 41/42], we take k = 4 and (4.3.8) simplifies to

α > max {(18− 11β)/5, 16− 15β, 4/3, 2− β}
= (18− 11β)/5.

• If β ∈ (41/42, 49/50], we take k = 5 and (4.3.8) simplifies to

α > max {(11− 7β)/3, 20− 19β, 4/3, 2− β}
= 20− 19β.

• If β ∈ (49/50, 61/62], we take k = 5 and (4.3.8) simplifies to

α > max {(11− 7β)/3, 20− 19β, 4/3, 2− β}
= (11− 7β)/3.

• If β ∈ (61/62, 68/69], we take k = 6 and (4.3.8) simplifies to

α > max {(26− 17β)/7, 24− 23β, 4/3, 2− β}
= 24− 23β.

• If β ∈ (68/69, 1], we take k = 6 and (4.3.8) simplifies to

α > max {(26− 17β)/7, 24− 23β, 4/3, 2− β}
= 4/3.

Therefore in all cases, where we also recall the condition α < β + 1, we have

ψ](x, y; p, a) ≥ pα−1−ε+o(1).

Since this is true for all ε > 0, the result follows immediately.

4.4 Proof of Theorem 4.0.3
Let M be a parameter which will be fixed later. We introduce the subset of residues
modulo p

S = {a : a quadratic non-residue mod p such that F (a, p) ≤M} .

Firstly, we remark that every square-full integer n can be written as n = r2s with s | r.
Furthermore, if a is a quadratic non-residue, we notice that s has to be a quadratic non-
residue in this representation, in particular s ≥ np.
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Let us count the number of products r2s ≤ M with s | r and s ≥ np, the smallest
quadratic non-residue modulo p. Noticing that r ≤ (M/s)1/2, we have at mostM1/2s−3/2

possible values of r. Thus the number of different products r2s is bounded by∑
s≥np

M1/2s−3/2 �M1/2n−1/2
p .

This implies

#S �M1/2n−1/2
p .

Setting M = p2npf(p), we get #S = o(p) which concludes the proof of the lower
bound. The assertion

max
a (mod p)

F (a, p)� p2np

follows by the same argument by setting

S = {a : a quadratic non-residue modulo p }

and
M = max

a∈S
F (a, p).

So we now turn our attention to the upper bound.
Clearly, if a ≡ u2 (mod p), 0 ≤ u < p, is quadratic residue (or a = 0), then

F (a, p) ≤ u2 ≤ p2.
We now fix some ε > 0 and denote by A the set of quadratic non-residues modulo p

for which F (a, p) ≥ p2+η0+ε.
It is enough to show that the cardinality of A satisfies

#A = o(p). (4.4.1)

Set
K =

⌈
pη0+ε/2

⌉
and U =

⌈
p1−η0

⌉
.

Let N be the set of quadratic non-residues modulo p in the interval [1, K]. In particular

#N = Tp(K).

Clearly for a ∈ A the congruence

a ≡ n3u2 (mod p), n ∈ N , 1 ≤ u ≤ U, (4.4.2)
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has no solution. Thus expressing the number of solutions to (4.4.2) via characters we see
that ∑

n∈N

∑
1≤u≤U

1

p− 1

∑
χ∈Xp

χ
(
an3u2

)
= 0.

Summing over all a ∈ A and using the multiplicativity of characters, we arrive to

∑
χ∈Xp

∑
a∈A

χ (a)
∑
n∈N

χ3 (n)
U∑
u=1

χ2 (u) = 0, (4.4.3)

where χ denotes the complex conjugate character of χ.
The contribution to (4.4.3) from the principal character is clearly #ATp(K)U .
Furthermore, since all elements of A are quadratic non-residues, the contribution

to (4.4.3) from the quadratic character, that is, from the Legendre symbol is

∑
a∈A

(
a

p

)∑
n∈N

(
n

p

)3 U∑
u=1

(
u

p

)2

=
∑
a∈A

(−1)
∑
n∈N

(−1)3

U∑
u=1

1

= #ATp(K)U.

This allows us to write (4.4.3) as

2#ATp(K)U = −
∑
χ∈X ]p

∑
a∈A

χ (a)
∑
n∈N

χ3 (n)
U∑
u=1

χ2 (u) (4.4.4)

with X ]
p being the subset of X ∗p where we removed the quadratic character.

For χ ∈ X ]
p we have by definition χ2 6= χ0. Furthermore, each character from X ∗p

occurs at most twice as χ2 and each character from Xp (including also χ0 in this case)
occurs at most three times as χ3 for χ ∈ X ]

p .
Using the Hölder’s inequality, we now derive from (4.4.4) that

2#ATp(K)U ≤ Σ
1/2
1 Σ

1/4
2 Σ

1/4
3 (4.4.5)

where

Σ1 =
∑
χ∈X ]p

∣∣∣∣∣∑
a∈A

χ (a)

∣∣∣∣∣
2

≤
∑
χ∈Xp

∣∣∣∣∣∑
a∈A

χ (a)

∣∣∣∣∣
2

,

Σ2 =
∑
χ∈X ]p

∣∣∣∣∣∑
n∈N

χ (n)3

∣∣∣∣∣
4

≤ 3
∑
χ∈Xp

∣∣∣∣∣∑
n∈N

χ (n)

∣∣∣∣∣
4

,

Σ3 =
∑
χ∈X ]p

∣∣∣∣∣
U∑
u=1

χ (u)2

∣∣∣∣∣
4

≤ 2
∑
χ∈X ∗p

∣∣∣∣∣
U∑
u=1

χ (u)

∣∣∣∣∣
4

,
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and the upper bounds come from the discussion above. We now see by the orthogonality
of characters that we have

Σ1 ≤ (p− 1)#A. (4.4.6)

For Σ2, using again the orthogonality of characters, we write

Σ2 = 3(p− 1)# {(n1, n2, n3, n4) ∈ N : n1n2 ≡ n3n4 (mod p)}
≤ 3(p− 1)# {(n1, n2, n3, n4) ∈ [1, K] : n1n2 ≡ n3n4 (mod p)}

= 3
∑
χ∈Xp

∣∣∣∣∣
K∑
n=1

χ (n)

∣∣∣∣∣
4

= 3K4 +
∑
χ∈X ∗p

∣∣∣∣∣
K∑
n=1

χ (n)

∣∣∣∣∣
4

.

Applying Lemma 4.1.8 and using thatK2 ≤ p provided that ε is small enough, we derive

Σ2 ≤ K2p1+o(1). (4.4.7)

Finally, we also estimate Σ3, directly by Lemma 4.1.8 getting

Σ3 ≤ U2p1+o(1). (4.4.8)

Substituting (4.4.6), (4.4.7), and (4.4.8) in (4.4.5), we now derive

#ATp(K)U ≤ (#A)1/2K1/2U1/2p1+o(1)

which together with Lemma 4.1.9 yields

#A ≤ K−1U−1p2+o(1)

= p1−ε/2+o(1).

We now see that (4.4.1) holds which concludes the proof.

4.5 Appendix: Short intervals with many k-full numbers
Theorem 4.5.1. For any fixed integer k ≥ 2, there are infinitely many N , such that the
open interval

(
Nk, (N + 1)k

)
contains at least

M ≥

√(
k

2(k + 1)
+ o(1)

)
logN

log logN

k-full integers.
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Proof. Let 1 < d1 < . . . < d2` be the first 2` square-free integers greater than 1, so we
have dj = π2j/6 + o(j) and dj ≤ 4`, provided that ` is large enough.

Let αj = d
−(k+1)/k
j for j = 1, . . . , 2`. We define

R =
(
k2k−1(4`)(k+1)/k

)2`

and let q be the smallest integer
q ≥ R

for which, for some integers rj , ∣∣∣∣αj − rj
q

∣∣∣∣ ≤ 1

q1+1/2`
(4.5.1)

for j = 1, . . . , 2`. We see that q ≤ Q, where Q = C(α1, δ)
−2`R2`(1+δ) for some constant

C(α1, δ) > 0 depending only on α1 and δ. Indeed, otherwise applying the Dirichlet
Approximation Theorem, see [86, Corollary 1B, p. 27], we conclude that∣∣∣αj − rj

s

∣∣∣ ≤ 1

sQ1/2`

for j = 1, . . . , 2` and some positive integer s ≤ Q. Due to the minimality condition on
q, we have s ≤ R. On the other hand, by the Roth Theorem, see [86, Theorem 2A, p.
116], we have

C(α1, δ)

s2+δ
<
∣∣∣α1 −

r1

s

∣∣∣ ≤ 1

sQ1/2`
.

Therefore

s >
(
C(α1, δ)Q

1/2`
)1/(1+δ)

= R,

which is impossible.
We see from (4.5.1) that, for j = 1, . . . , 2`,∣∣∣q − d(k+1)/k

j rj

∣∣∣ ≤ (4`)(k+1)/k

q1/2`

≤ 1, (4.5.2)

provided that ` is large enough. Therefore,

d
(k+1)/k
j rj = α−1

j rj

≤ q + 1,
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for j = 1, . . . , 2`. We now derive using (4.5.2),

∣∣qk − dk+1
j rkj

∣∣ =
∣∣∣q − d(k+1)/k

j rj

∣∣∣ · k−1∑
ν=0

qk−1−ν
(
d

(k+1)/k
j rj

)ν
≤ k(q + 1)k−1

∣∣∣q − d(k+1)/k
j rj

∣∣∣
≤ k(4`)(k+1)/k(q + 1)k−1

q1/2`

<
k2k−1(4`)(k+1)/k

q1/2`
qk−1

≤ k2k−1(4`)(k+1)/k

R1/2`
qk−1.

Recalling the choice of R we now see that∣∣qk − dk+1
j rkj

∣∣ < qk−1.

Therefore one of the intervals ((q − 1)k, qk) or (qk, (q + 1)k) contains at least M ≥ ` of
the integers dk+1

j rkj , for j = 1, . . . , 2`, which are obviously pairwise distinct (because dj
is square-free for all j = 1, . . . , 2`) and k-full. We now have

q ≤ Q

= C(α1, δ)
−2`R2`(1+δ)

≤ C(α1, δ)
−2`
(
k2k−1(4`)(k+1)/k

)4`2(1+δ)

= exp
((

4(k + 1)k−1(1 + δ) + o(1)
)
`2 log `

)
.

Hence, since k is fixed,

`2 log ` ≥
(

k

4(k + 1)(1 + δ)
+ o(1)

)
log q.

In particular, considering two cases

log ` ≥ 1

2
log log q and log ` <

1

2
log log q,

this implies that

M ≥ ` ≥

((
k

2(k + 1)(1 + δ)

)1/2

+ o(1)

)(
log q

log log q

)1/2

.

Recalling that δ is arbitrary, the proof is complete. 2

57





CHAPTER 5

A Relaxation of Goldbach’s Conjecture

“Meow”
–Dog

The Goldbach conjecture states that every even integer greater than two can be ex-
pressed as the sum of two primes. Although this remains an open problem due to the
parity phenomenon, there are various progress and relaxations which contributes toward
this direction.

Table 5.1 lists all even integers (but two) up to 102, and to each even integer n, the
entires of the associated prime tuple (p, q) can be summed to give n.

n (p, q) n (p, q) n (p, q) n (p, q) n (p, q)
4 (2, 2) 6 (3,3) 8 (5,3) 10 (7,3) 12 (7,5)

14 (11, 3) 16 (13,3) 18 (13,5) 20 (17,3) 22 (19,3)
24 (19, 5) 26 (23,3) 28 (23,5) 30 (23,7) 32 (29,3)
34 (31, 3) 36 (31,5) 38 (31,7) 40 (37,3) 42 (37,5)
44 (41, 3) 46 (43,3) 48 (43,5) 50 (47,3) 52 (47,5)
54 (47, 7) 56 (53,3) 58 (53,5) 60 (53,7) 62 (59,3)
64 (61,3) 66 (61,5) 68 (61,7) 70 (67,3) 72 (67,5)
74 (71,3) 76 (73,3) 78 (73,5) 80 (73,7) 82 (79,3)
84 (79, 5) 86 (83,3) 88 (83,5) 90 (83,7) 92 (89,3)
94 (89,5) 96 (89,7) 98 (79,19) 100 (97,3) 102 (97,5)

Table 5.1: The Goldbach conjecture manually checked up to 102.

Mordern sieve method can be traced back to the earlier works of Brun. In 1920,
Brun [13] showed that every sufficiently large even integer can be written as the sum of
two numbers which have together at most nine prime divisors. Later, the celebrated result
of Chen [19] established that every sufficiently large even integer can be written as the
sum of a prime and a number with at most two prime factors.

Initiated by Linnik [67] in 1953, he showed that every sufficiently large even integer
can be written as a sum of two primes and at most K powers of two, where K is an
absolute constant although non-explicit. Many authors had made K explicit where the
best known result K = 12 is due to Liu & Lü [69], improving the remarkable result
K = 13 by Heath-Brown & Puchta [55].

Another relaxation is the ternary Goldbach conjecture which states that all odd integer
greater than five is the sum of three primes. Vinogradov [97] developed a way to estimate
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sums over primes which combined with the circle method showed the ternary Goldbach
conjecture is true for all large odd integer greater than C > 0. Recently, Helfgott [57]
completed the proof of ternary Goldbach conjecture by sufficiently reducing the size C
and verified that no counterexample exists below C.

We also have results when we replace one of the primes in the Goldbach conjecture
by a square-free integer. Estermann [30] obtained an asymptotic formula for the number
of representation of a sufficently large integer as the sum of a prime and a square-free
number. Later, Page [79] improved on the error term of Estermann [30] and Mirsky [71]
improved and extended these results to count the number of representions of an integer
as the sum of a prime and a k-free number. Recently, Dudek [27], by tools of explicit
number theory, demonstrated that every integer greater than two can be the sum of a
prime and a square-free integer.

In this paper we are motivated by a question posed in the PhD thesis of Dudek [26,
Chapter 6, Problem 8]. Specifically Dudek asked for (a, q) = 1, can all sufficiently large
integer without local obstruction be a sum of a prime p such that p ≡ a (mod q) and a
square-free integer.

There are mainly three advanced techniques for attacking certain binary additive
problems: the circle method [95], sieve methods [36] and the dispersion method of Lin-
nik [68]. Our method applied here is due to Ramaré [81] on his notion of local model
and can be viewed as an abstract circle method. We remarked that Heath-Brown [54]
had already notice this connection for his alternate prove of Vinogradov’s three prime
theorem [97].

Lastly the techniques used here may be adapted for various other binary additive
problems. In particular, the author expects that it should be possible to prove an asymp-
totic bound for the number of representation of an integer as the sum of a square-free
integer and a prime p such that p+ 1 is square-free.

Before we dive into the main result, we will use the following notation in this chapter:

i)
n∑∗

a=1

is a summation over the integers in [1, n] coprime to n,

ii) cr(k) is the Ramanujan sum
r∑∗

a=1

er(ka),

iii) 1S is 1 if S is true and 0 otherwise,
iv) a ≡ b[k] means a ≡ b (mod k),
v) L is logN .

5.1 Main result
We denote

Ra,q(N) =
∑

N=p+n
p≡a[q]

µ2(n) log p
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to be the weighted number of representations for N as the sum of a prime congruent to a
modulo q and a square-free integer.

We now state a bound forRa,q(N) which is uniform for small q.

Theorem 5.1.1. Let C1, C2 > 0 then we have

Ra,q(N) = Sa,q(N)N
{

1 +OC1,C2

(
L−C2

)}
uniformly for (a, q) = 1 and q ≤ LC1 where L = logN . The singular series is given by

Sa,q(N) =
6

ϕ(q)π2

∞∏
p=2

(p,q)=1

(
1 +

cp(N)

(p2 − 1)(p− 1)

)∏
p||q

(
1− cp(N − a)

p2 − 1

)

×
∏
p2|q

(
1−

cp(N − a) + cp2(N − a)

p2 − 1

)
.

The implied constant in the reminder term is ineffective because the Siegel-Walfisz
Theorem (Lemma 5.3.5) is used. In view of Lemma 5.3.3, we can rewrite the singular
series Sa,q(N) in a more rudimentary form

µ2 ((q,N − a)) 6

ϕ(q)π2

∏
p|N
p-q

(
1 +

1

p2 − 1

) ∞∏
p=2
p-Nq

(
1− 1

(p2 − 1)(p− 1)

) ∏
p||q

p|(N−a)

(
1− 1

p+ 1

)

×
∏
p||q

p-(N−a)

(
1 +

1

p2 − 1

) ∏
p2|q

p-(N−a)

(
1 +

1

p2 − 1

) ∏
p2|q

p||(N−a)

(
1 +

1

p2 − 1

)
.

Observe that when we take q = 1 in Theorem 5.1.1, we obtain a special case of
Mirsky [71] (after weighing but with a weaker error term). Indeed our singular series
simplifies to

S0,1(N) =
∞∏
p=2

(
p2 − 1

p2

) ∞∏
p=2
p|N

(
1 +

1

p2 − 1

) ∞∏
p=2
p-N

(
1− 1

(p2 − 1)(p− 1)

)

=
∞∏
p=2
p-N

(
p2 − 1

p2
− 1

p2(p− 1)

)

=
∞∏
p=2
p-N

(
1− 1

p(p− 1)

)
.

Lastly if p2
1 | q and p2

1 | (N − a) then it follows for all primes p ≡ a[q] that N − p
is never square-free and hence Ra,q(N) = 0. This coincide exactly to the case when
Sa,q(N) vanishes.
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A neat corollary of Theorem 5.1.1 is the following.

Corollary 5.1.2. Fix k ∈ N, let q = 10k, a ∈ (Z/qZ)× and write the base 10 decimal
representation of a as a1 . . . a`. If N is sufficiently large and (q,N − a) is square-free
then N can be written as N = s+ p where s is square-free and p is a prime such that the
last ` digits of p is a1 . . . a`.

5.2 Outline of Method
For a more thorough exposition, see [81, Chapters 1,4 &17].

Our method will model that of [81, Chapter 19] where in there Ramaré proved an
asymptotic bound for the number of representations of a sufficiently large integer to be
the sum of two square-free integers. We note that results of that kind had already been
obtained by Evelyn & Linfoot [32] and later simplified by Estermann [31]. The best
result is achieved by Brüdern & Perelli [12].

We press forward and recall the definition of local and global product, see (5.3.5)
and (5.3.8) respectively.

Let H be an inner product space over C. Define H as an almost orthogonal system
by the following collection of information:

(i) let I be a finite indexing set,
(ii) a finite family (φ∗i )i∈I of elements ofH,

(iii) a finite family (Mi)i∈I of positive real numbers,
(iv) a finite family (ωi,j)i,j∈I of complex numbers with ωj,i = ωi,j

and ∥∥∥∥∥∑
i∈I

ξiφ
∗
i

∥∥∥∥∥
2

≤
∑
i∈I

Mi|ξi|2 +
∑
i,j∈I

ξiξjωi,j

for all (ξi)i∈I ∈ CI .
The special case of choosing an orthogonal basis is enlightening. If (φ∗i )i∈I are or-

thogonal then we may take Mi = ‖φ∗i ‖2 and ωi,j = [φ∗i |φ∗j ] for i, j ∈ I .
We recall the von-Mangoldt function Λ defined by

Λ(n) =

log p if n = pk for some prime p and integer k ≥ 1,

0 otherwise.

Let (a, q) = 1 and set

f(n) = Λ(n)1n≡a[q] and g(n) = µ2(N − n)

for n ≤ N . Observe that the product gives

[f |g] =
∑
n≤N

Λ(n)1n≡a[q] · µ2(N − n)
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=
∑

N=n1+n2
n1≡a[q]

Λ(n1)µ2(n2)

is the weighted number of representations for N to be a sum of a prime power congruent
to a modulo q and a square-free integer. Our ultimate goal is to compute [f |g] and we
shall use the notion of local model.

Indeed letQ ⊆ N be a carefully chosen set of moduli. We construct two local models
(ρ∗q)q∈Q and (γ∗q )q∈Q to approximate f and g respectively, and in some sense they are
made to copy the distribution of f and g in arithmetic progression respectively.

Next we take (1
2
∆∗q)q∈Q to be essentially the union of some linear combination of

(ρ∗q)q∈Q and (γ∗q )q∈Q. This will be the local model accountable for both f and g. Further-
more for all q1, q2 ∈ Q, we set Mq1 =

∑
t∈Q |[∆∗t |∆∗q1 ]| and ωq1,q2 = 0, see [81, Lemma

1.1]. This gives rise to an almost orthogonal system and in particular will imply[
f − 1

2

∑
q∈Q

ξq(f)∆∗q

∣∣∣∣∣g − 1

2

∑
q∈Q

ξq(g)∆∗q

]

is small in a suitable sense. The construction will also secure [∆∗q1|∆
∗
q2

] to be small when
q1 6= q2. Expanding the inner product, we have[

f − 1

2

∑
q∈Q

ξq(f)∆∗q

∣∣∣∣∣g−1

2

∑
q∈Q

ξq(g)∆∗q

]

= [f |g]− 1

2

∑
q∈Q

ξq(f)[∆∗q|g]− 1

2

∑
q∈Q

ξq(g)[f |∆∗q]

+
1

4

∑
q1,q2∈Q

ξq1(f)ξq2(g)[∆∗q1 |∆
∗
q2

].

Here we take ξq(f) = [f |∆∗q]/Mq and ξq(g) = [g|∆∗q]/Mq as motivated by the or-
thogonal case. Simplifying gives

[f |g] =
∑
q∈Q

[f |∆∗q][∆∗q|g]

Mq

+O(R).

The error term can be shown to be sufficiently small by appealing to the local model.
The summands above can then be replaced by a tractable expression for which we can
compute explicitly and the result soon follows.
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5.3 Preparations
5.3.1 Number theoretical considerations

We record here various number theoretical lemmas needed in the subsequent sections.
For completeness, we will also include several straightforward lemmas that may be ap-
plied freely without reference.

First we recall the well-known orthogonality of exponential sums [74, Equation 4.1].

Lemma 5.3.1. For any positive integer k, we have

k∑
a=1

ek(ar) =

k if r ≡ 0[k],

0 otherwise.

Next we recall the Chinese remainder theorem for not necessarily coprime mod-
uli [61, Theorem 3.12].

Lemma 5.3.2 (Chinese remainder theorem). Let ai,mi ∈ N for i = 1, . . . , n and L =

[m1, . . . ,mn]. The following system of congruences x ≡ ai[mi] for i = 1, . . . , n is
solvable if and only if ai ≡ aj[(mi,mj)] for any 1 ≤ i, j ≤ n. If the system is solvable
then x ≡ σ[L] for some 1 ≤ σ ≤ L and any two such x are congruent modulo L.
Moreover, (ai,mi) = 1 for 1 ≤ i ≤ n if and only if (σ, L) = 1.

We recall from [74, Theorem 4.1] some fundamental properties of Ramanujan sums.

Lemma 5.3.3. For any positive integers n and r, the Ramanujan sum defined by

cr(n) =
r∑

a=1
(a,n)=1

er(ka)

is a multiplicative function of r. Moreover we have

cr(n) =
∑
d|(r,n)

dµ
(r
d

)
=
µ(r/(r, n))

ϕ(r/(r, n))
ϕ(r),

and hence |cr(n)| = ϕ((r, n)). In particular

cp(n) =

−1 if p - n,

ϕ(p) if p | n,
and cp2(n) =


0 if p - n,

−p if p || n,

ϕ(p2) if p2 | n.

The next result provides an explicit expression for detecting equality for divisors [81,
Corollary 3.1].
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Lemma 5.3.4. For integer a ≥ 1 and any divisor d of a, we have∑
k|a
d|k

µ(k/d) = 1d=a.

We record below a well-known result which gives an estimate for the number of
primes in an arithmetic progression for small moduli [59, Corollary 5.29].

Lemma 5.3.5 (Siegel-Walfisz). For any A,B > 0, we have∑
n≤N
n≡a[q]

Λ(n) =
N

ϕ(q)
+OA,B(NL−B)

uniformly for (a, q) = 1 and q ≤ LA.

Finally, we state an auxiliary lemma that will be needed later.

Lemma 5.3.6. For all positive cubefree integers m and n, we have∑
d1|m

∑
d2|n

µ(m/d1)µ(n/d2)(d1, d2) = ϕ(m) · 1m=n.

Proof. Write n = n1n
2
2 and m = m1m

2
2 where µ2(n1n2) = µ2(m1m2) = 1. We factor

our sum

µ2(n1)µ2(n2)
∑
d1|m

µ

(
m

d1

)∑
d2|n1

µ

(
n1

d2

)
(d1, d2)

∑
d′2|n2

2

µ

(
n2

2

d′2

)
(d1, d

′
2)

=
∑
d1|m

µ

(
m

d1

)∏
p|n1

((d1, p)− 1)
∏
p|n2

((d1, p
2)− (d1, p)).

The sum vanishes if n - m and by symmetry it also vanishes when m - n. Hence the
remaining case to consider is when m = n, and the sum simplifies to∏

p|m1

((m, p)− 1)
∏
p|m2

((m, p2)− (m, p))

=
∏
p|m1

(p− 1)
∏
p|m2

p(p− 1) = ϕ(m1)ϕ(m2
2) = ϕ(m).

2

5.3.2 Arithmetic functions in arithmetic progressions

We canonically extend the characteristics function of the square-free integers to negative
integers by µ2(−n) = µ2(|n|). The following result provides an asymptotic formula for
the number of square-free integers in an arithmetic progression [81, Lemma 19.1].
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Lemma 5.3.7. For any ε > 0, we have∑
n≤N
n≡a[q]

µ2(N − n) = (N/q)γq(N − a) +Oε

(
qε
√
N/q

)

uniformly for all integers a. Here

γq(a) =


0 if there exists a prime p such that p2 | (a, q),

6

π2

∏
p|q

p2

p2 − 1

∏
p||q

a≡0[p]

(
1− 1

p

)
otherwise.

As in the notation of [81, Chapter 19], we define

γ∗q (a) =
∑
d|q

µ
(q
d

)
γd(a)

and
t(q) =

∏
p|q

−1

p2 − 1
(5.3.1)

for all positive integer q and integer a. Note that in some sense γ∗q (N − n) is defined to
imitate µ2(N − n) in arithmetic progression.

We recall the following result from [81, Lemma 19.2] which provides an explicit
expression for γ∗q .

Lemma 5.3.8. We have γ∗q (a) = 6t(q)cq(a)/π2 if q is a positive cubefree integer, while if
q has a cubic factor greater than 1 then γ∗q (a) = 0.

Let (a′, q′) = 1 and q be a positive cubefree integer, denote

ρq(a) =


0 if (a, q) > 1 or (q, q′) - (a− a′),

q

ϕ([q, q′])
if (q, q′) | (a− a′) and (a, q) = 1.

(5.3.2)

To motivate the definition of ρq, consider the sum

S =
∑
n≤N
n≡a′[q′]
n≡a[q]

Λ(n).

By the Chinese remainder theorem, the simultaneous congruence equations is solv-
able if and only if (a, q) = 1 and (q, q′) | (a − a′). If this is the case then for some
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0 ≤ σ < [q, q′] we should expect

S =
∑
n≤N

n≡σ[[q,q′]]

Λ(n)

= ρq(a)
N

q
+ o

(
N

ϕ([q, q′])

)
.

We remark that if a1 ≡ a2[q] then ρq(a1) = ρq(a2). The next result states a property
of ρq.

Lemma 5.3.9. For q1, q2 positive cubefree integers with (q1, q2) = 1, we have

ρq1q2(a) = ϕ(q′)ρq1(a)ρq2(a).

In particular for any positive integer a, ϕ(q′)ρq(a) is a multiplicative function of q.

Proof. If (a, q1q2) > 1 then either (a, q1) > 1 or (a, q2) > 1. If (q1q2, q
′) - (a− a′) then

we have (q1, q
′) - (a− a′) or (q2, q

′) - (a− a′). Consequently for both cases we obtain

ρq1q2(a) = ρq1(a)ρq2(a)

= 0.

Clearly (q1q2, q
′) | (a − a′) and (a, q1q2) = 1 if and only if we satisfy both the

conditions (q1, q
′) | (a− a′) and (a, q1) = 1,

(q2, q
′) | (a− a′) and (a, q2) = 1.

Hence it is enough to show

ϕ(q′)ϕ([q1q2, q
′]) = ϕ([q1, q

′])ϕ([q2, q
′]).

Let us recall the identity ab = [a, b] · (a, b) for all positive integers a, b. Consequently

ϕ(q′)ϕ([q1q2, q
′]) = ϕ(q′)ϕ

(
q1q2q

′

(q1, q′)(q2, q′)

)
= ϕ(q′)ϕ

(
[q1, q

′] · [q2, q
′]

q′

)
= ϕ(q′)ϕ([q1, q

′])ϕ

(
[q2, q

′]

q′

)
= ϕ([q1, q

′])ϕ([q2, q
′]),

since (
[q1, q

′],
[q2, q

′]

q′

)
=

(
q′,

[q2, q
′]

q′

)
= 1.
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The result follows immediately. 2

We are now ready to define our local approximation for f . Set

ρ∗q(c) =
∑
d|q

µ
(q
d

)
ρd(c)

for any positive cubefree integer q.
The next result provides an explicit expression for ρ∗q .

Lemma 5.3.10. Let q = q1q
2
2 with µ2(q1q2) = 1. If a1 ≡ a2[q] then ρ∗q(a1) = ρ∗q(a2). For

any positive integer a, ϕ(q′)ρ∗q(a) is a multiplicative function of q. Furthermore

ρ∗q(a) = 1q22 |q′ ·
µ(q1/(q1, q

′))cq1/(q1,q′)(a)c(q1,q′)q22
(a− a′)

ϕ(q′)ϕ(q1/(q1, q′))
.

Here cr(a) is the Ramanujan sum.

Proof. We note that if a1 ≡ a2[q] then a1 ≡ a2[d] for all divisors d of q. Hence

ρ∗q(a1) =
∑
d|q

µ(q/d)ρd(a1)

=
∑
d|q

µ(q/d)ρd(a2)

= ρ∗q(a2).

By appealing to Lemma 5.3.9, ϕ(q′)ρ∗q is a Dirichlet convolution of two multiplicative
functions, hence ϕ(q′)ρ∗q is multiplicative in q. Therefore we factor

ϕ(q′)ρ∗q = ϕ(q′)ρ∗q1 · ϕ(q′)ρ∗q22
.

We first consider ϕ(q′)ρ∗q1 . Recall that ρ1(a) = 1/ϕ(q′) and so

ϕ(q′)ρ∗p(a) = ϕ(q′)ρp(a)− 1.

From (5.3.2), we check

ϕ(q′)ρ∗p(a) =


−1 if p - q′, p | a,

1/(p− 1) if p - q′, p - a,

−1 if p | q′, p - (a− a′),

p− 1 if p | q′, p | (a− a′).

(5.3.3)
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In the last line, we note that the condition implies that (a, p) = 1 since (a′, q′) = 1. Next,
we rewrite (5.3.3) in a more condense expression

ϕ(q′)ρ∗q1(a) =
∏
p|q1
p-q′
p|a

(−1)
∏
p|q1
p-q′
p-a

1

p− 1

∏
p|(q1,q′)
p-(a−a′)

(−1)
∏

p|(q1,q′)
p|(a−a′)

(p− 1)

=
µ(q1/(q1, q

′))cq1/(q1,q′)(a)c(q1,q′)(a− a′)
ϕ(q1/(q1, q′))

.

Lastly, we turn to ϕ(q′)ρ∗
q22

and we see that for any p2 | q2
2 , we get

ϕ(q′)ρ∗p2(a) =
∑
d|p2

µ(p2/d)ϕ(q′)ρd(a)

= ϕ(q′)ρp2(a)− ϕ(q′)ρp(a).

In view of (5.3.2), we readily check that

ϕ(q′)ρ∗p2(a) =



0 if (p2, q′) = 1, p - a,

0 if (p2, q′) = p, p - a, p | (a− a′),

0 if (p2, q′) = p, p - a, p - (a− a′),

0 if (p2, q′) = p2, p - a, p - (a− a′),

−p if (p2, q′) = p2, p - a, p || (a− a′),

p(p− 1) if (p2, q′) = p2, p - a, p2 | (a− a′),

0 if p | a.

We condense the expression to the following simpler form

ϕ(q′)ρ∗p2(a) =


0 if (p2, q′) ≤ p,

0 if p2 | q′, p - (a− a′),

−p if p2 | q′, p || (a− a′),

p(p− 1) if p2 | q′, p2 | (a− a′),

since (a′, q′) = 1. It follows that

ϕ(q′)ρ∗q22
(a) = 1q22 |q′ · cq22(a− a′),

and the result follows immediately. 2

5.3.3 Local Hermitian products

In this section we compute various local Hermitian products explicitly.
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We denote
ϑ∗q(a) = γ∗q (N − a) (5.3.4)

for all positive cubefree integer q.
For fixed q, we denote F (Z/qZ) to be the vector space of complex valued functions

over Z/qZ. We endow this vector space with the local Hermitian product by setting

[f |g]q =
1

q

∑
n (mod q)

f(n)g(n) (5.3.5)

for all f, g ∈ F (Z/qZ).
We now state an explicit expression for the norms of ϑ∗q and ρ∗q .

Lemma 5.3.11. For all q = q1q
2
2 with µ2(q1q2) = 1, we have

‖ϑ∗q‖2
q =

(
6t(q)

π2

)2

ϕ(q)

and

‖ρ∗q‖2
q = 1q22 |q′ ·

ϕ(q2
2)ϕ((q1, q

′))2

ϕ(q′)2ϕ(q1)
.

Proof. The expression for ‖ϑ∗q‖2
q can be derived as in [81, Equation (19.10)].

Write

‖ρ∗q‖2
q =

1

qϕ(q′)2

∑
a (mod q)

∣∣ϕ(q′)ρ∗q(a)
∣∣2

=
1

qϕ(q′)2
S(q), say.

If q2
2 - q′ then we are done since ρ∗q = 0 by Lemma 5.3.10. Otherwise, by the Chinese

remainder theorem we factor

S(q) = S(q1)S(q2
2)

=
∏
p|q1

S(p)
∏
p2|q22

S(p2).

Appealing to (5.3.3), we readily check

S(p) =

1 + 1/(p− 1) = p/(p− 1) if p - q′,
(p− 1)2 + (p− 1) = p(p− 1) if p | q′.
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By Lemma 5.3.10, expanding the Ramanujan sum and interchanging summations, we
obtain

S(p2) =
∑

a (mod p2)

|cp2(a− a′)|
2

=

p2∑∗

r1=1

p2∑∗

r2=1

ep2 (a′(r2 − r1))
∑

a (mod p2)

ep2 (a(r1 − r2)) .

By orthogonality, we get
S(p2) = p2ϕ(p2).

It follows

‖ρ∗q‖2
q =

1

qϕ(q′)2

∏
p|q1

S(p)
∏
p|q2

S(p2)

=
1

qϕ(q′)2

∏
p|q1
p-q′

p

p− 1

∏
p|q1
p|q′

p(p− 1)
∏
p|q2

(p2ϕ(p2))

=
1

ϕ(q′)2

∏
p|q1
p-q′

1

p− 1

∏
p|q1
p|q′

(p− 1)
∏
p|q2

ϕ(p2)

=
ϕ(q2

2)ϕ((q1, q
′))2

ϕ(q′)2ϕ(q1)
,

since (
(q1, q

′),
q1

(q1, q′)

)
= 1.

2

For all positive cubefree integer q, we denote

b(q) =

q∑∗

r=1

eq (rN)hq(r),

where

hq(r) =
∑

a (mod q)

ϕ(q′)ρ∗q(a)eq (−ra) .

We now state a result which provides an explicit expression for b(p) and b(p2).
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Lemma 5.3.12. The function b(q) is a multiplicative function of q. Moreover we have

b(p) =


−pcp(N)

ϕ(p)
if p - q′,

pcp(N − a′) if p | q′,

and

b(p2) = 1p2|q′ · p2cp2(N − a′).

Proof. For positive cubefree integers q1, q2 with (q1, q2) = 1, we have by the Chinese
remainder theorem

hq1q2(r) =
∑

a1 (mod q1)
a2 (mod q2)

ϕ(q′)ρ∗q1q2(a1q2 + a2q1)eq1 (−ra1) eq2 (−ra2)

=
∑

a1 (mod q1)
a2 (mod q2)

ϕ(q′)ρ∗q1(a1)ϕ(q′)ρ∗q2(a2)eq1 (−ra1) eq2 (−ra2)

= hq1(r)hq2(r)

where in the second line we used Lemma 5.3.10. Similarly, we show that b(q) is a
multiplicative function in q.

First we assume that (p, q′) = 1, appealing to (5.3.3) we get

b(p) =

p−1∑
r=1

ep (rN)

 −1

p− 1
− 1 +

1

p− 1

∑
a (mod p)

ep (−ra)

 .

Since (r, p) = 1 and hence by orthogonality we have

b(p) =
−p
ϕ(p)

p−1∑
r=1

ep (rN)

=
−pcp(N)

ϕ(p)
.

Now assume p | q′ and appealing to (5.3.3) we obtain

b(p) =

p−1∑
r=1

ep (rN)

(p− 1)ep (−ra′) + ep (−ra′)−
∑

a (mod p)

ep (−ra)

 .
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Since (r, p) = 1, orthogonality gives

b(p) = p

p−1∑
r=1

ep (r(N − a′))

= pcp(N − a′).

Next we consider b(p2). If p2 - q′ then we are done, otherwise expanding the Ra-
manujan sum and interchanging summations, we obtain

b(p2) =

p2∑∗

r=1

ep2 (rN)
∑

a (mod p2)

cp2(a− a′)ep2 (−ra)

=

p2∑∗

r=1

p2∑∗

r1=1

ep2 (rN) ep2 (−ra′)
∑

a (mod p2)

ep2 (a(r1 − r)) .

Appealing to orthogonality then gives

b(p2) = p2

p2∑∗

r=1

ep2 (r(N − a′))

= p2cp2(N − a′).

2

Next, we derive an explicit expression for the inner product [ϑ∗q|ρ∗q]q.
Lemma 5.3.13. For all q = q1q

2
2 with µ2(q1q2) = 1, we have

[ϑ∗q|ρ∗q]q = 1q22 |q′ ·
6t(q)cq1/(q1,q′)(N)c(q1,q′)q22

(N − a′)
π2ϕ(q′)µ(q1/(q1, q′))ϕ(q1/(q1, q′))

.

Proof. If q2
2 - q′ then we are done, otherwise

[ϑ∗q|ρ∗q]q =
1

q

∑
a (mod q)

γ∗q (N − a)ρ∗q(a)

=
6t(q)

π2qϕ(q′)

∑
a (mod q)

cq(N − a)ϕ(q′)ρ∗q(a)

=
6t(q)

π2qϕ(q′)

q∑∗

r=1

eq (rN)
∑

a (mod q)

ϕ(q′)ρ∗q(a)eq (−ra) .

Therefore by the previous lemma, we arrive at

[ϑ∗q|ρ∗q]q =
6t(q)

π2qϕ(q′)
b(q)
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=
6t(q)

π2qϕ(q′)

∏
p|q1

b(p)
∏
p|q2

b(p2)

= 1q22 |q′ ·
6t(q)

π2qϕ(q′)

∏
p|q1
p-q′

−pcp(N)

ϕ(p)

∏
p|q1
p|q′

pcp(N − a′)
∏
p|q2

p2cp2(N − a′)

= 1q22 |q′ ·
6t(q)µ(q1/(q1, q

′))

π2ϕ(q′)

cq1/(q1,q′)(N)

ϕ(q1/(q1, q′))
c(q1,q′)q22

(N − a′),

and the result follows. 2

5.3.4 Local models and their products

For a positive cubefree integer q = q1q
2
2 with µ2(q1q2) = 1, we denote

η∗q =
1

2

(
π2

6t(q)
ϑ∗q +

ϕ(q′)ϕ(q1/(q1, q
′))

µ(q1/(q1, q′))
ρ̃∗q

)
, (5.3.6)

κ∗q =
1

2

(
π2

6t(q)
ϑ∗q −

ϕ(q′)ϕ(q1/(q1, q
′))

µ(q1/(q1, q′))
ρ̃∗q

)
, (5.3.7)

where

ρ̃∗q(a) =
µ(q1/(q1, q

′))cq1/(q1,q′)(a)c(q1,q′)q22
(a− a′)

ϕ(q′)ϕ(q1/(q1, q′))

is just ρ∗q but without the divisibility condition on q′, see Lemma 5.3.10. In particular, we
can write

ρ∗q = 1q22 |q′ · ρ̃
∗
q.

Below, we compute the norms of η∗q and κ∗q .

Lemma 5.3.14. We have

‖η∗q‖2
q =

1

2

(
ϕ(q) + cq1/(q1,q′)(N)c(q1,q′)q22

(N − a′)
)
,

‖κ∗q‖2
q =

1

2

(
ϕ(q)− cq1/(q1,q′)(N)c(q1,q′)q22

(N − a′)
)
,

and
[η∗q |κ∗q]q = [κ∗q|η∗q ]q = 0.

Proof. The norms for η∗q and κ∗q follows immediately from Lemma 5.3.11, 5.3.13, and
that both ϑ∗q and ρ∗q are real valued.

Showing
[η∗q |κ∗q]q = [κ∗q|η∗q ]q = 0

also follows from Lemmas 5.3.11 and 5.3.13. 2
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Note that ‖η∗q‖2
q 6= 0 and ‖κ∗q‖2

q = 0 when

q1

(q1, q′)
| N and (q1, q

′)q2
2 | (N − a′).

We denote F ([1, N ]) to be the vector space of all complex valued functions on the
positive integers in [1, N ]. We endow the global hermitian product

[f |g] =
∑
n≤N

f(n)g(n) (5.3.8)

for all f, g ∈ F ([1, N ]). Next, we will show there is a Hermitian relationship between
the global and local products.

Given a function h ∈ F (Z/qZ), we denote ∇q(h) to be a function on [1, N ] defined
by

∇q(h)(x) = h(x (mod q)).

This peculiarity is particularly important for the global Hermitian product.
For a function j ∈ F ([1, N ]), we denote ∆q(j) to be a function on the positive

integers such that
∆q(j)(x) = q

∑
n≤N
n≡x[q]

j(n).

For h1 ∈ F ([1, N ]) and h2 ∈ F (Z/qZ), we readily check that

[∆q(h1)|h2]q = [h1|∇q(h2)]. (5.3.9)

Indeed

[∆q(h1)|h2]q =
∑

a (mod q)

∑
n≤N
n≡a[q]

h1(n)h2(a)

=
∑
n≤N

h1(n)h2(n (mod q))

= [h1|∇q(h2)].

Let us set
φ∗q = ∇qη

∗
q and ψ∗q = ∇qκ

∗
q.

Now we are ready to define a local model which encompass both f and g, these will
be the union of (φ∗q) and (ψ∗q ), but we exclude those φ∗q and ψ∗q which are zero.

Next, we compute the cross products of these local models.

Lemma 5.3.15. For all positive cubefree integers m and n, we have

[φ∗m|φ∗n] = N‖η∗m‖2
m · 1m=n +O(σ(m)σ(n)),
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[ψ∗m|ψ∗n] = N‖κ∗m‖2
m · 1m=n +O(σ(m)σ(n)),

and

[ψ∗m|φ∗n] = [φ∗m|ψ∗n] = O(σ(m)σ(n)).

Proof. Write m = m1m
2
2 and n = n1n

2
2 with µ2(m1m2) = µ2(n1n2) = 1. By appealing

to (5.3.4), (5.3.6), Lemma 5.3.8 and 5.3.10, we expand

[φ∗m|φ∗n] =
1

4
(S1 + S2 + S3 + S4) ,

where

S1 =
∑
n≤N

cm(N − n)cn(N − n),

S2 =
∑
n≤N

cm(N − n)cn1/(n1,q′)(n)c(n1,q′)n2
2
(n− a′),

S3 =
∑
n≤N

cn(N − n)cm1/(m1,q′)(n)c(m1,q′)m2
2
(n− a′),

S4 =
∑
n≤N

cm1/(m1,q′)(n)c(m1,q′)m2
2
(n− a′)cn1/(n1,q′)(n)c(n1,q′)n2

2
(n− a′).

Using the explicit form of ϑ∗q and applying Lemma 5.3.3, we have

S1 =
∑
n≤N

∑
d1|m

d1|(N−n)

∑
d2|n

d2|(N−n)

d1µ(m/d1)d2µ(n/d2)

=
∑
d1|m

∑
d2|n

d1µ(m/d1)d2µ(n/d2)
∑
n≤N

n≡N [[d1,d2]]

1

= N
∑
d1|m

∑
d2|n

d1µ(m/d1)d2µ(n/d2)

[d1, d2]
+O(σ(m)σ(n))

= N
∑
d1|m

∑
d2|n

µ(m/d1)µ(n/d2)(d1, d2) +O(σ(m)σ(n)).

By Lemma 5.3.6, we get

S1 = Nφ(m) · 1m=n +O(σ(m)σ(n)).
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Next we deal with S4. Expanding each of the four Ramanujan sums and taking the
summation over n inside, we obtain

S4 =
∑

d1|m1/(m1,q′)
d2|n1/(n1,q′)

d1µ

(
m1

d1(m1, q′)

)
d2µ

(
n1

d2(n1, q′)

)

×
∑

d3|(m1,q′)m2
2

d4|(n1,q′)n2
2

d3µ

(
(m1, q

′)m2
2

d3

)
d4µ

(
(n1, q

′)n2
2

d4

) ∑
n≤N

n≡0[di],i=1,2
n≡a′[dj ],j=3,4

1.

Observe that (d1, d3) = (d1, d4) = (d2, d3) = (d2, d4) = 1, since m2
2 | q′ and n2

2 | q′. By
the Chinese reminder theorem, the system of congruences in the summation over n can
be reduced to one congruence, namely

n ≡ σ[[d1, d2, d3, d4]]

for some 1 ≤ σ ≤ [d1, d2, d3, d4]. Since (d1, d3) = (d2, d4) = 1, we verify that

[d1, d2, d3, d4] = [d1d3, d2d4].

Next, we glue the variables d1, d3 and d2, d4 together to get

S4 = N
∑
d1|m
d2|n

d1µ(m/d1)d2µ(n/d2)

[d1, d2]
+O (σ(m)σ(n)) .

By Lemma 5.3.6, we obtain

S4 = Nϕ(m) · 1m=n +O(σ(m)σ(n)).

Now we consider S2. Again, expanding the Ramanujan sums and interchanging sum-
mations, we assert

S2 =
∑
d1|m

d1µ

(
m

d1

) ∑
d2|n1/(n1,q′)

d2µ

(
n1

d2(n1, q′)

) ∑
d3|(n1,q′)n2

2

d3µ

(
(n1, q

′)n2
2

d3

) ∑
n≤N

n≡N [d1]
n≡0[d2]
n≡a′[d3]

1.

Since (d2, d3) = 1, the system of congruences in the inner sum is solvable if and only if
(d1, d3) | (N − a′) and (d1, d2) | N . It follows by the Chinese remainder theorem that

S2 = M +O(σ(m)σ(n)),
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where

M =N
∑
d1|m

d1µ

(
m

d1

) ∑
d2|n1/(n1,q′)

(d1,d2)|N

d2µ

(
n1

d2(n1, q′)

) ∑
d3|(n1,q′)n2

2
(d1,d3)|(N−a′)

d3µ((n1, q
′)n2

2/d3)

[d1, d2d3]
.

The divisibility conditions over the summations of d2 and d3 are troublesome. We deal
with this by Lemma 5.3.4 and observe that

1(d1,d3)|(N−a′) =
∑

t|(N−a′)
t|(d1,d3)

1t=(d1,d3)

=
∑

t|(N−a′)
t|(d1,d3)

∑
k|(d1,d3)

t|k

µ(k/t),

and

1(d1,d2)|N =
∑
t′|N

t′|(d1,d2)

1t′=(d1,d2)

=
∑
t′|N

t′|(d1,d2)

∑
k′|(d1,d2)
t′|k′

µ(k′/t′).

Substituting this intoM and gluing the variables d2, d3 and noticing that (k, k′) = 1 since
(d2, d3) = 1, k′ | d2 and k | d3, we assert

M =N
∑
t′|N

t′|k′|( n1
(n1,q

′) ,m)

∑
t|(N−a′)

t|k|((n1,q′)n2
2,m)

µ

(
k

t

)
µ

(
k′

t′

)
kk′

×
∑
d1| mkk′

µ

(
m

d1kk′

) ∑
d2| nkk′

µ

(
n

d2kk′

)
(d1, d2).

If m 6= n then M = 0 by Lemma 5.3.6. If m = n then again by Lemma 5.3.6, we get

M = N
∑
t′|N

t′|k′| n1
(n1,q

′)

∑
t|(N−a′)

t|k|(n1,q′)n2
2

µ

(
k

t

)
µ

(
k′

t′

)
kk′ϕ

( n

kk′

)
.

For k′ | n1

(n1,q′)
and k | (n1, q

′)n2
2, we rewrite the Euler totient function as a Dirichlet

convolution

ϕ
( n

kk′

)
=
∑
s| n
kk′

sµ
( n

skk′

)
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=
∑

d1| n1
(n1,q

′)k′

d1µ

(
n1

k′d1(n1, q′)

) ∑
d2|

(n1,q
′)n22
k

d2µ

(
(n1, q

′)n2
2

kd2

)
.

Substituting this into M and interchanging summations, we have

M =N
∑
t′|N

t′|k′| n1
(n1,q

′)

∑
t|(N−a′)

t|k|(n1,q′)n2
2

µ

(
k

t

)
µ

(
k′

t′

)

×
∑

d1| n1
(n1,q

′)k′

k′d1µ

(
n1

k′d1(n1, q′)

) ∑
d2|

(n1,q
′)n22
k

kd2µ

(
(n1, q

′)n2
2

kd2

)

=N
∑

d1| n1
(n1,q

′)

d1µ

(
n1

d1(n1, q′)

) ∑
d2|(n1,q′)n2

2

d2µ

(
(n1, q

′)n2
2

d2

)

×
∑
t′|N
t′|d1

∑
k′|d1
t′|k′

µ

(
k′

t′

) ∑
t|(N−a′)
t|d2

∑
k|d2
t|k

µ

(
k

t

)
.

In view of Lemma 5.3.3, we get

1d1|N =
∑
t′|N
t′|d1

1t′=d1

=
∑
t′|N
t′|d1

∑
k′|d1
t′|k′

µ(k′/t′),

and

1d2|(N−a′) =
∑

t|(N−a′)
t|d2

1t=d2

=
∑

t|(N−a′)
t|d2

∑
k|d2
t|k

µ(k/t).

Therefore the sum M in question collapses into

M =
∑

d1| n1
(n1,q

′)
d1|N

d1µ

(
n1

d1(n1, q′)

) ∑
d2|(n1,q′)n2

2
d2|(N−a′)

d2µ

(
(n1, q

′)n2
2

d2

)

= cn1/(n1,q′)(N)c(n1,q′)n2
2
(N − a′).
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Hence we have

S2 = Ncn1/(n1,q′)(N)c(n1,q′)n2
2
(N − a′) · 1m=n +O(σ(m)σ(n)).

Similarly we also claim

S3 = Ncm1/(m1,q′)(N)c(m1,q′)m2
2
(N − a′) · 1m=n +O(σ(m)σ(n)).

Gathering all the estimates above, we finally arrive at

[φ∗m|φ∗n] =
1m=n ·N

2

(
ϕ(m) + cm1/(m1,q′)(N)c(m1,q′)m2

2
(N − a′)

)
+O(σ(m)σ(n)),

and the result follows from Lemma 5.3.14.
The remaining bounds for [ψ∗m|ψ∗n], [ψ∗m|φ∗n] and [φ∗m|ψ∗n] follows immediately from

our computation of S1, S2, S3, S4. 2

5.3.5 Approximating f and g

In this section we impose implicitly the condition

q′ ≤ LC1 .

Take our set of moduli to be

Q =
{
q1q

2
2 : q1 ≤ Q1, q2 ≤ Q2, µ

2(q1q2) = 1
}
. (5.3.10)

Here
Q1 = LD1 and Q2 = LD2 ,

where D1, D2 ≥ C1 will be chosen later. We also set

Q = max {Q1, Q2} ,

and in particular this implies q′ ≤ Q�ε N
ε.

Finally, we recall (a′, q′) = 1 and let

f(n) = Λ(n) · 1n≡a′[q′] (5.3.11)

and

g(n) = µ2(N − n) (5.3.12)

for all n ≤ N .
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Lemma 5.3.16. For any A > 0 and q ∈ Q, we have

[φ∗q|f ] = N [η∗q |ρ∗q]q +O
(
q2NL−A

)
,

[φ∗q|g] = N [η∗q |ϑ∗q]q +O
(
q3/2+εN1/2

)
,

and

[ψ∗q |f ] = −N [κ∗q|ρ∗q]q +O
(
q2NL−A

)
,

[ψ∗q |g] = N [κ∗q|ϑ∗q]q +O
(
q3/2+εN1/2

)
.

In particular, we have

|[φ∗q|f ]|+ |[ψ∗q |f ]| � 1q22 |q′ ·Nϕ((q1, q
′)q2

2)ϕ(q′)−1 + q2NL−A

and

|[φ∗q|g]|+ |[ψ∗q |g]| � N |t(q)|ϕ(q) + q3/2+εN1/2.

All implied constant above may depend on A,C1, D1, D2, ε.

Proof. By (5.3.9), we get

[∇qη
∗
q |f ] = [η∗q |∆qf ]q

= [η∗q |Nρq]q + [η∗q |∆qf −Nρq]q.

Note that by (5.3.6) and (5.3.7), we have

ρ∗q =
1q22 |q′ · µ(q1/(q1, q

′))

ϕ(q′)ϕ(q1/(q1, q′))

(
η∗q − κ∗q

)
. (5.3.13)

By the Möbius inversion formula

ρq =
∑
d|q

ρ∗d,

and it follows

[η∗q |ρq]q =
∑
d|q

[η∗q |ρ∗d]q

=
1q22 |q′ · µ(q1/(q1, q

′))

ϕ(q′)ϕ(q1/(q1, q′))

∑
d|q

(
[η∗q |η∗d]q − [η∗q |κ∗d]q

)
.

Following the proof of Lemma 5.3.15, the summand is zero unless d = q, and hence
[η∗q |ρq]q = [η∗q |ρ∗d]q. It follows

[η∗q |ρq]q =
1q22 |q′ · µ(q1/(q1, q

′))

2φ(q′)ϕ(q1/(q1, q′))

(
ϕ(q) + cq1/(q1,q′)(N)c(q1,q′)q22

(N − a′)
)
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� 1q22 |q′ · ϕ((q1, q
′)q2

2)ϕ(q′)−1.

Write
[η∗q |∆qf −Nρq]q =

1

2
(S1 + S2),

where

S1 =
∑

a (mod q)

cq(N − a)

∑
n≤N
n≡a[q]

f(n)− N

q
ρq(a)

 ,

S2 =
∑

a (mod q)

cq1/(q1,q′)(a)c(q1,q′)q22
(a− a′)

∑
n≤N
n≡a[q]

f(n)− N

q
ρq(a)

 .

We crudely bound using the Siegel-Walfisz Theorem (Lemma 5.3.5) to get

S1, S2 ≤ q2 max
a (mod q)

∣∣∣∣∣ ∑
n≤N
n≡a[q]

f(n)− N

q
ρq(a)

∣∣∣∣∣
�A,C1,D1,D2 q

2NL−A.

Next we turn to [φ∗q|g]. Similarly we get

[∇qη
∗
q |g] = [η∗q |∆qg]q

= [η∗q |Nϑq]q + [η∗q |∆qg −Nϑq]q.

Note that by (5.3.6) and (5.3.7), we have

ϑ∗q =
6t(q)

π2

(
η∗q + κ∗q

)
. (5.3.14)

By the Möbius inversion formula, we have

ϑq =
∑
d|q

ϑ∗q,

and it follows

[η∗q |ϑq]q =
∑
d|q

[η∗q |ϑ∗d]q

=
6t(q)

π2

∑
d|q

(
[η∗q |η∗d]q + [η∗q |κ∗d]q

)
.
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Again following the proof of Lemma 5.3.15, the summand vanishes unless d = q, and
hence [η∗q |ϑq]q = [η∗q |ϑ∗d]q. Therefore

[η∗q |ϑq]q =
3t(q)

π2

(
ϕ(q) + cq1/(q1,q′)(N)c(q1,q′)q22

(N − a′)
)

� |t(q)|ϕ(q).

We can deal with [η∗q |∆qg−Nϑq]q just like above but we apply Lemma 5.3.7 instead
of Lemma 5.3.5 to get

[η∗q |∆qg −Nϑq]q �ε q
3/2+εN1/2.

The bounds for [ψ∗q |f ] and [ψ∗q |g] follow similarly. 2

Denote

E =

{
q1q

2
2 ∈ Q :

q1

(q1, q′)
| N, (q1, q

′)q2
2 | (N − a′)

}
.

Note that ‖κ∗q‖q = 0 if and only if q ∈ E .
Now we give upper and lower bounds for these norms.

Lemma 5.3.17. For all q = q1q
2
2 ∈ Q, we have

ϕ(q)/4 ≤ ‖η∗q‖2
q ≤ ϕ(q).

The same holds when we replace
(
η∗q ,Q

)
with

(
κ∗q,Q\E

)
.

Proof. From Lemma 5.3.14, we get

‖η∗q‖2
q =

1

2

(
ϕ(q) + cq1/(q1,q′)(N)c(q1,q′)q22

(N − a′)
)
.

Clearly ∣∣∣cq1/(q1,q′)(N)c(q1,q′)q22
(N − a′)

∣∣∣ ≤ ϕ(q),

and so the upper bound follows.
For the lower bound, note that

cq1/(q1,q′)(N)c(q1,q′)q22
(N − a′)

strictly divides ϕ(q), and hence

ϕ(q) + cq1/(q1,q′)(N)c(q1,q′)q22
(N − a′) ≥ ϕ(q)− 1

2
ϕ(q).

The bounds for ‖κ∗q‖2
q is similar. 2
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Next we need to estimate the sums∑
t∈Q

|[φ∗q|φ∗t ]|+
∑
t∈Q

|[φ∗q|ψ∗t ]| (5.3.15)

for all q ∈ Q, and ∑
t∈Q

|[ψ∗q |φ∗t ]|+
∑
t∈Q

|[ψ∗q |ψ∗t ]| (5.3.16)

for all q ∈ Q. But first, we need an a priori bound.

Lemma 5.3.18. We have ∑
q∈Q

σ(q)�ε N
ε.

Proof. The sum is majorized by∑
q1≤Q1

σ(q1)
∑
q2≤Q2

σ(q2
2)�ε Q

ε
∑
q1≤Q1

q1

∑
q2≤Q2

q2
2

�ε Q
5+ε

�ε N
ε.

2

We only show the following for (5.3.15) as (5.3.16) is similar. By Lemma 5.3.15
and 5.3.18, we get that (5.3.15) is

N‖η∗q‖2
q +O

σ(q)2 +
∑
t∈Q
t6=q

|[φ∗q|φ∗t ]|+
∑
t∈Q

|[φ∗q|ψ∗t ]|


= N‖η∗q‖2

q +Oε (N ε) .

This motivates the following definition. Let ε > 0 and C = C(ε) > 0 be sufficiently
large, and set

M(φ∗q) = N‖η∗q‖2
q + CN ε

for all q ∈ Q, and

M(ψ∗q ) = N‖κ∗q‖2
q + CN ε

for all q ∈ Q\E .
The following result shows that we can replace M(φ∗q) and M(ψ∗q ) by N‖η∗q‖2

q and
N‖κ∗q‖2

q respectively in the summands at the cost of an acceptable error term.
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Lemma 5.3.19. If

γq � (N |t(q)|ϕ(q))2 (5.3.17)

for all q ∈ Q, or if

γq �
N2|t(q)|ϕ(q)ϕ((q1, q

′)q2
2)

ϕ(q′)
(5.3.18)

for all q ∈ Q, then ∑
q∈Q

M(φ∗q)
−1γq =

∑
q∈Q

γq
N‖η∗q‖2

q

+Oε (N ε) . (5.3.19)

The same holds if we replace
(
φ∗q, η

∗
q ,Q

)
by
(
ψ∗q , κ

∗
q,Q\E

)
.

Proof. Taking the difference and by Lemma 5.3.17, it is enough to bound

N ε
∑
q∈Q

γq
Nϕ(q) (Nϕ(q) + CN ε)

. (5.3.20)

First we suppose (5.3.17) holds and by recalling (5.3.1), we majorize the sum above by∑
q∈Q

|t(q)|2 �
∑
q1≤Q1

|t(q1)|2
∑
q2≤Q2

q22 |q′

|t(q2
2)|2

�ε Q
ε
∑
q1≤Q1

1

q4
1

∑
q2≤Q2

q22 |q′

1

q4
2

�ε N
ε.

Therefore (5.3.19) holds. The argument also holds if we replace
(
φ∗q, η

∗
q ,Q

)
by
(
ψ∗q , κ

∗
q,Q\E

)
.

Next we assume (5.3.18). Using (5.3.20) and Lemma 5.3.17, we are lead to bound

N ε
∑
q∈Q

|t(q)|ϕ((q1, q
′)q2

2)

ϕ(q′)ϕ(q)
.

Recalling (5.3.1), the sum above is majorized by

1

ϕ(q′)

∑
q1≤Q1

|t(q1)|ϕ((q1, q
′))

ϕ(q1)

∑
q2≤Q2

q22 |q′

|t(q2
2)| �ε Q

ε
∑
q1≤Q1

1

q2
1

∑
q2≤Q2

1

q2
2

�ε N
ε.

The same holds when we replace
(
φ∗q, η

∗
q ,Q

)
by
(
ψ∗q , κ

∗
q,Q\E

)
. 2
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Lemma 5.3.20. For all A, ε > 0, we have

[g|g]−
∑
q∈Q

M(φ∗q)
−1|[g|φ∗q]|2 −

∑
q∈Q\E

M(ψ∗q )
−1|[g|ψ∗q ]|2

is
Oε

(
N1/2Q7+ε +NQ−2

1 +NQ−1
2

)
.

Proof. Write ∑
q∈Q

M(φ∗q)
−1|[g|φ∗q]|2 =

∑
q∈Q

βq[φ
∗
q|g],

where βq = M(φ∗q)
−1[g|φ∗q]. By Lemma 5.3.16, we replace [φ∗q|g] by N [η∗q |ϑ∗q] up to an

error term. Indeed

∑
q∈Q

βq[φ
∗
q|g] = N

∑
q∈Q

βq[η
∗
q |ϑ∗q]q +Oε

(
N1/2

∑
q∈Q

βqq
3/2+ε

)
= N

∑
q∈Q

βq[η
∗
q |ϑ∗q]q +Oε

(
N1/2Q7+ε

)
after recalling (5.3.1) and by using the bound

βq � (N |t(q)|ϕ(q) + q3/2+εN1/2)/(Nφ(q))

� 1

collected from Lemma 5.3.16 and 5.3.17. Reiterating again we have∑
q∈Q

M(φ∗q)
−1|[g|φ∗q]|2 = N2

∑
q∈Q

M(φ∗q)
−1|[η∗q |ϑ∗q]q|2 +Oε

(
N1/2Q7+ε

)
.

We repeat this for the other sum and in total we get∑
q∈Q

M(φ∗q)
−1|[g|φ∗q]|2 +

∑
q∈Q\E

M(ψ∗q )
−1|[g|ψ∗q ]|2

= N2
∑
q∈Q

M(φ∗q)
−1|[η∗q |ϑ∗q]q|2 +N2

∑
q∈Q\E

M(ψ∗q )
−1|[ϑ∗q|κ∗q]q|2

+Oε

(
N1/2Q7+ε

)
.

By Lemma 5.3.19, we replace M(φ∗q) by N‖η∗q‖2
q up to an error term to get

N2
∑
q∈Q

M(φ∗q)
−1|[η∗q |ϑ∗q]q|2 = N

∑
q∈Q

|[η∗q |ϑ∗q]q|2

‖η∗q‖2
q

+Oε

(
N1/2Q7+ε

)
.
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We recall from (5.3.14) that

ϑ∗q =
6t(q)

π2

(
η∗q + κ∗q

)
,

it follows

|[ϑ∗q|η∗q ]q|2

‖η∗q‖2
q

+
|[ϑ∗q|κ∗q]q|2

‖κ∗q‖2
q

=

(
6t(q)

π2

)2

‖η∗q‖2
q +

(
6t(q)

π2

)2

‖κ∗q‖2
q

= ‖ϑ∗q‖2
q

by (5.3.13), (5.3.14) and Lemma 5.3.11, 5.3.14.
Next, we reiterate the process and replace M(ψ∗q ) by N‖κ∗q‖2

q up to an error term. In
total we get ∑

q∈Q

M(φ∗q)
−1|[g|φ∗q]|2 +

∑
q∈Q\E

M(ψ∗q )
−1|[g|ψ∗q ]|2

= N
∑
q∈Q

|[ϑ∗q|η∗q ]q|2

‖η∗q‖2
q

+N
∑
q∈Q\E

|[ϑ∗q|κ∗q]q|2

‖κ∗q‖2
q

+Oε

(
N1/2Q7+ε

)
= N

∑
q∈Q

‖ϑ∗q‖2
q +Oε

(
N1/2Q7+ε

)
.

By Lemma 5.3.11 we have

‖ϑ∗q‖2
q =

(
6t(q)

π2

)2

ϕ(q),

and thus completing the series we obtain

∑
q∈Q

‖ϑ∗q‖2
q =

(
6

π2

)2∑
q∈Q

t(q)2ϕ(q)

=

(
6

π2

)2 ∑
q1≤Q1,q2≤Q2

µ2(q1q2)t(q1)2t(q2)2ϕ(q1)ϕ(q2
2)

=

(
6

π2

)2 ∞∏
p=2

(
1 +

p− 1

(p2 − 1)2
+
p(p− 1)

(p2 − 1)2

)
+O

(
Q−2

1 +Q−1
2

)
=

6

π2
+O

(
Q−2

1 +Q−1
2

)
.

Here the product over primes reduces to ζ(2) = π2/6, where ζ is the Riemann zeta
function. Observe that by Lemma 5.3.7

[g|g] =
∑
n≤N

µ2(N − n)
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=
6

π2
N +O

(
N1/2

)
and the result follows. 2

Lemma 5.3.21. The sum

[f |f ]−
∑
q∈Q

M(φ∗q)
−1|[f |φ∗q]|2 −

∑
q∈Q\E

M(ψ∗q )
−1|[f |ψ∗q ]|2 � NL.

Proof. By [81, Lemma 1.1 and 1.2], we see that

0 ≤
∑
q∈Q

M(φ∗q)
−1|[f |φ∗q]|2 +

∑
q∈Q\E

M(ψ∗q )
−1|[f |ψ∗q ]|2 ≤ [f |f ].

Therefore it is enough to bound [f |f ] and indeed the trivial bound suffices

[f |f ] =
∑
n≤N
n≡a′[q′]

Λ(n)2 ≤ L
∑
n≤N

Λ(n)� NL.

2

Lemma 5.3.22. For all A, ε > 0, we have∑
q∈Q

M(ϕ∗q)
−1[f |φ∗q][φ∗q|g] +

∑
q∈Q\E

M(ψ∗q )
−1[f |ψ∗q ][ψ∗q |g]

is
Sa′,q′(N)N +OA,C1,D1,D2,ε

(
NQ8L−A +NQεQ−1

1

)
,

where Sa′,q′(N) is the singular series defined in Theorem 5.1.1.

Proof. For simplicity all implied constant in theO(·) term may depend onA,C1, D1, D2,

and ε.
Set αq = M(φ∗q)

−1[f |φ∗q]. By Lemma 5.3.16, we obtain

∑
q∈Q

αq[φ
∗
q|g] = N

∑
q∈Q

αq[η
∗
q |ϑ∗q]q +O

(
N1/2

∑
q∈Q

αqq
3/2+ε

)
= N

∑
q∈Q

αq[η
∗
q |ϑ∗q]q +O

(
N1/2Q10+ε

)
,

by using the bound

αq �
Nϕ((q1, q

′)q2
2)ϕ(q′)−1 + q2NL−A

Nϕ(q)

�ε q
1+ε,
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provided by Lemma 5.3.16 and 5.3.17.
Next, we set βq = M(φ∗q)

−1N [η∗q |ϑ∗q]q. Then again by Lemma 5.3.16, we have

∑
q∈Q

βq[f |φ∗q] =N
∑
q∈Q

βq[ρ
∗
q|η∗q ]q +O

(
N1/2Q10+ε +NL−A

∑
q∈Q

βqq
2

)
.

By Lemma 5.3.16 and 5.3.17, we assert

βq �
N |t(q)|ϕ(q)

Nϕ(q)

� 1,

and by recalling (5.3.1) we get that the error term above is O
(
NQ8L−A

)
.

We do the same for the other sum and we ultimately obtain∑
q∈Q

M(φ∗q)
−1[f |φ∗q][φ∗q|g] +

∑
q∈Q\E

M(ψ∗q )
−1[f |ψ∗q ][ψ∗q |g]

= N2
∑
q∈Q

M(φ∗q)
−1[ρ∗q|η∗q ][η∗q |ϑ∗q] +N2

∑
q∈Q\E

M(ψ∗q )
−1[ρ∗q|κ∗q][κ∗q|ϑ∗q] +O

(
NQ8L−A

)
.

Next by applying Lemma 5.3.19 we replace M(φ∗q) with N‖η∗q‖2
q up to an error term to

obtain

N2
∑
q∈Q

M(φ∗q)
−1[ρ∗q|η∗q ][η∗q |ϑ∗q] = N

∑
q∈Q

[ρ∗q|η∗q ][η∗q |ϑ∗q]
‖η∗q‖2

q

+O
(
NQ8L−A

)
.

We recall from (5.3.14) and (5.3.13) that

ϑ∗q =
6t(q)

π2

(
η∗q + κ∗q

)
and

ρ∗q =
1q22 |q′ · µ(q1/(q1, q

′))

ϕ(q′)ϕ(q1/(q1, q′))

(
η∗q − κ∗q

)
.

It follows

[ρ∗q|η∗q ]q · [η∗q |ϑ∗q]q
‖η∗q‖2

q

+
[ρ∗q|κ∗q]q · [κ∗q|ϑ∗q]q

‖κ∗q‖2
q

= 1q22 |q′ ·
6t(q)µ(q1/(q1, q

′))

π2ϕ(q′)ϕ(q1/(q1, q′))

(
‖η∗q‖2

q − ‖κ∗q‖2
q

)
= [ρ∗q|ϑ∗q]q

by (5.3.13), (5.3.14) and Lemma 5.3.13, 5.3.14.

89



We reiterate the same procedure and replaceM(ψ∗q ) withN‖κ∗q‖2
q up to an error term.

In total we have∑
q∈Q

M(φ∗q)
−1[f |ϕ∗q][ϕ∗q|g] +

∑
q∈Q\E

M(ψ∗q )
−1[f |ψ∗q ][ψ∗q |g]

= N
∑
q∈Q

[ρ∗q|η∗q ][η∗q |ϑ∗q]
‖η∗q‖2

q

+N
∑
q∈Q\E

[ρ∗q|κ∗q][κ∗q|ϑ∗q]
‖κ∗q‖2

q

+O
(
NQ8L−A

)
= N

∑
q∈Q

[ρ∗q|ϑ∗q]q +O
(
NQ8L−A

)
.

Next we compute the sum

∑
q∈Q

[ρ∗q|ϑ∗q]q =
6

ϕ(q′)π2

∑
q∈Q

1q22 |q′ ·
t(q)cq1/(q1,q′)(N)c(q1,q′)q22

(N − a′)
µ(q1/(q1, q′))ϕ(q1/(q1, q′))

.

We complete the series and so the right hand side becomes

6

ϕ(q′)π2

∞∑
q1,q2=1

µ2(q1q2)=1

1q22 |q′ ·
t(q1q

2
2)cq1/(q1,q′)(N)c(q1,q′)q22

(N − a′)
µ(q1/(q1, q′))ϕ(q1/(q1, q′))

,

at the cost of an error term of

� 1

ϕ(q′)

∑
q1>Q1

t(q1)ϕ((q1, q
′))

∑
q2>Q2

µ2(q1q2)=1

1q22 |q′ · t(q
2
2)ϕ(q2

2)

�ε Q
εQ−1

1 ,

since the number of divisors of q′ is at mostOε(Q
ε) and by recalling (5.3.1). The singular

series can be represented as an infinite product

∞∏
p=2

(
1 +

t(p)cp/(p,q′)(N)c(p,q′)(N − a′)
µ(p/(p, q′))ϕ(p/(p, q′))

+ 1p2|q′ · t(p2)cp2(N − a′)
)
.

If p - q′, p || q′, or p2 | q′ then the term in the product simplifies to

1 +
cp(N)

(p2 − 1)(p− 1)
, 1− cp(N − a′)

p2 − 1
, 1−

cp(N − a) + cp2(N − a)

p2 − 1

respectively. The result follows. 2
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5.4 Proof of Theorem 5.1.1
For any h1, h2 ∈ F ([1, N ]), let us denote

〈h1|h2〉 =
∑
q∈Q

M−1(φ∗q)[h1|φ∗q][φ∗q|h2] +
∑
q∈Q\E

M−1(ψ∗q )[h1|ψ∗q ][ψ∗q |h2].

We recall f, g from (5.3.11), (5.3.12) respectively and consequently the product

[f |g] =
∑

N=n1+n2
n1≡a′[q′]

Λ(n1)µ2(n2).

By Cauchy’s inequality, we assert

|[f |g]− 〈f |g〉| ≤
√

([f |f ]− 〈f |f〉) · ([g|g]− 〈g|g〉).

By Lemma 5.3.20 and 5.3.21, the right hand side is majorised by

�A,C1,D1,D2,ε

√
NL

(
N1/2Q7+ε +NQ−2

1 +NQ−1
2

)
�A,C1,D1,D2,ε NL1/2

(
Q−1

1 +Q
−1/2
2

)
.

Hence we can approximate [f |g] by 〈f |g〉, and by Lemma 5.3.22 we obtain

[f |g] = Sa′,q′(N)N

+OA,C1,D1,D2,ε

(
NQ8L−A +NQεQ−1

1 +NL1/2
(
Q−1

1 +Q
−1/2
2

))
.

Recall from (5.3.10) that Q1 = LD1 , Q2 = LD2 , and Q = max{Q1, Q2}. Taking

D1 = C1 + C2 + 2,

D2 = 2D1,

A = 8D2 + C1 + C2 + 1,

our product simplifies to

[f |g] = Sa′,q′(N)N +OC1,C2

(
NL−C1−C2−1

)
.

Now notice that

Ra′,q′(N) = [f |g] +
∑
k≥2

∑
pk≤N
pk≡a′[q′]

µ2(N − p) log(p).
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The double sum can be estimated crudely by∑
k≥2

∑
pk≤N

log(p) ≤
∑

2≤k≤logN

N1/k

�ε N
1/2+ε,

and consequently

Ra′,q′(N) = Sa′,q′(N)N +OC1,C2

(
NL−C1−C2−1

)
.

If Sa′,q′(N) = 0 then there exists p2 | q′ such that p2 | (N − a) by our remark after
Theorem 5.1.1. HenceRa′,q′(N) = 0 and the result follows. Otherwise if Sa′,q′(N) 6= 0

then we bound from below

Sa′,q′(N)� 1

ϕ(q′)

∏
p||q′

(
1− 1

p+ 1

)

≥ 1

ϕ(q′)
exp

{∑
p≤q′

log

(
1− 1

p+ 1

)}
.

Applying a Taylor series expansion for the logarithm

log(1− x) = −
∞∑
n=1

xn

n
,

valid for |x| < 1, we obtain

Sa′,q′(N) ≥ 1

ϕ(q′)
exp

(
−
∑
p≤q′

1

p
−
∑
p≤q′

∞∑
n=2

1

n(p+ 1)n

)

=
1

ϕ(q′)
exp{− log log q′ +O(1)}

�C1 L−C1−1.

Therefore
NL−C1−C2−1 �C1,C2 Sa′,q′(N)NL−C2 ,

and so
Ra′,q′(N) = Sa′,q′(N)N

{
1 +OC1,C2

(
L−C2

)}
.
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CHAPTER 6

A Refinement of the Burgess Bound for Character Sums

“Number theory would be much easier if we had 33 fingers on each hand”
–A number theorist

A multiplicative character modulo a positive integer k is a completely multiplicative
function χ : N→ C such that

(i) χ(n) = 0 if (n, k) > 1,
(ii) χ(n+ k) = χ(n) for all n ∈ N.

We call χ = χ0 a principal or trivial character if χ(n) = 1 whenever (n, k) = 1. If χ is a
character modulo k and also a character modulo k′ such that k′ | k then the smallest such
k′ ≥ 2 is called the conductor of χ. When k′ = k then we call χ a primitive character.

Given a prime number q and a multiplicative character χ modulo q, we consider
bounding the sums ∑

M<n≤M+N

χ(n). (6.0.1)

The first nontrivial result in this direction, which is about a century old, is due to Pólya [80]
and Vinogradov [96] and takes the form∑

M<n≤M+N

χ(n) = O
(
q1/2 log q

)
(6.0.2)

where the implied constant is absolute. Clearly the bound (6.0.2) is non-trivial provided
N ≥ q1/2(log q)1+ε for any fixed ε > 0.

Several logarithmic improvements of (6.0.2) have recently been obtained for special
characters. See [38, 42, 66] and references therein.

For large values of N, the Polya-Vinogradov bound (6.0.2) is still the sharpest result
known today although Montgomery and Vaughan [73] have shown that assuming the
truth of the Generalized Riemann Hypothesis we have∑

M<n≤M+N

χ(n) = O
(
q1/2 log log q

)
.

The Pólya–Vinogradov bound (6.0.2) can be thought of as roughly saying that for large
N , the sequence {χ(n)}M+N

n=M+1 behaves like a typical random sequence chosen uniformly
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from the image χ({1, . . . , q − 1}). We expect this to be true for smaller values of N al-
though this problem is much less understood. In the special case M = 0, the Generalized
Riemann Hypothesis (GRH) implies that∣∣∣∣∣ ∑

0<n≤N

χ(n)

∣∣∣∣∣ ≤ N1/2qo(1), (6.0.3)

which is non-trivial providedN ≥ qε and is essentially optimal. Although the conditional
bound (6.0.3) on the GRH is well-known, see for example [73, Section 1], it may not be
easy to find a direct reference, however it can be easily derived from [44, Theorem 2].

We also note Tao [91] has shown that the generalized Elliott-Halberstam conjecture
allows one to bound short character sums in the case M = 0.

For values ofN below the Pólya–Vinogradov range, the sharpest unconditional bound
for the sums (6.0.1) is due to Burgess [15,16] and may be stated as follows. For any prime
number q, nontrivial multiplicative character χ modulo q and integer r ≥ 1 we have∑

M<n≤M+N

χ(n) = O
(
N1−1/rq(r+1)/4r2 log q

)
, (6.0.4)

where the implied constant may depend on r, and is nontrivial provided N ≥ q1/4+ε

for any fixed ε > 0. This bound has remained the sharpest for short sums over the past
fifty years although slight refinements have been made by improving the factor log q. For
example, by [59, Equation (12.58)] we have∑

M<n≤M+N

χ(n) = O
(
N1−1/rq(r+1)/4r2(log q)1/r

)
, (6.0.5)

where the implied constant is absolute. It is also announced in [59, Chapter 12, Remark,
p. 329], that one can actually obtain∑

M<n≤M+N

χ(n) = O
(
N1−1/rq(r+1)/4r2(log q)1/2r

)
, (6.0.6)

provided r ≥ 2, see also [73, Theorem 9.27].
We also remark that in the initial range, that is, for M = 0, slight improvements

of the bounds (6.0.5), (6.0.6) and also of Theorem 6.1.1 below are given in [28, 44, 46,
58]. However these improvements do not imply any improvement of the above bound of
Burgess [14] on the smallest quadratic nonresidue. We also refer to [9] for a discussion.
Finally, we recall that the best known bounds on the smallest quadratic nonresidue is
O
(
q1/4

√
e+o(1)

)
, and on the gaps between quadratic nonresidues is O

(
q1/4 log q

)
, are

both due to Burgess [14, 17].
We recall that both (6.0.5) and (6.0.6) are based on a bound of Friedlander and

Iwaniec [35, Section 4] on the number of solutions to the congruence (6.2.9) however
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with variables u1, u2 from the whole interval, without any arithmetic constraints. Impos-
ing such constraints is a new idea which underlines our approach. Using this idea, we
give a further refinement of the Burgess bound (6.0.4) and thus contribute to the series of
logarithmic improvements (6.0.5) and (6.0.6). More specifically, we improve (6.0.6) by
replacing the factor (log q)1/2r by (log q)1/4r. We remark that Booker [10] has previously
used shifts by products u1u2 where one of the variables is prime in the Friedlander-
Iwaniec approach [35] in order to obtain a numerically explicit Burgess bound. The
benefit of prime shifts being simpler computations with estimating greatest common di-
visors. Our argument can be considered as an elaboration of this idea and our improve-
ment comes from averaging over numbers with no small prime factors rather than over
an entire interval which we give in Section 6.2.2. Lastly, we remark that de la Bretèche
& Munsch [21], and de la Bretèche, Munsch & Tenenbaum [22] has improved our result
building on this idea.

6.1 Main result
The following result is joint work with B. Kerr & I. E. Shparlinski, and has been published
in the Michigan Journal of Mathematics [63].

Theorem 6.1.1. Let q be prime, r ≥ 2, M and N integers with

N ≤ q1/2+1/4r.

For any non-trivial multiplicative character χ modulo q, we have∑
M<n≤M+N

χ(n) = O
(
N1−1/rq(r+1)/4r2(log q)1/4r

)
.

Moreover the implied constant is absolute.

6.2 Preparations
6.2.1 Preliminary transformations

First we recall the following well-known bound which is contained in [92, Theorem 1.2]
(with slightly weaker constants).

Lemma 6.2.1. Let q be prime and χ a non-trivial multiplicative character modulo q.
Then we have

q∑
λ=1

∣∣∣∣∣ ∑
1≤v≤V

χ(λ+ v)

∣∣∣∣∣
2r

≤ (2r)rV rq + 2rV 2rq1/2.

For any positive real numbers w and z we denote

V (w) =
∏
p<w

(
1− 1

p

)
,
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and
P (z) =

∏
p<z

p. (6.2.1)

It follows from Mertens formula, see [59, Equation (2.16)], that

1

logw
� V (w)� 1

logw
. (6.2.2)

For positive reals U and z, we define the set Uz(U) by

Uz(U) = {1 ≤ u ≤ U : (u, P (z)) = 1}. (6.2.3)

The following result follows from combining [23, Theorem 4.1] with arguments from
the proof of [23, Lemma 4.3]. We also refer the reader to [36, Equation (6.104)].

Lemma 6.2.2. Let C > 0 be sufficiently large and suppose that

zC ≤ U. (6.2.4)

Then for the cardinality of Uz(U), we have

U

log z
� #Uz(U)� U

log z
.

Proof. Let
A = {1, . . . , U},

so that with notation as in [23, Theorem 4.1] we have

#Uz(U) = S(A,P , z),

and hence by [23, Theorem 4.1], for any v ≥ 1 we have

#Uz(U) = UV (z) (1 +O (exp(−v log v − 3v/2)) +O

∑
n<z2v

n|P (z)

3ν(n)|rA(n)|

 .

Here
rA(n) = #{a ∈ A : n | a} − U/n� O(1).

Considering the last term on the right∑
n<z2v

n|P (z)

3ν(n)|rA(n)| �
∑
n<z2v

n|P (z)

3ν(n)
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≤ z2v
∑
n|P (z)

3ν(n)

n

≤ z2v
∏
p<z

(
1 +

3

p

)
,

and since

∏
p<z

(
1 +

3

p

)
≤
∏
p<z

(
1− 1

p

)−3

= V (z)−3,

we obtain ∑
n<z2v

n|P (z)

3ν(n)|rA(n)| � z2vV (z)−3,

which implies that
#Uz(U) = UV (z) (1 + E1) + E2. (6.2.5)

with the error terms

E1 � exp(−v log v − 3v/2)

and

E2 �
z2v

V (z)3
.

Let ε > 0 be sufficiently small and take

v =
(1− ε)

2

logU

log z
.

Then we have
E2 � U1−ε(log z)3, (6.2.6)

and by (6.2.4) we may choose C such that

E1 ≤
1

2
. (6.2.7)

Combining (6.2.5) with (6.2.6) and (6.2.7), we derive

UV (z)� #Uz(U)� UV (z),

and the result follows from the Mertens estimate (6.2.2). 2
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We recall a simplified form of [23, Lemma 4.4].

Lemma 6.2.3. For any integers t, z, any real U ≥ 1 and any positive constant 0 < A <

1/2, we have

∑
u∈Uz(U)

t|u

1�A
U

t
V (z),

if z < (Ut−1)A and

∑
u∈Uz(U)

t|u

1�A
U

t
V

(
U

t

)
,

if (Ut−1)A ≤ z.

Note that Lemma 6.2.3 is non-trivial only if (t, P (z)) = 1.

6.2.2 Congruences with numbers free of small prime factors

The new ingredient underlying our argument is the following:

Lemma 6.2.4. Let q be prime and z,M , N and U integers with

U ≤ N, UN ≤ q.

Fix a sufficiently small positive real number 0 < A < 1/2 and suppose z satisfies

1 < z ≤ UA. (6.2.8)

Let P (z) and Uz(U) be given by (6.2.1) and (6.2.3), respectively, and let I(z,M,N, U)

count the number of solutions to the congruence

n1u1 ≡ n2u2 (mod q), (6.2.9)

with integral variables satisfying M < n1, n2 ≤ M + N and u1, u2 ∈ Uz(U). Then we
have

I(z,M,N, U)�A #Uz(U)N

(
1 +

logU

(log z)2

)
.

Proof. For each pair of integers u1 and u2, we let J(u1, u2) count the number of solutions
to the congruence (6.2.9) in variables n1, n2 satisfying

M < n1, n2 ≤M +N,
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so that

I(z,M,N, U) =
∑

u1,u2∈Uz(U)

J(u1, u2)

=
∑

u1∈Uz(U)

J(u1, u1) + 2
∑

u1,u2∈Uz(U)
u1<u2

J(u1, u2).

Since
J(u1, u1) = N,

we have
I(z,M,N, U) = N

∑
u1∈Uz(U)

1 + 2
∑

u1,u2∈Uz(U)
u1<u2

J(u1, u2).

Using Lemma 6.2.3 (with t = 1), the bound (6.2.2) and recalling (6.2.8) we see that∑
u1∈Uz(U)

1� U

log z
,

and hence
I(z,M,N, U)� NU

log z
+

∑
u1,u2∈Uz(U)

u1<u2

J(u1, u2). (6.2.10)

Fix some pair u1, u2 with u1 < u2 and consider J(u1, u2). We first note that J(u1, u2)

is bounded by the number of solutions to the equation

u1(M + n1)− u2(M + n2) = kq, (6.2.11)

with integer variables n1, n2, k satisfying

1 ≤ n1, n2 ≤ N.

Since

|kq − (u1 − u2)M | ≤ UN

< q,

there exists at most one value k satisfying (6.2.11) and hence J(u1, u2) is bounded by the
number of solutions to the equation (6.2.11) with variables satisfying

1 ≤ n1, n2 ≤ N.

99



We may suppose J(u1, u2) ≥ 1. Fixing one solution n∗1, n
∗
2 to (6.2.11), we see that for

any other solution n1, n2 we have

u1(n1 − n∗1) = u2(n2 − n∗2).

The above equation determines the residue of n1 modulo u2/(u1, u2) and for each value
of n1 there exists at most one solution n2. Since U ≤ N this implies that

J(u1, u2)� N
(u1, u2)

u2

,

and hence by (6.2.10), we derive

I(z,M,N, U)� NU

log z
+N

∑
u1,u2∈Uz(U)

(u1, u2)

u2

. (6.2.12)

Considering the last sum on the right hand side and collecting together u1 and u2 with
the same value (u1, u2) = d, we have

∑
u1,u2∈Uz(U)

(u1, u2)

u2

≤
∑

d∈Uz(U)

d
∑

u2∈Uz(U)
d|u2

1

u2

∑
u1∈Uz(u2)

d|u1

1

= Σ1 + Σ2,

(6.2.13)

where

Σ1 =
∑

d∈Uz(U)

d
∑

u2∈Uz(U)
d|u2

z≤(u2/d)A

1

u2

∑
u1∈Uz(u2)

d|u1

1,

and

Σ2 =
∑

d∈Uz(U)

d
∑

u2∈Uz(U)
d|u2

z>(u2/d)A

1

u2

∑
u1∈Uz(u2)

d|u1

1.

Considering Σ1, by Lemma 6.2.3 and the condition z ≤ (u2/d)A we bound

Σ1 �A

∑
d∈Uz(U)

∑
u2∈Uz(U)
d|u2

z≤(u2/d)A

V (z)

�A V (z)
∑

d∈Uz(U)

∑
u2∈Uz(U)
d|u2

z≤(u2/d)A

1.
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The condition z ≤ (u2/d)A in the innermost summation implies that the outer summation
over d is non empty only if z ≤ (U/d)A and hence by Lemma 6.2.3 we have

Σ1 �A V (z)
∑

d∈Uz(U)

z≤(U/d)A

∑
u2∈Uz(U)
d|u2

1

�A UV (z)2
∑

d∈Uz(U)

1

d
. (6.2.14)

Set
S(t) =

∑
d∈Uz(t)

1.

Hence applying partial summation and Lemma 6.2.3, we obtain

∑
d∈Uz(U)

d−1 =
S(U)

U
+

∫ U

1

S(t)

t2
dt

� V (z) +

∫ z1/A

1

S(t)

t2
dt+

∫ U

z1/A

S(t)

t2
dt.

(6.2.15)

For the first integral, bounding trivially S(t) ≤ t, we derive∫ z1/A

1

S(t)

t2
dt�

∫ z1/A

1

1

t
dt

� log z.

(6.2.16)

For the second integral, after applying Lemma 6.2.3, we have∫ U

z1/A

S(t)

t2
dt� V (z)

∫ U

1

1

x
dx

� V (z) logU. (6.2.17)

Substituting (6.2.16) and (6.2.17) in (6.2.15) we obtain∑
d∈Uz(U)

1

d
� V (z) + log z + V (z) logU.

In turn, substituting this inequality in (6.2.14) and recalling the Mertens estimate (6.2.2)
on V (z), we derive

Σ1 �A UV (z)2

(
V (z) + log z +

logU

log z

)
�A

U

log z

(
1 +

logU

(log z)2

)
.

(6.2.18)
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It remains to bound Σ2. Note that

Σ2 =
∑

d∈Uz(U)

d
∑

u2∈Uz(min{U,z1/Ad})
d|u2

1

u2

∑
u1∈Uz(u2)

d|u1

1

= Σ21 + Σ22,

where

Σ21 =
∑

d∈Uz(Uz−1/A)

d
∑

u2∈Uz(z1/Ad)
d|u2

1

u2

∑
u1∈Uz(u2)

d|u1

1,

and

Σ22 =
∑

d∈Uz(U)

d>Uz−1/A

d
∑

u2∈Uz(U)
d|u2

1

u2

∑
u1∈Uz(u2)

d|u1

1.

Bounding the innermost sum of Σ21 trivially, we have

Σ21 �
∑

d∈Uz(Uz−1/A)

∑
u2∈Uz(z1/Ad)

d|u2

1.

Noting that z ≤ (z1/A)A, an application of Lemma 6.2.3 gives

Σ21 �A z
1/AV (z)

∑
d∈Uz(Uz−1/A)

1

�A V (z)U

�A
U

log z
. (6.2.19)

It remains to bound Σ22. Recalling that

Σ22 =
∑

d∈Uz(U)

d>Uz−1/A

d
∑

u2∈Uz(U)
d|u2

1

u2

∑
u1∈Uz(u2)

d|u1

1,

by Lemma 6.2.3 and noting that z > (u2/d)A since d > Uz−1/A, we obtain

Σ22 �A

∑
d∈Uz(U)

d>Uz−1/A

∑
u2∈Uz(U)
d|u2

V
(u2

d

)
.

Set

Rd =
log(U/d)

log z
. (6.2.20)
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Then Rd ≥ 1 if and only if d ≤ Uz−1 and hence

Σ22 �A

∑
d∈Uz(U/z)

d>Uz−1/A

∑
1≤r≤Rd

∑
u2∈Uz(dzr)

d|u2
u2≥dzr−1

V
(u2

d

)
.

Fixing a value of r and considering the innermost summation over u2, since zr−1 ≤ u2/d

we have V (u2/d) ≤ V (zr−1) and therefore we assert

Σ22 �A

∑
d∈Uz(U/z)

d>Uz−1/A

∑
1≤r≤Rd

V (zr−1)
∑

u2∈Uz(dzr)
d|u2

1.

Appealing to Lemma 6.2.3 and separating the term r = 1, we have

Σ22 �A

∑
d∈Uz(U/z)

d>Uz−1/A

∑
1≤r≤Rd

V (zr−1)zr max {V (z), V (zr)}

�A V (z)
∑

d∈Uz(U/z)

d>Uz−1/A

z + V (z)2
∑

d∈Uz(U/z)

d>Uz−1/A

∑
2≤r≤Rd

zr,

so that bounding the first sum trivially gives

Σ22 �A UV (z) + V (z)2
∑

d∈Uz(U/z)

d>Uz−1/A

∑
2≤r≤Rd

zr.

We see from (6.2.20) that zRd = Ud−1 and hence∑
2≤r≤Rd

zr � zRd

=
U

d
,

which implies that

Σ22 �A UV (z) + UV (z)2
∑

d∈Uz(U/z)

d>Uz−1/A

1

d
,

and hence

Σ22 �A UV (z)2 + UV (z)2
∑

Uz−1/A<d≤U

1

d

�A UV (z)2 log z

�A
U

log z
. (6.2.21)
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Combining (6.2.13), (6.2.18), (6.2.19) and (6.2.21) we get

∑
u1,u2∈Uz(U)

(u1, u2)

u2

�A
U logU

(log z)3
+

U

log z
,

and hence by (6.2.12)

I(z,M,N, U)�A
NU

log z

(
1 +

logU

(log z)2

)
,

which together with Lemma 6.2.2 completes the proof since A is assumed sufficiently
small. 2

6.3 Proof of Theorem 6.1.1
We fix an integer r ≥ 2 and proceed by induction on N . We formulate our induction
hypothesis as follows. There exists some constant c1, to be determined later, such that
for any integer M and any integer K < N we have∣∣∣∣∣ ∑

M<n≤M+K

χ(n)

∣∣∣∣∣ ≤ c1K
1−1/rq(r+1)/4r2(log q)1/4r,

and we aim to show that∣∣∣∣∣ ∑
M<n≤M+N

χ(n)

∣∣∣∣∣ ≤ c1N
1−1/rq(r+1)/4r2(log q)1/4r (6.3.1)

with an absolute constant c1. Since the result is trivial for N < q1/4 this forms the basis
of our induction. We define the integers U and V by

U =

⌊
N

16rq1/2r

⌋
and V =

⌊
rq1/2r

⌋
, (6.3.2)

and note that
UV ≤ N

16
. (6.3.3)

We also note that with this choice of V the bound of Lemma 6.2.1 becomes

q∑
λ=1

∣∣∣∣∣ ∑
1≤v≤V

χ(λ+ v)

∣∣∣∣∣
2r

≤ (2r)rV rq + 2rV 2rq1/2

≤ (2r)2rq3/2. (6.3.4)
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For any integers 1 ≤ u ≤ U and 1 ≤ v ≤ V we have∑
M<n≤M+N

χ(n) =
∑

M−uv<n≤M+N−uv

χ(n+ uv)

=
∑

M<n≤M+N

χ(n+ uv) +
∑

M−uv<n≤M

χ(n+ uv)

−
∑

M+N−uv<n≤M+N

χ(n+ uv).

By (6.3.3) and our induction hypothesis we have∣∣∣∣∣ ∑
M−uv<n≤M

χ(n+ uv)

∣∣∣∣∣ ≤ c1

4
N1−1/rq(r+1)/4r2(log q)1/4r,

and ∣∣∣∣∣ ∑
M+N−uv<n≤M+N

χ(n+ uv)

∣∣∣∣∣ ≤ c1

4
N1−1/rq(r+1)/4r2(log q)1/4r,

which combined with the above implies that∣∣∣∣∣ ∑
M<n≤M+N

χ(n)−
∑

M<n≤M+N

χ(n+ uv)

∣∣∣∣∣ ≤ c1

2
N1−1/rq(r+1)/4r2(log q)1/4r.

Set
z = exp

(
(logU)1/2

)
, (6.3.5)

and let P (z) and Uz(U) be defined by (6.2.1) and (6.2.3), respectively.
Averaging over u ∈ Uz(U) and 1 ≤ v ≤ V we see that∣∣∣∣∣ ∑

M<n≤M+N

χ(n)

∣∣∣∣∣ ≤ W

#Uz(U)V
+
c1

2
N1−1/rq(r+1)/4r2(log q)1/4r, (6.3.6)

where

W =
∑

M<n≤M+N

∑
u∈Uz(U)

∣∣∣∣∣ ∑
1≤v≤V

χ(n+ uv)

∣∣∣∣∣ . (6.3.7)

By multiplying the innermost summation in (6.3.7) by χ(u−1) and collecting the val-
ues of nu−1 (mod q), we arrive at

W =

q∑
λ=1

I(λ)

∣∣∣∣∣ ∑
1≤v≤V

χ(λ+ v)

∣∣∣∣∣ ,
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where I(λ) counts the number of solutions to the congruence

n ≡ λu (mod q), M < n ≤M +N, u ∈ Uz(U).

Writing

W =

q∑
λ=1

I(λ)(r−1)/r
(
I(λ)2

)1/2r

∣∣∣∣∣ ∑
1≤v≤V

χ(λ+ v)

∣∣∣∣∣ ,
and applying the Hölder inequality give

W 2r ≤

(
q∑

λ=1

I(λ)

)2r−2( q∑
λ=1

I(λ)2

) q∑
λ=1

∣∣∣∣∣ ∑
1≤v≤V

χ(λ+ v)

∣∣∣∣∣
2r
 .

From Lemma 6.2.2 we have

q∑
λ=1

I(λ) =
∑

M<n≤M+N

∑
u∈Uz(U)

1

= #Uz(U)N

� NU

log z
. (6.3.8)

We have
q∑

λ=1

I(λ)2 = I(z,M,N, U),

where I(z,M,N, U) is as in Lemma 6.2.4. Since N < q1/2+1/4r the conditions of
Lemma 6.2.4 are satisfied, hence recalling (6.3.5) we have

q∑
λ=1

I(λ)2 � NU

log z

(
1 +

logU

(log z)2

)
� NU

log z
. (6.3.9)

Combining (6.3.4), (6.3.8), and (6.3.9) gives

W 2r � (2r)2rq3/2

(
NU

log z

)2r−1

,

which using Lemma 6.2.2 we rewrite as(
W

#Uz(U)

)2r

� (2r)2rq3/2N2r−1 log z

U
.

106



Hence
W

#Uz(U)V
� r

(log z)1/2r

V U1/2r
N1−1/2rq3/4r. (6.3.10)

Using that r1/r ≤ 2 and recalling (6.3.2) and (6.3.5), we see that

V/r � q1/2r, U1/2r � N1/2rq−1/4r2 , log z � (log q)1/2,

where all implied constants are absolute. Therefore we now derive from (6.3.10) that

W

#Uz(U)V
≤ c0N

1−1/rq(r+1)/4r2(log q)1/4r

for some absolute constant c0. Substituting the above into (6.3.6) gives∣∣∣∣∣ ∑
M<n≤M+N

χ(n)

∣∣∣∣∣ ≤ c0N
1−1/rq(r+1)/4r2(log q)1/4r +

c1

2
N1−1/rq(r+1)/4r2(log q)1/4r,

from which (6.3.1) follows on taking c1 = 2c0.
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